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Abst ract 
We consider the computational complexity of eva­
luating nested counterfactuals over a propositional 
knowledge base. Counterfactual implication 
models a statement "if p, then q," where p is known 
or expected to be false, and is different from mate-
rial implication A nested counterfactual is 
a counterfactual statement where the conclusion q is 
a (possibly negated) counterfactual. Statements of 
the form intuitively cor­
respond to hypothetical queries involving a sequence 
of revisions. We show that evaluating such state­
ments is complete, and that this task becomes 
PSPACE-cornplete if negation is allowed in the ne­
sting. We also consider nesting a counterfactual in 
the premise, i.e. and show that evalua­
ting such statements is most likely much harder than 
evaluating 

1 In t roduc t ion 

A counterfactual is a conditional statement "if p, then 
q" where the premise p is either known or expected to be 
false [Ginsberg, 1986], e.g. "I f the electricity hadn't fai­
led, dinner would have been ready on time". This is cu­
stomarily written as to distinguish it from mate­
rial implication which is trivially true if p is false 
in the current context. The evaluation of a counterfac­
tual in a certain context, which is described by a know­
ledge base, can be done using the Ramsey Test, which 
roughly states that is true if the minimal change to 
accept p requires accepting q. Counterfactual reasoning 
is nonmonotonic in the sense that by augmenting the 
knowledge base a previously valid counterfactual may 
become false. The relevance of counterfactual reasoning 
to a number of AI applications was first demonstrated 
in [Ginsberg, 1986], to which (and to [Gardenfors, 1988; 
Nebel, 1991; Grahne, 1991]) the reader is referred for a 
background. 

In this paper we mainly deal with nested counterfac­
tuals, i.e., counterfactuals where the conclusion can be 
a counterfactual itself instead of a plain propositional 

*This is a short version containing only proof sketches. 
An extended report containing full proofs and more results 
is in preparation. 

sentence. Nested counterfactuals are often used in real-
life contexts and are an important principle of common-
sense reasoning. 

Example 1: The statement " I f you would have bought 
a painting by Botticelli from John and you would notice 
it is a fake, you would sti l l remain a client of John" 
corresponds to a nesting of counterfactuals of the form 

The value of this counterfactual depends, of course, on 
the given knowledge base. It is intuitively clear that the 
counterfactual will evaluate to false on a large number 
of reasonable knowledge bases. According to Ramsey's 
rule, the evaluation of this nested counterfactual over a 
given knowledge base T amounts to check whether 

(T' o buy-botticelli from-john) o fake) client-of-john 

for a suitable revision operator "o". This example also 
shows that nesting a counterfactual in the conclusion is 
different from strengthening the premise, i.e., 
r)) is different from Indeed, the conjunction of 
buy-botticelli-from_john and fake, is semantically incon­
sistent (because a Botticelli is not a fake), and therefore 
the sentence would be vacuously true for each knowledge 
base. D 

More generally, a nested counterfactual of the form 
is true over a know­

ledge base iff T revised 
by p\, revised by p2, revised by p3 etc. implies q. For 
this reason, the complexity results we will derive for ne­
sted counterfactuals are equally relevant to the problem 
of inferencing after iterated knowledge base revisions. 

The complexity of evaluating unnested counterfac­
tuals over propositional knowledge bases, i.e. finite pro-
positional theories, was considered in [Nebel, 1991; 
Grahne, 1991; Eiter and Gottlob, 1992]. In this paper, 
we deal with evaluating nested counterfactuals based on 
Ginsberg's approach [Ginsberg, 1986] which uses the me­
thod by Fagin, Ullman and Vardi [Fagin et al., 1983] for 
incorporating changes to a knowledge base. Such state­
ments intuitively correspond to hypothetical queries in­
volving a sequence of revisions, and are naturally rele­
vant to planning and reasoning about actions (cf. [Gins­
berg and Smith, 1988; Winslett, 1988]), for instance. 
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Our study also includes allowing negation in nesting 
counterfactuals, i.e. statements like This 
is motivated by natural relevance. 

Examp le 2: Imagine a two person game and that player 
one wants to know whether every possible choice for his 
next move (m1) does not result in a forced win for player 
two, i.e. player two does not win regardless of his next 
move This question amounts to m1 > 

The alternative to nesting counterfactuals into the 
consequence is nesting into the premise, i.e. a nesting 
(p > q) > r. Intuitively, (p > q) > r means "Would r 
be true in the closest context where p > q is true". Note 
this is different from "if then r", which is true 
i f i s false. N e s t i n g s a r e relevant t o 
practice, as the following example shows. 

Examp le 3: Imagine a system is error detecting if the 
occurrence of an error (e) is displayed (d) on some special 
device. The question whether a module m must occur 
in the system if its current state is changed to be error 
detecting amounts to 

The complexity of evaluating a single counterfactual 
in the propositional case was studied in [Nebel, 1991; 
Eiter and Gottlob, 1992], where it was shown that this 
problem is Ilp2-complete. In the present paper we study 
the complexity of checking nested counterfactuals over 
propositional knowledge bases. Our main results are 
summarized as follows. First, we show that deciding 
nested counterfactuals of the form 
q) • • •) is IIp

2-complete. This is rather surprising and can 
be viewed as a positive result. It has an interesting conse-
quence for the two basic approaches to cope with iterated 
KB-revisions. The first incorporates each revision into 
the KB and needs in general exponential space and time, 
while the second stores the initial KB and the syntactic 
sequence [p1,P2,....,Pn] of revisions separately and ac­
counts for it in query answering. Our result guarantees 
that the second approach does not get substantially (i.e. 
exponentially) harder when the sequence of revisions in­
creases, which strongly favors this approach. Second, 
we show that things get more complicated (PSPACE-
complete) if negated counterfactuals can appear in ne­
stings (see Example 2). Third, we consider nested coun­
terfactuals of type (p > q) > r, i.e. the nesting occurs 
in the premise, and show that checking validity of such 
formulas is -complete. 

The rest of this paper is organized as follows. Sec­
tion 2 introduces concepts and reviews previous results. 
In Sections 3 and 4 investigate into the complexity of 
evaluating counterfactuals nested in the conclusion wi­
thout and with negation, respectively, while Section 5 
deals with nesting in the premise. Section 6 gives some 
conclusions. Due to space limitations, we provide here 
for some results merely detailed proof sketches. 

2 Def in i t ions and previous results 
We assume that the reader knows about the basic con­
cepts of NP-completeness, the polynomial hierarchy, 
and PSPACE, rf. [Garey and Johnson, 1979]. Briefly, 
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knowledge base is given by a set of models and updates 
are per formed according to Wins le t t ' s method [Wins-
le t t , 1988]. In par t icu lar , [Grahne and Mendelzon, 1991, 
Coro l lary 4.2] impl ies tha t evaluat ing nested counterfac-
tuals under th is update semantics is PSPACE-complete. 

Our work contr ibutes to the recent effort in g iv ing a 
precise complex i ty character izat ion of nonmonotonic re­
asoning in the fu l l proposi t ional context , cf. [Niemela, 
1991; W ins le t t , 1990; Nebel, 1991; Rutenburg , 1991; 
Eiter and G o t t l o b , 1992; S t i l lman , 1992] (see [Cadoli 
and Schaerf, 1992] for an overview), extending previ­
ous results for restr ic ted contexts, e.g. [Kautz and Sel-
man , 1991; S t i l lman , 1990; Selman and Levesque, 1990; 
Cadol i and Lenzer in i , 1990; Provan, 1990]. Such a cha­
racter izat ion suppor ts a bet ter understanding of the 
computa t iona l relat ionships between various forms of 
nonmonoton ic reasoning, e.g. efficient in ter t ranslatabi -
l i ty. Fur thermore , the precise complex i ty of a problem 
gives us a clue of i ts computa t iona l d i f f icul ty and may 
provide insight to sources of complexi ty. For counter-
factuals, these sources are classical inference 
and the many knowledge bases tha t are possible af­
ter incorpora t ing a change. Fortunately, a sequence 
of changes is not a source of complexi ty. Since ­­

­­

complete problems are most l ikely much harder than 
NP-compiete problems, our results suggest that methods 
such as G S A T [Selman et al . , 1992] for efficient handl ing 
of NP-complete problems are most l ikely not applicable 
to nested counterfactuals. However, G S A T can be f ru i t ­
fu l ly appl ied for p rov ing 
i f al l propos i t iona l formulas are Horn clauses. 
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