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Abstract. In this paper, we consider the problem of computing resonances in
open systems. We first characterize resonances in terms of (improper) eigenfunc-
tions of the Helmholtz operator on an unbounded domain. The perfectly matched
layer (PML) technique has been successfully applied to the computation of scat-
tering problems. We shall see that the application of PML converts the resonance
problem to a standard eigenvalue problem (still on an infinite domain). This new
eigenvalue problem involves an operator which resembles the original Helmholtz
equation transformed by a complex shift in coordinate system. Our goal will be to
approximate the shifted operator first by replacing the infinite domain by a finite
(computational) domain with a convenient boundary condition and second by ap-
plying finite elements on the computational domain. We shall prove that the first of
these steps leads to eigenvalue convergence (to the desired resonance values) which
is free from spurious computational eigenvalues provided that the size of compu-
tational domain is sufficiently large. The analysis of the second step is classical.
Finally, we illustrate the behavior of the method applied to numerical experiments
in one and two spatial dimensions.

1. Introduction

In this paper, we consider the approximation of resonance values in open systems
using approximations coming from the PML (perfectly matched layer) technique.
Problems involving resonances in open systems result from many applications, in-
cluding the modeling of slat and flap noise from an airplane wing, gravitational waves
in astrophysics, and quantum mechanical systems. We consider the approximation of
resonances in the frequency domain in this paper.

As a model problem, we consider a resonance problem in three dimensional space
which results from a compactly supported perturbation of the Laplacian, i.e.,

Lu = −∆u+ L1u
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where L1 is symmetric and lives on a bounded domain Ω ⊂ R
3. We then seek k such

that there are non-trivial “eigenfunctions” ψ satisfying

Lψ = k2ψ.

The function ψ is required to satisfy an outgoing condition corresponding to the
wave number k. A resonance value k corresponds to an improper eigenvalue problem
and the corresponding eigenvector grows exponentially. This exponential growth
makes the problem difficult to formulate and an even more difficult to approximate
numerically.

The PML technique was introduced by Bérenger for scattering problems [4, 5].
The idea was to surround the area of computational interest by an absorbing media
(layer) which was perfectly free of reflection. Bérenger’s original formulation involved
splitting the equations in the absorbing layer. Subsequent formulations avoid this
splitting and often can be interpreted as a complex stretching, c.f., [10]. A properly
devised complex stretching (or change of variable) preserves the solution inside the
layer while introducing exponential decay at infinity. Thus, it is natural to truncate
the problem to a finite domain, introduce a convenient boundary condition on the
artificial boundary and apply the finite element method. This is a very successful
technique which has been investigated both theoretically and computationally.

For scattering problems, one traditionally introduces a PML stretching which de-
pends on the wave number yielding wave number independent decay [19]. In contrast,
for PML resonance problems, we use a stretching independent of the wave number.
This results in wave number dependent decay. This is important in that when this
decay is stronger than the exponential growth of the resonance eigenfunction, this
eigenfunction is transformed into a proper eigenfunction for the PML equation (still
on the infinite domain). In fact, the resulting PML eigenfunction still has residue
exponential decay. Because of this decay, it is natural to consider truncating to a
finite domain and subsequently applying the finite element method. The goal of this
paper is to study the eigenvalue behavior when the eigenvalues of the (infinite) PML
problem are approximated by those corresponding to a finite element method on a
truncated computational domain.

The application of PML for the computation of resonances is not new. It turns
out that PML is related to what is called “spectral deformation theory” developed
by Aguilar, Balslev, Combes and Simon [1, 3, 16, 22]. This theory shows that the
PML eigenvalues for the infinite domain problem coincide with the resonance values
of the original problem for rather general scaling schemes. The experimental behavior
of truncated PML approximations to resonances in open systems was investigated in
[13, 14]. Our paper provides the first theoretical analysis of the convergence of the
truncated PML eigenvalue approximation.
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In many applications, the convergence of approximate eigenvalues is the result of
classical perturbation theory (cf. [17]). Indeed, one is able to conclude basic eigen-
value convergence provided that one can show that approximate operators converge in
norm to the appropriate continuous operator. The PML eigenvalue problem is inter-
esting as norm convergence does not hold in this case and so eigenvalue convergence
has to be proved in a more basic way.

The convergence of the eigenvalues obtained by finite element discretization has
had a long history of research. Osborn [21] and Bramble-Osborn [8] consider the
case of second order elliptic problems on bounded domains. In this case, the solution
operator is compact and it is possible to prove convergence in norm of the discrete
approximation. More recent work has been done on the Maxwell eigenvalue problem
[6, 7, 18, 20]. This problem is more difficult than the uniformly elliptic problem
mentioned above due to a non-compact inverse however, in this case, the only trouble
is due to gradient fields and results in a non-discrete spectrum consisting of only one
point, the origin. In contrast, the PML problem is posed on an infinite domain and
its inverse has essential spectrum while the inverse of the truncated PML problem
is compact. Accordingly, there cannot be norm convergence and the analysis of the
convergence of eigenvalues/eigenvector must proceed in a non-standard fashion. Of
course, the critical property here is the decay of the approximated eigenfunctions and
it is this property which is central to our analysis.

We note that the convergence of the eigenvalues associated with the finite element
approximation to those of the PML problem on the truncated domain is standard,
see, Bramble and Osborn [8]. Their results can be used to show that the correspond-
ing discrete eigenvalues converge to those of the continuous PML problem (on the
truncated domain) without the occurrence of spurious modes. Thus, the goal of this
paper is to analyze the convergence (as the size of the truncated domain increases)
of the eigenvalues of the continuous truncated problem to those of the infinite PML
problem.

The organization of the remainder of this paper is as follows. In Section 2, the
PML method is applied to resonance problems resulting from a compactly supported
perturbation of the Laplacian. There we show how PML turns the resonance prob-
lem into a standard eigenvalue problem. In Section 3, the truncated PML problem is
introduced and we show that any compact subset of the resolvent set for the infinite
domain PML operator is contained in the resolvent set for the finite domain operator
provided that truncation domain is sufficiently large. This shows that there are no
spurious eigenvalues associated with the domain truncation. In Section 4, we use the
exponential decay of eigenfunctions for both the infinite and truncated PML problems
to analyze the convergence of eigenvalues. Finally, in Section 5, the results of numer-
ical experiments are provided which illustrate the behavior of PML approximations
on some simple resonance problems.
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2. PML and the Resonance Problem.

We consider a linear operator

L = −∆ + L1

where L1 is a linear operator with support contained in the ball Ω̄0 centered at the
origin of radius r0. For example, we can consider Schrödinger operators −∆+V with
a real valued potential V supported in Ω̄0. We shall concentrate on this example as
more general applications are similar.

We consider the Helmholtz problem:

(2.1) Lu− k2u = f on R
3.

Here k is a complex number and the support of f is contained in Ω0. To uniquely
determine u, we need to set a “boundary condition.” We consider solutions which are
outgoing. Since L coincides with −∆ outside of Ω0, u can be expanded in terms of
Hankel functions and spherical harmonics. Because the solutions are outgoing, this
expansion takes the form

(2.2) u(x) =
∞∑

n=0

n∑

m=−n

an,mh
1
n(kr)Y m

n (x̂) for r ≥ r0.

Here x̂ = x/|x|, {h1
n(r)} are spherical Bessel functions of the third kind (Hankel

functions), {Y m
n } are spherical harmonics (see, e.g., [19] for details) and {an,m} are

constants.
We shall be interested in weak solutions of (2.1) which are, at least, locally in H1.

This means that the series (2.2) converges in H1/2(Γ0) where Γ0 is the boundary of
Ω0. It follows that the series converges in H1 on any annular domain r0 < r < R

Remark 2.1. Resonances are solutions of (2.1) with f = 0 satisfying the outgoing
condition. For resonances, the resonance value k has a negative imaginary part and so
u increases exponentially as r becomes large. Accordingly, the Sommerfeld condition

(2.3) lim
r→∞

r

(
∂u

∂r
− iku

)
= 0

is not satisfied in this case. There are no exponentially decreasing eigenfunctions for
this equation corresponding to such k. Thus any numerical method for computing
resonances based on (2.3) is questionable at best.

The PML approach [9] provides a convenient way to deal with (2.1) with the
outgoing condition. We will use a spherical PML. Let r1 be greater than r0 and Ω1

denote the open ball of radius r1 centered at the origin with the boundary Γ1.
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The PML problem is defined in terms of a function σ̃ ∈ C2(R+) satisfying

σ̃(r) =





0 for 0 ≤ r < r0,
increasing for r0 ≤ r < r1,
σ0 for r1 ≤ r.

A typical C2 function in [r0, r1] with this property is given by

σ̃(x) = σ0

∫ x

r0

(t− r0)
2(r1 − t)2dt

∫ r1

r0

(t− r0)
2(r1 − t)2dt

.

The PML approximation can be thought of as a formal complex shift in coordinate
system. The PML solution is defined by

(2.4) ũ(x) =





u(x), for |x| ≤ r0,
∞∑

n=0

n∑

m=−n

an,mh
1
n(kr̃)Y m

n (x̂), for r = |x| ≥ r0

with r̃ = r(1 + iσ̃(r)). Clearly, ũ and u coincide for |x| ≤ r0. Moreover, ũ satisfies

(2.5) L̃ũ− k2ũ = f in R
3

where L̃ coincides with L for |x| ≤ r0 and is given, in spherical coordinates (r, θ, φ),
by
(2.6)

L̃v = −

(
1

d̃2dr2

∂

∂r

(
d̃2r2

d

∂v

∂r

)
+

1

d̃2r2 sin θ

∂

∂θ

(
sin θ

∂v

∂θ

)
+

1

d̃2r2 sin2 θ

∂2v

∂φ2

)
+ V v.

Here d̃ = 1 + iσ̃ and d = r̃′ ≡ 1 + iσ with σ ≡ σ̃ + rσ̃′.
We shall see that (2.5) has a well posed variational formulation in H1(R3) when k

is real and positive. Let χ be in C∞
0 (R3). Assuming that ũ is locally in H1(R3), we

have

(2.7) A(ũ, χ) − k2B(ũ, χ) = (d̃2f, χ)R3

where

(2.8)

A(ũ, χ) ≡

(
d̃2

d

∂ũ

∂r
,
∂

∂r

(
χ

d̄

))

R3

+

(
1

r2

∂ũ

∂θ
,
∂χ

∂θ

)

R3

+

(
1

r2 sin2 θ

∂ũ

∂φ
,
∂χ

∂φ

)

R3

+ (V ũ, χ)Ω0

and

(2.9) B(ũ, χ) ≡ (d̃2ũ, χ)R3 .
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The PML problem corresponding to a scattering problem was studied in [9] however
the techniques there easily extend to our problem. We consider first the case when k is
real and positive. In this case, the Sommerfeld condition can be used as a replacement
of the outgoing condition. To obtain a uniqueness result for the PML problem, we
introduce the following theorem. Let Ar0,r2

be an annulus bounded by two spheres of
radius r0 < r2.

Theorem 2.2. Suppose that u ∈ H1(Ar0,r2
) and d̃ ∈ C2(R3) and d

′′

∈ L2
loc(R

3). If u
satisfies A(u, v) = k2B(u, v) for all v ∈ C∞

0 (Ar0,r2
), then

(2.10) u(x) =
∞∑

n=0

n∑

m=−n

(
an,mh

1
n(kr̃) + bn,mh

2
n(kr̃)

)
Y m

n (x̂)

and the series converges in H1(Ar0,r2
).

Sketch of proof. For u ∈ H1(Ar0,r2
), by the L2-orthogonality of {Y m

n }, u can be writ-
ten as

(2.11) u(x) =
∞∑

n=0

n∑

m=−n

fn,m(|x|)Y m
n (x̂).

First, one shows that fn,m is in H2([r0, r2]) and satisfies

(2.12)
1

r2d̃2d

∂

∂r

(
r2d̃2

d

∂fn,m(r)

∂r

)
+

(
k2 −

n(n+ 1)

r2d̃2

)
fn,m(r) = 0.

Next, one shows that the initial value problem (2.12) with the initial conditions
fn,m(r0) and f

′

n,m(r0) given has a unique solution in H2([r0, r2]). Since h1
n(r̃) and

h2
n(r̃) solves (2.12), it follows that

fn,m(r) = an,mh
1
n(kr̃) + bn,mh

2
n(kr̃)

for suitable constants an,m and bn,m. By the asymptotic behavior of h1
n and h2

n for
large n the series (2.10) converges uniformly on Ar0,r2

and it is easy to show the series
converges in H1(Ar0,r2

). �

The uniqueness of solutions to the PML problem (2.7) now follows from the above
theorem and the proof of Theorem 1 of [11]. Following [9], the perturbed form

Ã(u, χ) =

(
d̃2

d2

∂u

∂r
,
∂χ

∂r

)

R3

+

(
1

r2

∂u

∂θ
,
∂χ

∂θ

)

R3

+

(
1

r2 sin2 θ

∂u

∂φ
,
∂χ

∂φ

)

R3

− d2
0k

2(u, χ)R3

is coercive. As Ak(w, v) ≡ A(w, v)− k2B(w, v) is a low order perturbation of Ã(w, v)
on a bounded domain, the inf-sup condition,

(2.13) ‖u‖H1(R3) ≤ Ck sup
φ∈H1(R3)

|Ak(u, φ)|

‖φ‖H1(R3)

for all u ∈ H1(R3)
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follows from uniqueness (see, [9] for details). The analogous inf-sup condition for the
adjoint operator holds as well:

(2.14) ‖φ‖H1(R3) ≤ Ck sup
u∈H1(R3)

|Ak(u, φ)|

‖u‖H1(R3)

for all φ ∈ H1(R3).

Fix k = 1 above. We define T : L2(R3) → H1(R3) by T (f) = w where w is the
unique solution of

A1(w, φ) = B(f, φ) ∀φ ∈ H1(R3).

That T is a bounded operator of L2(R3) into H1(R3) follows easily from (2.13) and
(2.14). We can clearly restrict T to an operator on H1(R3) and so its resolvent and
spectrum are well defined.

Given a function ũ satisfying (2.4), we can define u(ũ) by u(ũ) = ũ for r ≤ r0 and
u(ũ) given by the series (2.2) for r > r0 (with coefficients from the series for ũ).

The following theorem connects the resonance values with the eigenvalues of the
PML operator T . This result for general stretching functions σ̃ is given by the Aguilar-
Balslev-Combes-Simon Theorem [16] however the definitions required for their theory
and its connection to the PML formulation above would require a lengthy discussion.
Instead, we present a simple proof which works when the solutions of the PML prob-
lem are available in the explicit form (2.4).

Theorem 2.3. Let Im(d0k) be greater than zero and set λ = 1/(k2 − 1). If there
is a nonzero outgoing solution u (locally in H1) satisfying (2.1) with f = 0 then ũ
given by (2.4) is an eigenfunction for T with an eigenvalue λ. Conversely, if ũ is an
eigenfunction for T with an eigenvalue λ, then ũ is of the form (2.4) for r ≥ r0 and
u = u(ũ) satisfies (2.1) with f = 0 and the outgoing condition.

For the proof of the above theorem, we shall require the following proposition (a
special case of Lemma 6.1). Its proof is provided in the appendix.

Proposition 2.4. Let β be a constant with positive imaginary part. Suppose that w
satisfies the Helmholtz equation

(2.15) ∆w + β2w = 0

outside of Ω1 and satisfies the Sommerfeld boundary condition

(2.16) lim
r→∞

r

(
∂w

∂r
− iβw

)
= 0.

Then for any r2 > r1, if |x| ≥ r2 then

|w(x)| ≤ Ce−Im(β)|x|‖w‖H1/2(Γ1).

Proof of Theorem 2.3. Suppose that u is outgoing, locally in H1 and satisfies (2.1)
with f = 0. Then u has a series representation (2.2). The resulting ũ defined by (2.4)
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converges uniformly on compact sets of Ωc
0. It follows from the definition of L̃ and

the uniform convergence that ũ satisfies

(L̃− k2)ũ = 0.

Outside of Ω1, this coincides with (2.15) with β = d0k. As in the proof of Theo-
rem 2.14 of [12], ũ satisfies (2.16). For φ ∈ C∞

0 (R3),

A(ũ, φ) − k2B(ũ, φ) = 0.

This is the same as

(2.17) A1(ũ, φ) = (k2 − 1)B(ũ, φ).

Now, Proposition 2.4 implies that ũ is in L2(R3) and so (2.17) and the inf-sup condi-
tions (2.13) and (2.14) imply that ũ is in H1(R3). It clearly satisfies ũ = (k2 − 1)T ũ.

Suppose, conversely, that ũ ∈ H1(R3) is an eigenfunction for T with eigenvalue
λ. Then ũ satisfies (2.17). By Theorem 2.2, ũ can be written as a series (2.10) for
|x| ≥ r0. It follows that ũ has a series expansion with contributions from h1

n(d0kr) and
h2

n(d0kr) for r ≥ r1. As each of the terms involving h2
n(d0kr) increase exponentially

with r, their coefficients must be zero, i.e., ũ has a series expansion of the form of
(2.4). Then u = u(ũ) satisfies (2.1) with f = 0 and is outgoing. This completes the
proof of the theorem. �

Remark 2.5. It is clear that the PML method only gives the resonances which satisfy
Im(d0k) > 0, i.e., those which are in the sector bounded by the positive real axis and
the line arg(z) = arg(1/d0). To get the resonances to the left of this line, we need to
increase σ0.

The Aguilar-Balslev-Combes-Simon theory is part of spectral deformation theory
[16] which provides additional information about the spectrum of the PML operator

L̃ . Specifically, these results imply that the essential spectrum of L̃ is

σess(L̃) = {z | arg(z) = −2 arg(1 + iσ0)}

(cf. Theorem 18.6 [16]). This implies that the eigenvalues of L̃ corresponding to

resonances are isolated and of finite multiplicity. Note that if z is in σess(L̃), Im(d0k) =
0.

3. The truncated PML problem

As indicated by Proposition 2.4, the PML-eigenfunctions decay exponentially. Later
we shall show that the generalized eigenfunctions decay as well. It is then natural to
approximate them on a bounded computational domain with a convenient boundary
condition. To this end, we introduce a bounded (computational) domain Ω∞ whose
boundary is denoted by Γ∞. We shall always assume that the transition layer is in
Ω∞, i.e., Ω1 ⊂ Ω∞. We assume that the outer boundary of Ω∞ is given by dilation
of a fixed boundary by a parameter δ, e.g., Ω∞ is a cube of side length 2δ.
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The techniques of [9] can be used to show that the sesquilinear form A1(·, ·) still
satisfies an inf-sup condition on H1

0 (Ω∞) provided that δ ≥ δ0 and δ0 is sufficiently
large, i.e., for u ∈ H1

0 (Ω∞),

(3.1) ‖u‖H1(Ω∞) ≤ C sup
φ∈H1

0
(Ω∞)

|A1(u, φ)|

‖φ‖H1(Ω∞)

.

The analogous inf-sup condition for the adjoint operator holds as well:

(3.2) ‖φ‖H1(Ω∞) ≤ C sup
u∈H1

0
(Ω∞)

|A1(u, φ)|

‖u‖H1(Ω∞)

.

Here and in the remainder of this paper, C is independent of δ once δ is sufficiently
large.

Because of the above inf-sup condition, we can define the operator Tδ : H1(R3) →
H1

0 (Ω∞) ⊂ H1(R3) by Tδf = u where u ∈ H1
0 (Ω∞) is the unique solution to

A1(u, φ) = B(f, φ) for all φ ∈ H1
0 (Ω∞).

Our goal will be to study how the spectrum of Tδ is related to that of T . Our first
theorem shows that the resolvent set for Tδ approaches that of T as δ becomes large.
This means that the truncated problem does not result in spurious eigenvalues in the
region of interest, Im(d0k) > 0.

Theorem 3.1. Let U be a compact subset of R(T ), the resolvent set of T , whose

image under the map z 7→
√

(1 + z)/z ≡ k(z) satisfies Im(d0k(z)) > 0 for all z ∈ U .
Here we have taken −π < arg(k(z)) ≤ 0. Then, there exists a δ0 (depending on U)
such that for δ > δ0, U ⊂ R(Tδ).

We shall need the following proposition for the proof of the above theorem. Its
proof is given in the appendix.

Proposition 3.2. Assume that w is in H1(R3) and satisfies (2.15) in Ωc
1 with β2 =

d2
0k(z)

2 and z ∈ U as in Theorem 3.1. Then there is a positive number α and δ0 > r1
such that for δ ≥ δ0

‖w‖H1/2(Γ∞) ≤ Ce−αδ‖w‖H1/2(Γ1).

The constants C and α can be taken independent of z ∈ U and δ ≥ δ0.

Proof of Theorem 3.1. LetRz(T ) = (T−zI)−1 be the resolvent operator and ‖Rz(T )‖H1(R3)

denote its operator norm. This norm depends continuously for z ∈ R(T ) so there is
a constant C = CU such that

‖Rz(T )‖H1(R3) ≤ C for all z ∈ U.
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For u ∈ H1(R3), set φ = (T − zI)u. Then for z ∈ U , using (2.13),

(3.3)

‖u‖H1(R3) ≤ C‖φ‖H1(R3) ≤ C sup
v∈H1(R3)

|A1(φ, v)|

‖v‖H1(R3)

= C sup
v∈H1(R3)

|Ãz(u, v)|

‖v‖H1(R3)

.

Here we have set Ãz(·, ·) ≡ B(·, ·) − zA1(·, ·). The inf-sup condition for the adjoint
holds as well by similar reasoning.

We will show that the corresponding inf-sup conditions on the truncated domain
hold for all z ∈ U if δ0 is large enough. Namely, for u ∈ H1

0 (Ω∞),

(3.4) ‖u‖H1(Ω∞) ≤ C sup
v∈H1

0
(Ω∞)

|Ãz(u, v)|

‖v‖H1(Ω∞)

and

(3.5) ‖u‖H1(Ω∞) ≤ C sup
v∈H1

0
(Ω∞)

|Ãz(v, u)|

‖v‖H1(Ω∞)

.

Once we show (3.4) and (3.5), then it follows that the solution v ∈ H1
0 (Ω∞) to the

variational problem

(3.6) Ãz(v, φ) = A1(w, φ) for all φ ∈ H1
0 (Ω∞)

satisfies

(Tδ − zI)v = w.

This shows that z is in R(Tδ).
We start with (3.3) to verify (3.4). The test function v appearing in (3.3) is

decomposed v = v0 + v1 where v1 solves

Ãz(χ, v1) = 0 for all χ ∈ H1
0 (Ω∞ \ Ω̄1)

v1 = 0 on Ω1(3.7)

v1 = v on Ωc
∞.

This problem is uniquely solvable. Indeed, let χ ∈ H1
0 (Ω∞ \ Ω̄1) and γ be in C. Then

Ãz(γχ, χ) = z(γd2
0k(z)

2(χ, χ) − γD(χ, χ)).

Here D(·, ·) denotes the Dirichlet form. Now, since U is compact, there is an ǫ with
0 < ǫ < π such that ǫ < arg(d2

0k(z)
2) < π for all z ∈ U . Taking γ = exp(−iǫ/2)

above implies that both −γ and γd2
0k(z)

2 have positive imaginary part. It follows
that

|Ãz(γχ, χ)| ≥ C‖χ‖2
H1(Ω∞\Ω̄1).
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The unique solvability of (3.7) follows and we have

(3.8) ‖v1‖H1(R3) ≤ C‖v‖H1(R3).

Next for u ∈ H1
0 (Ω∞), we write u = u0 + u1 where

Ãz(u1, χ) = 0 for all χ ∈ H1
0 (Ω∞ \ Ω̄1)

u1 = u on Ω1

u1 = 0 on Ωc
∞.

As above, this problem is also uniquely solvable and

‖u1‖H1(R3) ≤ C‖u‖H1(Ω∞).

We then have

Ãz(u, v) = Ãz(u, v0) + Ãz(u0, v1) + Ãz(u1, v1)

= Ãz(u, v0) + Ãz(u1, v1).

Now, let ũ1 solve

Ãz(ũ1, η) = 0 for all η ∈ H1
0 (Ωc

1)

ũ1 = u on Ω1.

The argument showing unique solvability of (3.7) works as well here.
We then have

Ãz(u1, v1) = Ãz(u1 − ũ1, v1) + Ãz(ũ1, v1) = Ãz(u1 − ũ1, v1).

Now

Ãz(u1 − ũ1, φ) = 0 for all φ ∈ H1
0 (Ω∞ \ Ω̄1) ⊕H1

0 (Ωc
∞)

from which it follows that

‖u1 − ũ1‖H1(R3) ≤ C‖ũ1‖H1/2(Γ∞) ≤ Ce−αδ‖u‖H1/2(Γ1).

We used Proposition 3.2 for the last inequality above. It then follows from (3.8) and
a standard trace estimate that

|Ãz(u1, v1)| ≤ Ce−αδ‖u‖H1(Ω∞)‖v‖H1(R3).

Thus,

‖u‖H1(Ω∞) ≤ C sup
v0∈H1

0
(Ω∞)

|Ãz(u, v0)|

‖v0‖H1(Ω∞)

+ Ce−αδ‖u‖H1(Ω∞).

The inf-sup condition (3.4) follows taking δ0 large enough so that Ce−αδ0 < 1. The
proof of (3.5) is similar. This completes the proof of the theorem. �
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4. Eigenvalue Convergence

We study eigenvalue convergence in this section. As mentioned above, the eigen-
values of T corresponding to resonances are isolated and of finite multiplicity. Let
λ be such an eigenvalue. Since λ is isolated, there is a neighborhood of it with all
points excluding λ in R(T ). Let ρ > 0 be such that the circle of radius ρ centered at
λ is in this neighborhood. We denote this circle by Γ.

The following projector will play a major role in the eigenvalue convergence anal-
ysis: For u ∈ H1(R3), define

(4.1) PΓ(u) =
1

2πi

∫

Γ

Rz(T )u dz.

Its range is denote by V and is the generalized eigenspace associated with the eigen-
value λ.

By Theorem 3.1, R(Tδ) contains Γ for sufficiently large δ. For such δ, we define the
corresponding projector:

(4.2) P δ
Γ(u) =

1

2πi

∫

Γ

Rz(Tδ)u dz.

Its range will be denoted by Vδ, which is the subspace of H1
0 (Ω∞) spanned by the

generalized eigenfunctions associated with the eigenvalues of Tδ inside Γ. A main
result of this paper is contained in the following theorem.

Theorem 4.1. For any ρ sufficiently small, there is a δ1 > 0 such that

dim(V ) = dim(Vδ)

for δ > δ1.

Remark 4.2. The above theorem shows that the eigenvalues for the truncated prob-
lem converge to those of the full problem. This convergence respects the eigenvalue
multiplicity in the sense that the sum of the multiplicities of the eigenvalues inside
the circle of radius ρ for the truncated problem equals the multiplicity of λ for any ρ
provided that δ ≥ δ1(ρ) is sufficiently large.

The typical approach for proving eigenvalue convergence results such as Theo-
rem 4.1 involves showing that the approximate operator (Tδ in this case) converges
in norm to the full operator. This fails for our application as Tδ cannot converge to T
in norm since Tδ is compact for any δ while T is not. Moreover, Tδ is not even norm
continuous as a function of δ.

Instead, our eigenvalue convergence analysis is based on the exponential decay of
the generalized eigenfunctions both in V and Vδ. The main technical results are
contained in the following three lemmas whose proofs are given in the appendix.



PML AND RESONANCES 13

Lemma 4.3. Let V be as above. Then there are constants α, C and M > r1 such
that for all ψ ∈ V ,

(4.3) |ψ(x)| ≤ Ce−α|x|‖ψ‖H1(R3) for |x| > M.

As Tδ is compact, the generalized eigenspace Vδ has a finite dimension and a basis
of the form ψi,j, i = 1, . . . , k, j = 1, . . . ,m(i). Here if λδ

i is an eigenvalue of Tδ inside
Γ for i = 1, · · · , k and we may take

ψi,j = (Tδ − λδ
i )ψi,j+1 and (Tδ − λδ

i )ψi,1 = 0.

A priori we do not have a bound on the dimension of Vδ. To deal with this, we

consider subspaces of Ṽδ of dimension at most dim(V ) + 1. Specifically, let Ṽδ have a
basis of the form {ψi,j}, ψi,j, i = 1, . . . , k, j = 1, . . . , m̃(i) with {ψi,j} as above and∑

i m̃(i) ≤ dim(V ) + 1. The space Ṽδ is invariant under Tδ and P δ
Γ. The following

lemma gives a decay estimate for functions in Ṽδ. The constant can be taken so that
it only depends on the dimension of V provided that δ is large enough.

Lemma 4.4. Let Ṽδ be as above. Then there are constants α,C and M > r1 such

that for δ > M and ψδ ∈ Ṽδ,

(4.4) |ψδ(x)| ≤ Ce−α|x|‖ψδ‖H1(Ω∞) for all |x| > M.

Lemma 4.5. Suppose that u ∈ H1(R3) satisfies

(4.5) |u(x)| ≤ Ce−α|x|‖u‖H1(R3)

for |x| > M > r1. Then there exist positive constants α1, C1 and M1 > M such that

‖(T − Tδ)u‖H1(R3) ≤ C1e
−α1δ‖u‖H1(R3),

for δ > M1.

Proof of Theorem 4.1. We first note that for z ∈ Γ,

‖Rz(T )‖ ≤ C.

In addition, for δ > δ0 in Theorem 3.1, (3.4) and (3.5) implies that

‖Rz(Tδ)‖ ≤ C

with C independent of δ. It follows that PΓ and P δ
Γ are bounded operators in H1(R3).

Let ψ be in V . Since V is invariant under the action of Rz(T ), by Lemma 4.5,

‖(T − Tδ)Rz(T )ψ‖H1(R3) ≤ Ce−α1δ‖ψ‖H1(R3).

We also have

(I − P δ
Γ)PΓ =

1

2πi

∫

Γ

(Rz(T ) −Rz(Tδ))PΓ dz

= −
1

2πi

∫

Γ

Rz(Tδ)(T − Tδ)Rz(T )PΓ dz.
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Figure 1. Spectrum of a 1 dimensional resonance problem

Thus,

‖(I − P δ
Γ)ψ‖H1(R3) =

1

2π
‖

∫

Γ

Rz(Tδ)(T − Tδ)Rz(T )ψ dz‖H1(R3)

≤
1

2π

∫

Γ

‖Rz(Tδ)‖H1(R3)‖(T − Tδ)Rz(T )ψ‖H1(R3)dz

≤ Ce−α1δ‖ψ‖H1(R3).(4.6)

We choose δ1 ≥ δ0 so that Ce−αδ1 is less than one. For (4.6) to hold, it is necessary
that the rank of P δ

Γ be greater than or equal to dim(V ), i.e., dim(Vδ) ≥ dim(V ).

For the other direction, we let ψ be in Ṽδ with Ṽδ as above. An argument similar

to that used above (using the invariance of Ṽδ under P δ
Γ) gives

‖(I − PΓ)ψ‖H1(R3) ≤ Ce−αδ‖ψ‖H1(R3).

Choosing δ1 ≥ δ0 so that Ce−αδ1 < 1 then leads to dim(V ) ≥ dim(Ṽδ). This implies

that there is no subspace Ṽδ ⊆ Vδ with dimension greater than dim(V ), i.e., dim(Vδ) =
dim(V ).

�

5. Numerical Experiments.

In this section, we will give simple one and two dimensional resonance problems
illustrating the behavior of finite element approximations of the PML eigenvalue
problem. Although some experiments appear to have spurious numerical eigenvalues,
we shall see that they can be controlled by keeping the transition layer close to the
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non-homogeneous phenomena, i.e. the region where the operator differs from the
Laplacian.

We start with a one dimensional problem, i.e.,

−a∆u = k2u in R

with the outgoing wave condition. Here a is a piecewise constant function defined by

a =

{
1/4 if |x| < 1
1 otherwise.

We impose the continuity of u and au′ at x = ±1. The analytic resonances corre-
sponding to this problem are given by

k =
nπ

4
−

ln 3

4
i,

for n ∈ Z and n > 0.
For the first experiment, we choose the PML parameters r0 = 2, r1 = 4, δ = 8, σ0 =

1 and discretize the system with a mesh size h = 1/50. Figure 1 shows the resulting
eigenvalues. Note that the eigenvalues labeled “true resonances” are very close to
the analytic resonances given above. In Figure 2, we report the error observed when
approximating the resonance of smallest magnitude as a function of δ for fixed values
of h. The PML parameters were r0 = 1, r1 = 2, δ = 4 and σ0 = 1. As expected,
increasing δ for a fixed value of h improves the accuracy to the point where the mesh
size errors dominate.
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Figure 2. Eigenvalue error for the resonance of smallest magnitude

The remaining eigenvalues in Figure 1 either correspond to those clearly approxi-
mating the essential spectrum or spurious eigenvalues. Those far away from the true
resonances and those to the left of the essential spectrum are easily ignored. However
the group of spurious eigenvalues running below and parallel to the true resonances
are somewhat disturbing, especially so since they do not move much when either the
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mesh size is decreased (at least, within reasonable parameters) or the computational
region is increased.

Spurious eigenvalues appearing in PML approximations to resonance problems have
been discussed elsewhere in the literature. In particular, Zworski [24] explains this
phenomenon in terms of the pseudo-spectra concept (cf. [23]). Unlike symmetric
matrices, the norms of the resolvent of a non-symmetric operator can be quite large
for points located far away from the spectrum. We shall demonstrate that this is an
issue for the PML eigenvalue problem. Note that the central theorems (Theorem 3.1
and Theorem 4.1) of this paper require that δ is large enough that

(5.1) C(‖Rz(T )‖)e−α1δ < 1.

The situation at the discrete level is worse. In fact, to guarantee eigenvalue conver-
gence without spurious eigenvalues from the discretization, one needs to have that
h ≤ h0 with h0 satisfying

(5.2) C(‖Rz(Tδ)‖)h0 < 1.

Thus, in cases where the norm of the resolvent is large, to get rid of the spurious
eigenvalues, it appears to be necessary to make h too small to be practical.

To shed some light on the behavior of the resolvent, we consider the above one
dimensional problem. Let k be a complex number with Im(k) < 0, Im(d0k) > 0 and

k not a resonance. The function f(x) = eikd̃|x| satisfies the PML equation

(5.3) (L̃− k2)f ≡ −
1

d

(
1

d
f ′

)′

− k2f = 0 for |x| > 1.

Note that with r0 > 1, f increases exponentially from |x| = 1 to |x| = r0 while
decreasing exponentially outside of the transition region. Because f is relatively small

for |x| ≤ 1 and satisfies (5.3), ‖(L̃ − k2)f‖ is much smaller than ‖f‖. This implies
that the constant in the inf-sup condition (3.3) is large. This constant is directly
proportional to the norm of the resolvent Rz(T ) (see the proof of Theorem 3.1 for
details). Accordingly, to keep the norm of Rz(T ) manageable, we need to avoid a
large region allowing exponential increase. This can be attained by keeping the start
of the transitional region as close as possible to the region of inhomogeneity, i.e.,
|x| = 1. The analysis for problems of dimension greater than one is similar.

The behavior of the spurious resonances as a function of the location of the tran-
sitional layer is illustrated in Figure 3. Notice that the spurious eigenvalues can be
moved away from the true resonances simply by placing the transition region closer
to one. In fact, the best results are obtained by starting the transition region on
the interface. This also illustrates the fact that there does not need to be any area
extending outside of Ω where the original equation is retained.

We next consider a model problem on R
2. Let Ω0 be the open unit disc in R

2 and
consider

−a∆u = k2u in R
2
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Figure 3. Eigenvalues from different PML’s. r0 is the radius of the
inside boundary of PML

with the outgoing wave condition and the transmission conditions of the continuity
of u and a∇u at the interface, where

a =

{
1/4 if (x, y) ∈ Ω0

1 otherwise.

An outgoing solution bounded in Ω0 is of the form (in polar coordinates)

u(x, y) =





∞∑

n=−∞

anJn(2kr)einθ for (x, y) ∈ Ω0

∞∑

n=−∞

bnH
1
n(kr)einθ for (x, y) ∈ Ωc

0
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where Jn are Bessel functions of the first kind of order n and H1
n are Hankel functions

of the first kind of order n. The continuity conditions at the interface lead to

anJn(2k) = bnH
1
n(k) and

1

2
anJ

′
n(2k) = bn(H1

n(k))′.

Nonzero solutions exist when k satisfies

(5.4) J ′
n(2k)H1

n(k) − 2Jn(2k)(H1
n(k))′ = 0.

This equation can be solved by iteration and its solutions are used as a reference. It
is easy to see that each solution k to the problem (5.4) for n > 0 is of multiplicity 2.

For the one dimensional case, we simply computed all eigenvalues using MatLab.
This approach fails for the two dimensional problem as the problem size is much too
large. We clearly have to be more selective. Our goal is to focus on computing the
eigenvalues corresponding to resonances which are close to the origin. We are able
to do this by defining a related eigenvalue problem which transforms the eigenvalues
of interest into the eigenvalues of greatest magnitude. These eigenvalues can then
be selectively computed using a general eigensolver software. Specifically, we use the
software package SLEPc [15] which is a general purpose eigensolver built on top of
PETSc [2].

The computational eigenvalue problem (after introducing PML, truncating the do-
main and applying finite elements) can be written

Su = k2Nu

for appropriate complex valued matrices S and N . The idea is to use linear fractional
transformations. We consider ζ2 ◦ ζ1 where

ζ1(z) =
1

z
and ζ2(z) =

d0 + iz

d0 − iz
.

The first transformation maps points near the origin to points of large absolute value.
Under this transformation, the sector 2 arg(1/d0) ≤ arg(z) ≤ 0 maps to the sector 0 ≤
arg(z) ≤ 2 arg(d0). The second transformation gets rid of the “essential spectrum”
(which was mapped to arg(z) = 2 arg(d0)) by mapping arg(z) = 2 arg(d0) to the
interior of the unit disk and anything in the sector 0 ≤ arg(z) < arg(d0) to the
exterior of the unit disk. Thus, we look for the eigenvalues of largest magnitude for
the operator

(d0S + iN)u = µ(d0S − iN)u

and recover k2 from the formula

k2 =
(µ+ 1)i

(µ− 1)d0

.

We consider computing on a square domain of side length 2δ. Table 1 gives the
values of the first ten numerical and analytical resonances for the above problem
as a function of h. The truncated domain corresponded to δ = 5 and the PML
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parameters were σ0 = 1, r0 = 1 and r1 = 4. Note that errors of less than one percent
were obtained and improved results were observed when the mesh size was decreased.
These are relatively large problems, indeed, the case of h = 1/120 corresponds to
almost a million and a half complex unknowns.

Approximate PML Resonances
Resonances Multiplicity n

h = 1/100 h = 1/120

1.1169 − 0.2393i 1.1165 − 0.2392i 1.1155 − 0.2396i 1 0
2.7211 − 0.2667i 2.7200 − 0.2665i 2.7167 − 0.2665i 1 0
1.8264 − 0.2916i 1.8256 − 0.2914i

1.8238 − 0.2921i 2 1
1.8264 − 0.2916i 1.8256 − 0.2914i
2.4021 − 0.3759i 2.4009 − 0.3755i

2.3981 − 0.3781i 2 2
2.4026 − 0.3761i 2.4012 − 0.3757i
2.8249 − 0.3182i 2.8242 − 0.3173i

2.8161 − 0.3161i 2 3
2.8249 − 0.3182i 2.8242 − 0.3173i
3.4066 − 0.1881i 3.4058 − 0.1877i

3.3993 − 0.1851i 2 4
3.4068 − 0.1885i 3.4059 − 0.1880i

Table 1. Numerical results for the first ten resonances of the 2 dimen-
sional problem

6. Appendix

The main results of this appendix are the exponential decay of eigenfunctions for
the full and truncated PML problems. We also prove other lemmas and propositions
which have appeared earlier without proof. We start with the following lemma.

Lemma 6.1. Suppose that w is in H1(Ωc
1) and satisfies

(6.1) ∆w + β2w = f in Ωc
1

with Im(β) positive and f ∈ L2(Ωc
1). If f decays exponentially, i.e., there are positive

constants α, Cf and M > r1 such that |f(x)| ≤ Cfe
−α|x| for |x| > M , then there are

positive constant α1, C1 and M1 > M such that

(6.2) |w(x)| ≤ C1e
−α1|x|

(
‖w‖H1(Ωc

1
) + ‖f‖L2(Ωc

1
) + Cf

)

and

‖w‖H1/2(Γ∞) ≤ C1e
−α1δ

(
‖w‖H1(Ωc

1
) + ‖f‖L2(Ωc

1
) + Cf

)

for |x|, δ > M1. Here α1, C1 and M1 can be chosen independent of w, f and δ.
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Proof. Choose any M̃1 > M . For |x| > M̃1 let ΩM and ΩR be open balls centered at
the origin of radius M and 2|x|, respectively. Let ΓM and ΓR denote their boundaries.

By Green’s theorem, we have for |x| > M̃1

(6.3) w(x) = −

∫

ΓM∪ΓR

[
∂w

∂n
(y)Φ(x, y) − w(y)

∂Φ

∂ny

(x, y)

]
dSy +

∫

D

f(y)Φ(x, y)dy

where n is the outward normal vector on the boundaries of D = ΩR \ Ω̄M and
Φ(x, y) = −eiβ|x−y|/(4π|x−y|) is the fundamental solution of the Helmholtz equation
with the wave number β.

Note that for |x| > M̃1
∫

ΓM

dSy

|x− y|2
≤

∫

ΓM

dSy

(|x| −M)2
≤

4πM2

(M̃1 −M)2
.

By Schwarz’s inequality and the properties of Φ,
∣∣∣∣
∫

ΓM

[
∂w

∂n
(y)Φ(x, y) − w(y)

∂Φ

∂ny

(x, y)

]
dSy

∣∣∣∣
2

≤ Ce−2Im(β)|x|

(
‖
∂w

∂n
‖2

L2(ΓM ) + ‖w‖2
L2(ΓM )

)∫

ΓM

dSy

|x− y|2

≤ Ce−2Im(β)|x|(‖w‖2
H1(Ωc

1
) + ‖f‖2

L2(Ωc
1
)).

For the last inequality above, we used an interior regularity estimate, i.e., since w
satisfies (6.1), its H2-norm in a neighborhood of ΓM can be bounded by the H1-norm
of w and the L2-norm of f in a slightly larger neighborhood. The analogous inequality
bounding the integral on ΓR holds and hence

(6.4)

∣∣∣∣
∫

ΓM∪ΓR

[
∂w

∂n
(y)Φ(x, y) − w(y)

∂Φ

∂ny

(x, y)

]
dSy

∣∣∣∣
2

≤ Ce−2Im(β)|x|(‖w‖2
H1(Ωc

1
) + ‖f‖2

L2(Ωc
1
)).

For the volume integral in (6.3), let α̃ = min{α, Im(β)}. Then
∣∣∣∣
∫

D

f(y)Φ(x, y)dy

∣∣∣∣ ≤ CCf

∫

D

e−α|y| e
−Im(β)|x−y|

|x− y|
dy

≤ CCfe
−α̃|x|

∫

D

1

|x− y|
dy

≤ CCf |x|
2e−α̃|x| ≤ CCfe

−α1|x|(6.5)

for |x| > M̃2 and 0 < α1 < α̃. The first inequality of Lemma 6.1 now follows from
inequalities (6.4) and (6.5).

For the second inequality, letD1 ⊂ Sγ be open sets such that Sγ is a γ-neighborhood
of Γ∞ with γ independent of δ and D̄1 ⊂ Sγ. Using an interior regularity estimate
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and integrating (6.2) over Sγ gives

‖w‖H1/2(Γ∞) ≤ C‖w‖H2(D1) ≤ C‖w‖L2(Sγ)

≤ Ce−α1δ
(
‖w‖H1(Ωc

1
) + ‖f‖L2(Ωc

1
) + Cf

)
.

�

Proof of Proposition 2.4. Let w solve (2.15) and (2.16). Consider the sesquilinear
form

a(u, v) = (∇u,∇v)Ωc
1
− (β2u, v)Ωc

1

for u, v ∈ H1(Ωc
1). Since Im(a(u,−1/β̄u)) ≥ C‖u‖2

H1(Ωc
1
), it is straightforward to see

that there is a unique w̃ in H1(Ωc
1) satisfying w̃ = w on Γ1 and

a(w̃, v) = 0, for all v ∈ H1
0 (Ωc

1).

Moreover,

(6.6) ‖w̃‖H1(Ωc
1
) ≤ C‖w‖H1/2(Γ1).

It is immediate that w̃ satisfies (2.15) and (2.16), i.e., w̃ = w. The proposition now
follows from the proof of Lemma 6.1. �

Proof of Proposition 3.2. Since U is compact it follows that α1 in Lemma 6.1 can be
chosen independent of z ∈ U . The proposition follows from Lemma 6.1 and (6.6). �

Proof of Lemma 4.3. Let m be the (algebraic) multiplicity of λ. For any nonzero
ψ ∈ V ,

(T − λI)mψ = 0.

There exists a positive integer n ≤ m, such that

(6.7) (T − λI)n−1ψ 6= 0 and (T − λI)nψ = 0.

We will show that there exist constants α,C and M depending only on λ, T , and
n, such that ψ satisfies (4.3) with these constants. The proof is by induction on n.
The case of n = 1 corresponds to an eigenfunction ψ1 and immediately follows from
Lemma 6.1 since ψ satisfies

∆ψ(x) + (d0k(λ))2ψ(x) = 0, for |x| > r1.

Let ψ satisfy (6.7) with 2 ≤ n ≤ m and denote ψj = (T −λI)n−jψ for j = 1, · · · , n.
Assume that (4.3) holds for ψj for j = 1, · · · , n − 1 with constants depending only
on λ, T , and j. We need to estimate the decay of ψn. Then (T − λI)ψn = ψn−1 so
outside of Ω1,

d2
0ψn + λ(∆ψn + d2

0ψn) = −(∆ψn−1 + d2
0ψn−1).

A straightforward computation gives

(6.8) ∆ψn + (d0k(λ))2 ψn = d2
0

n−1∑

j=1

(−1)j+1

λj+1
ψn−j.
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Since the function on the right of (6.8) decays exponentially by the inductive assump-
tion, by Lemma 6.1 there exist α = α(T, λ, n), C = C(T, λ, n) and M = M(T, λ, n)
such that ψn satisfies

(6.9) |ψn(x)| ≤ Ce−α|x|

n∑

j=1

‖ψj‖H1(Rn),

for |x| > M . In addition, from the continuity of T −λI and the definition of ψj there
is a constant C = C(T, λ, n) such that

‖ψj‖H1(R3) ≤ C‖ψn‖H1(R3),

for j = 1, · · · , n−1. Thus, from (6.9), there exist α = α(T, λ, n), C = C(T, λ, n), and
M = M(T, λ, n) such that

|ψn(x)| ≤ Ce−α|x|‖ψn‖H1(R3),

for |x| > M . �

Proof of Lemma 4.4. We will prove a result for the truncated problem analogous to
Lemma 6.1, i.e., if ψδ ∈ H1

0 (Ω∞ \ Ω̄1) satisfies

∆ψδ + β2ψδ = f in Ω∞ \ Ω̄1

with Im(β) positive, f ∈ L2(Ω∞ \ Ω̄1) and there exist positive constants α, C and M
such that |f(x)| ≤ Cfe

−α|x| for |x| > M > r1, then there exist positive constants α1,
C1 and M1 independent of ψδ, f and δ such that

(6.10) |ψδ(x)| ≤ C1e
−α1|x|

(
‖ψδ‖H1(Ω∞\Ω̄1) + ‖f‖L2(Ω∞\Ω̄1) + Cf

)

for |x| > M1 . Once we verify (6.10), the same technique as used in the proof of
Lemma 4.3 will complete the proof. Indeed, let m̃ =

∑
i m̃(i). For any nonzero

ψ ∈ Ṽδ,
k∏

i=1

(Tδ − λδ
i I)

m̃(i)ψ =
m̃∏

i=1

(Tδ − λ̃iI)ψ = 0,

with the obvious definition of λ̃i. There is a positive integer n ≤ m̃ such that
n−1∏

i=1

(Tδ − λ̃iI)ψ 6= 0 and
n∏

i=1

(Tδ − λ̃iI)ψ = 0.

Setting ψn = ψ and ψj = (Tδ − λ̃n−jI)ψj+1 for j = 1, · · · , n− 1, we have

∆ψn + (d0k(λ1))
2 ψn = d2

0

n−1∑

j=1

(−1)j+1

Πj+1
l=1 λ̃l

ψn−j in Ωc
1.

Recall that the norm of Tδ is bounded by a constant independent of δ from (3.1) and

(3.2) and λ̃i, for each i, is inside Γ and so that Im(d0k(λ̃i)) > 0. Thus we can apply
the induction on n to (4.4) as in the proof of Lemma 4.3.
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We now verify (6.10). We start by decomposing ψδ = ψ + w where ψ is defined to
be equal to ψδ in Ω1 and satisfies

(6.11)
∆ψ + β2ψ = f, in Ωc

1,
ψ = ψδ, on Γ1

where f is the zero extension to Ωc
∞. Then w satisfies the equations

∆w + β2w = 0, in Ω∞ \ Ω̄1,
w = 0, on Γ1,
w = −ψ, on Γ∞.

Note that ψ decays exponentially by Lemma 6.1 and the stability of (6.11) implies

(6.12) |ψ(x)| ≤ C1e
−α1|x|

(
‖ψδ‖H1(Ω∞\Ω̄1) + ‖f‖L2(Ω∞\Ω̄1) + Cf

)

for |x| > M1. So we have only to show exponential decay of w.
Let χ be a cutoff function which is defined by one on an ǫ/2-neighborhood of Γ∞

and zero outside of an ǫ-neighborhood Sǫ. Define w̃ = −χψ. Then there is a unique
w0 satisfying the problem

(6.13)
∆w0 + β2w0 = g, in Ω∞ \ Ω̄1,

w0 = 0, on Γ1 ∪ Γ∞,

where g = −(∆w̃ + β2w̃). This gives us a decomposition of w into w = w̃ + w0. It
is clear that ‖w0‖H1(Ω∞\Ω̄1) is uniformly (independent of δ) bounded by ‖g‖L2(Ω∞\Ω̄1)

and that w0 is in H2(Ω∞ \ Ω̄1). It will suffice to show that

(6.14) ‖w0‖H2(Ω∞\Ω̄1) ≤ Cδ‖g‖L2(Ω∞\Ω̄1)

with Cδ only growing as a polynomial of δ(see below). To this end, let Ω2 be a ball
centered at the origin and of radius r2 > r1, independent of δ, and contained in Ω∞.
Since Ω2 \ Ω̄1 is a smooth domain, ‖w0‖H2(Ω2\Ω̄1) ≤ C‖g‖L2(Ω∞\Ω̄1). If χ1 denotes a
cutoff function with support in Ωc

1 and 1− χ1 ≡ 0 in Ωc
2, then ∆(χ1w0) is in L2(Ω∞)

and ‖∆(χ1w0)‖L2(Ω∞) ≤ C‖g‖L2(Ω∞\Ω̄1), and so φ = χ1w0 can be considered as a
unique solution to the problem ∆φ = ∆(χ1w0) in Ω∞ with the homogeneous Dirichlet
boundary condition on Γ∞. By dilation to the fixed reference domain, scaling, and
applying standard estimates on the reference domain

‖w0‖H2(Ω∞\Ω̄2) ≤ ‖φ‖H2(Ω∞) ≤ Cδ‖∆(χ1w0)‖L2(Ω∞) ≤ Cδ‖g‖L2(Ω∞\Ω̄1).

The above inequalities lead to (6.14). We then have

‖w0‖H2(Ω∞\Ω̄1) ≤ Cδ‖w̃‖H2(Sǫ).

Since w̃ and w0 are in H2(Ω∞ \ Ω̄1), by a Sobolev embedding theorem

|w(x)| ≤ C‖w‖H2(Ω∞\Ω̄1) ≤ Cδ‖w̃‖H2(Sǫ)

for all x ∈ Ω∞ \ Ω̄1.
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Finally for ǫ′ > ǫ independent of δ,

(6.15)

‖w̃‖H2(Sǫ) ≤ Cδ‖ψ‖H2(Sǫ) ≤ Cδ‖ψ‖L2(Sǫ′ )

≤ Cδe
−α1δ

(
‖ψ‖H1(Ωc

1
) + ‖f‖L2(Ω∞\Ω̄1) + Cf

)

≤ C1e
−α2|x|

(
‖ψδ‖H1(Ω∞\Ω̄1) + ‖f‖L2(Ω∞\Ω̄1) + Cf

)
.

Here we absorbed the polynomial growth in Cδ by making α2 < α1. Combining the
above inequalities shows that ψδ decays exponentially with constants independent of
ψδ and δ.

�

Proof of Lemma 4.5. The H1-estimate for (T − Tδ)u will be computed in two subdo-
mains Ω∞ and Ωc

∞. First, note that since Tu is the solution to the problem

A1(Tu, φ) = B(u, φ) for φ ∈ H1(R3),

it satisfies

(6.16) ∆Tu+ d2
0Tu = −d2

0u in Ωc
1.

It follows from Lemma 6.1 that

(6.17) ‖Tu‖H1/2(Γ∞) ≤ C1e
−α1δ(‖Tu‖H1(Ωc

1
) + ‖u‖H1(Ωc

1
)),

for δ > M1.
Take M1 > δ0 in Theorem 3.1. In Ω∞, ψ ≡ (T − Tδ)u is the unique solution to the

problem
A1(ψ, φ) = 0, for all φ ∈ H1

0 (Ω∞),
ψ = Tu, on Γ∞,

so that by stability and (6.17),

‖(T − Tδ)u‖H1(Ω∞) ≤ C‖Tu‖H1/2(Γ∞)

≤ C1e
−α1δ(‖Tu‖H1(R3) + ‖u‖H1(R3))(6.18)

for δ > M1.
In Ωc

∞, ψ ≡ (T − Tδ)u = Tu is the unique solution to (6.16) with the boundary
condition Tu on Γ∞. By stability,

‖Tu‖H1(Ωc
∞

) ≤ C(‖u‖L2(Ωc
∞

) + ‖Tu‖H1/2(Γ∞)).

Integrating the square of (4.5) over Ωc
∞ and using (6.17) gives

(6.19) ‖Tu‖H1(Ωc
∞

) ≤ Cδe
−α1δ

(
‖u‖H1(R3) + ‖Tu‖H1(R3)

)
.

for δ > M1 and Cδ a linear function of δ. The δ-dependence in the constant can be
removed by making α1 slightly smaller. The result follows from (6.18), (6.19) and the
boundedness of T . �
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