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#### Abstract

We give conditions that guarantee that the posterior probability of every Hellinger neighborhood of the true distribution tends to 1 almost surely. The conditions are (1) a requirement that the prior not put high mass near distributions with very rough densities and (2) a requirement that the prior put positive mass in Kullback-Leibler neighborhoods of the true distribution. The results are based on the idea of approximating the set of distributions with a finite-dimensional set of distributions with sufficiently small Hellinger bracketing metric entropy. We apply the results to some examples.


1. Introduction. Recent advances in statistical computing have generated renewed interest in nonparametric Bayesian inference. As argued by Diaconis and Freedman (1986), these nonparametric methods are of little value unless they possess reasonable consistency properties. Indeed, Diaconis and Freedman (1986) showed that even if the prior puts positive mass in weak neighborhoods of the true density, it does not follow that the posterior mass of every weak neighborhood of the true density tends to 1 .

Doob (1949) showed consistency of the posterior under very weak conditions. However, his proof only gives consistency almost surely with respect to the prior. Consistency can fail on a null set and the theorem gives no guidance on what this null set looks like. For example, if the prior is a point mass at a single density $g$, then Doob's theorem applies, yet consistency fails at all densities except $g$. Schwartz (1965) showed that if the prior puts positive mass in each Kullback-Leibler neighborhood of the true density $f_{0}$, then asymptotically the posterior does accumulate in weak neighborhoods of $f_{0}$. However, weak neighborhoods contain many distributions that, in any practical sense, do not resemble $f_{0}$. Thus it seems useful to seek convergence in some stronger sense. The purpose of this paper is to provide a relatively simple, self-contained proof of consistency in Hellinger distance (which is

[^0]equivalent to consistency in total variation) using only a few conditions like those in Barron (1988) and Barron (1998). Related results may be found in Diaconis and Freedman $(1997,1998)$ and Ghoshal, Ghosh and Ramamoorthi (1999a).

A brief sketch of the main idea behind our results is as follows. Let $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$ be $n$ i.i.d. observations from a distribution $P_{0}$. The $n$-fold product measure of $P_{0}$ on the product space ( $\mathscr{X}^{n}, \mathscr{B}^{n}$ ) will be denoted $P_{0}^{n}$ and the infinite product measure will be denoted $P_{0}^{\infty}$. Let $\pi$ be a prior on a set of distributions (described more formally in the next section) and let $\pi\left(A \mid X^{n}\right)$ be the posterior probability of $A$ given $X^{n}$. Let $A_{\varepsilon} \equiv A_{\varepsilon}\left(P_{0}\right)=\left\{Q: d\left(P_{0}, Q\right)\right.$ $\leq \varepsilon\}$ where $d(\cdot, \cdot)$ is some metric. We say that consistency holds at $P_{0}$ if for every $\varepsilon>0, \pi\left(A_{\varepsilon} \mid X^{n}\right) \rightarrow 1$ almost surely $\left[P_{0}^{\infty}\right]$.

Our strategy is to find a sequence $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ of sets of distributions such that the prior probability of $\mathscr{F}_{n}^{c}$ is exponentially small. The sequence $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ is essentially a sieve as in Grenander (1981) and Geman and Hwang (1982). Next, we find a finite set of upper brackets $\left\{f_{i}^{U}: i=1, \ldots, N\right\}$ such that each $f \in \mathscr{F}_{n}$ satisfies $f \leq f_{i}^{U}$ for some $i$. The likelihood function is then bounded above by the $f_{i}^{U}$ 's and we show that the posterior is exponentially small outside $A_{\varepsilon}$ as long as the number of brackets does not grow too quickly as a function of $n$. Bracketing methods have been used for many types of consistency results such as Wong and Shen (1995), van de Geer (1993) and Pollard (1991).

An outline of our paper is as follows. In Section 2 we present the notation and main results about consistency. In Section 3 we present some specific examples. The current paper builds on previous unpublished work by Barron.
2. General results. Let $\lambda$ be a probability measure on a measurable space ( $\mathscr{X}, \mathscr{B}$ ), where the $\sigma$-field $\mathscr{B}$ is separable. Let $\mathscr{Q}$ be the set of all finite measures on ( $\mathscr{X}, \mathscr{B}$ ) that are absolutely continuous with respect to $\lambda$. Absolute continuity of all probability measures under consideration with respect to a common $\sigma$-finite measure allows us to use the familiar version of Bayes' theorem, (6) below, which we need for our results. It is well known that absolute continuity with respect to a $\sigma$-finite measure is equivalent to absolute continuity with respect to a probability measure. Let $d^{\prime}(\cdot, \cdot)$ denote the Hellinger metric on $\mathscr{Q}$,

$$
d^{\prime}\left(Q_{1}, Q_{2}\right)=\left\{\int\left[f_{1}(x)^{1 / 2}-f_{2}(x)^{1 / 2}\right]^{2} d \lambda(x)\right\}^{1 / 2}
$$

where $f_{i}=d Q_{i} / d \lambda$. Let $\mathscr{D}$ be the Borel $\sigma$-field of subsets of $\mathscr{Q}$ induced by open sets under the metric $d^{\prime}$. Lemma 10, in the Appendix, shows that the Radon-Nikodym derivative $f_{Q}=d Q / d \lambda$ can be chosen so that $f_{Q}(x)$ is jointly measurable as a function of $Q$ and $x$. Let $\mathscr{P}$ be the subset of $\mathscr{Q}$ consisting of all probability measures that are absolutely continuous with respect to $\lambda$ and let $\mathscr{C}$ be the restriction of the $\sigma$-field $\mathscr{D}$ to $\mathscr{P}$. For the remainder of this paper, we will use the symbol $f_{P}$ to stand for the jointly measurable Radon-Nikodym derivative of $P$ with respect to $\lambda$ when $P \in \mathscr{P}$.

Let $\mathscr{G}$ be the set of all nonnegative functions that are integrable with respect to $\lambda$. Let $d$ denote the Hellinger pseudo-metric on $\mathscr{G}$,

$$
\begin{equation*}
d\left(f_{1}, f_{2}\right)=\left\{\int\left[f_{1}(x)^{1 / 2}-f_{2}(x)^{1 / 2}\right]^{2} d \lambda(x)\right\}^{1 / 2} \tag{1}
\end{equation*}
$$

If $f_{i}=d Q_{i} / d \lambda$, then $d\left(f_{1}, f_{2}\right)=d^{\prime}\left(Q_{1}, Q_{2}\right)$. An alternative form of (1) is

$$
\begin{equation*}
d\left(f_{1}, f_{2}\right)=\left\{c_{1}+c_{2}-2 \int \sqrt{f(x) g(x)} d \lambda(x)\right\}^{1 / 2} \leq \sqrt{c_{1}+c_{2}} \tag{2}
\end{equation*}
$$

where $c_{i}=\int f_{i}(x) d \lambda(x)$.
Let $\mathscr{X}^{n}$ denote the product space of $n$ copies of $\mathscr{X}$, and let $\lambda^{n}$ denote product measure. Let $\mathscr{X}^{\infty}$ be the product space of countably many copies of $\mathscr{X}$. Suppose that $\left\{X_{n}\right\}_{n=1}^{\infty}$ is a sequence of i.i.d. random variables with distribution $P_{0}$ having density $f_{0}$ with respect to $\lambda$. Let $\mathrm{E}_{0}$ stand for expectation under distribution $P_{0}$. Let $\mathscr{A}(\cdot ; \cdot)$ be the Kullback-Leibler information

$$
\mathscr{J}(P ; Q)=\int \log \frac{f_{P}(x)}{f_{Q}(x)} f_{P}(x) d \lambda(x)
$$

for $P, Q \in \mathscr{P}$. The integrand in the above expression is interpreted to be 0 whenever $f_{P}(x)=0$. Note that $\mathscr{A}(P ; Q) \geq 0$ with equality if and only if $P$ and $Q$ are the same probability. Also, $\mathscr{A}(P ; Q)<\infty$ implies that $P \ll Q$. Lemma 11, in the Appendix, shows that $\mathscr{\mathscr { ~ }}\left(P_{0} ; P\right)$ is measurable as a function from $(\mathscr{P}, \mathscr{C})$ to $\mathbb{R}$. For each $\varepsilon>0$, define

$$
\begin{align*}
& N_{\varepsilon}=\left\{P \in \mathscr{P}: \mathscr{F}\left(P_{0} ; P\right) \leq \varepsilon\right\}  \tag{3}\\
& A_{\varepsilon}=\left\{P \in \mathscr{P}: d^{\prime}\left(P_{0}, P\right) \leq \varepsilon\right\} \tag{4}
\end{align*}
$$

Let $X^{\infty}=\left(X_{1}, X_{2}, \ldots\right)$ be the sequence of observations of which the first $n$ coordinates are denoted $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$. Realizations of these random sequences are denoted $x^{\infty}=\left(x_{1}, x_{2}, \ldots\right)$ and $x^{n}=\left(x_{1}, \ldots, x_{n}\right)$, respectively. The density of the $n$-fold product measure of $P_{0}$ is denoted by

$$
\begin{equation*}
p_{n}\left(x^{n}\right)=\prod_{i=1}^{n} f_{0}\left(x_{i}\right) \tag{5}
\end{equation*}
$$

For $P \in \mathscr{P}$, let

$$
\begin{equation*}
D_{n}\left(x^{n} ; P\right)=\frac{1}{n} \log \frac{p_{n}\left(x^{n}\right)}{\prod_{i=1}^{n} f_{P}\left(x_{i}\right)} \tag{6}
\end{equation*}
$$

be the sample Kullback-Leibler information so that $E_{0} D_{n}\left(X^{n} ; P\right)=\mathscr{I}\left(P_{0} ; P\right)$. Lemma 2 shows that the denominator in (5) is finite and positive with probability 1 . Let $\pi$ be a prior distribution on ( $\mathscr{P}, \mathscr{C})$.

The predictive density of $X^{n}$ is given by

$$
\begin{equation*}
m_{n}\left(x^{n}\right)=\int \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) \tag{7}
\end{equation*}
$$

Bayes' theorem says that the posterior probability given $X^{n}=x^{n}$ of a measurable subset $B$ of $\mathscr{P}$ is given by

$$
\begin{equation*}
\pi\left(B \mid x^{n}\right)=\left[m_{n}\left(x^{n}\right)\right]^{-1} \int_{B} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) \tag{8}
\end{equation*}
$$

if $0<m_{n}\left(x^{n}\right)<\infty$. Define $\pi\left(B \mid x^{n}\right)=I_{B}(\lambda)$ if $m_{n}\left(x^{n}\right) \in\{0, \infty\}$. (We will see in Lemma 1 that this case is essentially ignorable.) Schervish [(1995), Theorem 1.31] shows that (8) is a regular conditional distribution.

First, we state the assumptions under which we prove consistency. The following definition is based on one from Alexander (1984).

Definition 1. For $\delta>0$ and $C \subseteq \mathscr{P}$, define $\mathscr{H}(C, \delta)$ to be the logarithm of the infimum of the set of all $k$ such that there exist nonnegative functions $f_{1}^{U}, \ldots, f_{k}^{U}$ satisfying:
(i) $\int f_{i}^{U}(x) d \lambda(x) \leq 1+\delta$ for all $i$;
(ii) for each $P \in C$ there exists $i$ such that $f_{P} \leq f_{i}^{U}$ a.e. [ $\lambda$ ].

We call $\mathscr{H}(C, \delta)$, the $\delta$-upper metric entropy of $C$.
Also, the collection $f_{1}^{U}, \ldots, f_{k}^{U}$ is called a $\delta$-upper bracketing of $C$. For the next assumption, recall that $N_{\varepsilon}$ is an $\varepsilon$-Kullback-Leibler neighborhood of $P_{0}$ defined in (3).

Assumption 1. For every $\varepsilon>0, \pi\left(N_{\varepsilon}\right)>0$.
Assumption 2. For every $\varepsilon>0$, there exists a sequence $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ of subsets of $\mathscr{P}$, and positive, real numbers $c, c_{1}, c_{2}, \delta$ such that

$$
c<\left([\varepsilon-\sqrt{\delta}]^{2}-\delta\right) / 2, \quad \delta<\varepsilon^{2} / 4
$$

and such that:
(i) $\pi\left(\mathscr{F}_{n}^{\text {c }}\right) \leq c_{1} \exp \left(-n c_{2}\right)$ for all but finitely many $n$;
(ii) $\mathscr{H}\left(\mathscr{F}_{n}, \delta\right) \leq n c$ for all but finitely many $n$.

The purpose of Assumption 1 is to avoid problems like those highlighted by Diaconis and Freedman (1986). The prior used by Diaconis and Freedman put positive probability on weak neighborhoods of the true distribution, but not on sets with finite Kullback-Leibler information. Since the likelihood function at $P_{0}$ divided by the likelihood at $P$ is $\exp \left[n D_{n}\left(x^{n} ; P\right)\right]$ and $D_{n}\left(x^{n} ; P\right) \rightarrow$ $\mathscr{A}\left(P_{0} ; P\right)$ a.s. [ $P_{0}^{\infty}$ ], it seems plausible to expect the posterior distribution to concentrate on the set of probabilities $P$ for which $\mathscr{A}\left(P_{0} ; P\right)$ is small, but only if that set has positive prior probability. Assumption 2 is designed to prevent the prior from giving substantial mass to distributions that happen to have very rough densities. In Section 3.5, we give a detailed example in which Assumption 1 holds but the prior puts too much mass on distributions with densities that are allowed to jump up and down too often. What happens is
that, for too many data sequences there are densities with substantial prior probability that jump up just in the vicinity of each data value and then jump down just away from each data value. Assumption 2 is designed to force the prior probabilities of such distributions to be small enough so that only extremely large samples of highly clustered data will lead to their having large posterior probabilities. This same problem arises in nonparametric maximum likelihood estimation and it is often addressed in a similar fashion, namely by using sieves that satisfy a condition like part (ii) of Assumption 2.

To check part (ii) of Assumption 2, it is often convenient to set $\delta=\varepsilon^{2} / 16$ and $c=\varepsilon^{2} / 5$. Then one checks that $\mathscr{H}\left(\mathscr{F}_{n}, \varepsilon^{2} / 16\right) \leq n \varepsilon^{2} / 5$ for all large $n$. The main result of this paper is the following consistency result.

Theorem 1. Let $A_{\varepsilon}$ be as defined in (4). Under Assumptions 1 and 2, for every $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} \pi\left(A_{\varepsilon} \mid x^{n}\right)=1 \quad \text { a.s. }\left[P_{0}^{\infty}\right]
$$

The proof of Theorem 1 requires some lemmas, but the following simple consequence of Theorem 1 is easy to prove.

Corollary 1. Define

$$
\hat{f_{n}}(\cdot)=\int f_{P}(\cdot) d \pi\left(P \mid x^{n}\right)
$$

Under Assumptions 1 and $2, \lim _{n \rightarrow \infty} d\left(f_{0}, \hat{f_{n}}\right)=0$, a.s. $\left[P_{0}^{\infty}\right]$.
Proof. For each $\varepsilon>0$, we have

$$
\begin{align*}
d\left(f_{0}, \hat{f}_{n}\right) & \leq \int d\left(f_{0}, f_{P}\right) d \pi\left(P \mid x^{n}\right) \\
& =\int_{A_{s}} d\left(f_{0}, f_{P}\right) d \pi\left(P \mid x^{n}\right)+\int_{A_{\varepsilon}^{c}} d\left(f_{0}, f_{P}\right) d \pi\left(P \mid x^{n}\right) \quad \text { a.s. }\left[P_{0}^{n}\right] \tag{9}
\end{align*}
$$

where the inequality follows from Jensen's inequality and the convexity of $d\left(f_{0}, \cdot\right)$. The first term on the right-hand side of (9) is at most $\varepsilon$ by the definition of $A_{\varepsilon}$, and the second term goes to 0 a.s. [ $P_{0}^{\infty}$ ] by Theorem 1 and the fact that Hellinger distance is bounded. Since $\varepsilon$ is arbitrary, the result follows.

Note that $\hat{f}_{n}$ in Corollary 1 is the Bayes estimate of the density under a variety of loss functions.

The proof of Theorem 1 will appear after the next several lemmas. Before plunging into the lemmas and the main proof, here is an outline of the strategy. The posterior probability of $A_{\varepsilon}^{c}$ may be written as the ratio $\int_{A_{\varepsilon}^{c}} R_{n} d \pi / \int R_{n} d \pi$ where $R_{n}=\Pi_{i} f_{P}\left(x_{i}\right) / f_{0}\left(x_{i}\right)=\exp \left(-n D_{n}\right)$. Lemmas 3 and 4 establish that the denominator of the ratio is not exponentially small. Lemma 5 shows that a sequence of sets with exponentially small prior
probability has negligible posterior probability. This allows us to restrict attention to the sets $\mathscr{F}_{n}$. Lemmas 6 and 7 establish a large deviation inequality that will be used to show that the numerator of the ratio is exponentially small. Lemmas 1 and 2 establish that certain quantities that appear in several fractions during the course of the proof are finite and nonzero a.s. [ $P_{0}^{\infty}$ ]. These facts are then combined in the proof of Theorem 1.

Lemma 1. Under Assumption 1,

$$
\begin{equation*}
P_{0}^{\infty}\left(x^{\infty}: \text { there exists } n \text { such that } m_{n}\left(x^{n}\right) \in\{0, \infty\}\right)=0 \tag{10}
\end{equation*}
$$ where $m_{n}$ is defined in (7).

Proof. We will prove that, for each $n$,

$$
\begin{equation*}
P_{0}^{n}\left(x^{n}: m_{n}\left(x^{n}\right) \in\{0, \infty\}\right)=0 . \tag{11}
\end{equation*}
$$

The set in (10) occurs if and only if at least one of the sets in (11) occurs. For $A \in \mathscr{B}^{n}, P^{n}(A)=\int_{A} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \lambda^{n}\left(x^{n}\right)$ and

$$
\begin{equation*}
\int P^{n}(A) d \pi(P)=\iint_{A} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \lambda^{n}\left(x^{n}\right) d \pi(P) \tag{12}
\end{equation*}
$$

Since $f_{P} \geq 0$, we can change the order of integration in (12). The result is

$$
\begin{equation*}
\int P^{n}(A) d \pi(P)=\int_{A} m_{n}\left(x^{n}\right) d \lambda^{n}\left(x^{n}\right) \tag{13}
\end{equation*}
$$

First, let $A=\left\{x^{n}: m_{n}\left(x^{n}\right)=0\right\}$. Then the right-hand side of (13) equals 0 and this implies that $P^{n}(A)=0$ a.s. [ $\pi$ ]. Hence, $\pi(B)=1$ where $B=$ $\left\{P ; P^{n}(A)=0\right\}$. Choose any $\varepsilon>0$. Assumption 1 says that $\pi\left(N_{\varepsilon}\right)>0$. So $N_{\varepsilon} \cap B$ is nonempty. Choose some $P \in N_{\varepsilon} \cap B$. Since $P \in N_{\varepsilon}, P_{0}$ is absolutely continuous with respect to $P$, hence $P_{0}^{n}(A)=0$.

Next, let $A=\left\{x^{n}: m_{n}\left(x^{n}\right)=\infty\right\}$. If $\lambda^{n}(A)>0$, the integral on the righthand side of (13) would be $\infty$, which would imply that $P^{n}(A)$ (on the left-hand side) was unbounded. This contradicts $P^{n}$ being a probability. So $\lambda^{n}(A)=0$ and hence $P_{0}^{n}(A)=0$.

Lemma 2. Let $p_{n}$ be defined in (5). Then

$$
\begin{equation*}
P_{0}^{\infty}\left(x^{\infty}: \text { there exists } n \text { such that } p_{n}\left(x^{n}\right) \in\{0, \infty\}\right)=0 . \tag{14}
\end{equation*}
$$

Proof. As in lemma 1, we will prove that, for each $n$,

$$
\begin{equation*}
P_{0}^{n}\left(x^{n}: p_{n}\left(x^{n}\right) \in\{0, \infty\}\right)=0 . \tag{15}
\end{equation*}
$$

For all $A \in \mathscr{B}^{n}$,

$$
\begin{equation*}
P_{0}^{n}(A)=\int_{A} p_{n}\left(x^{n}\right) d \lambda^{n}\left(x^{n}\right) \tag{16}
\end{equation*}
$$

First, let $A=\left\{x^{n}: p_{n}\left(x^{n}\right)=0\right\}$, then (16) clearly implies $P^{n}(A)=0$. Next, let $A=\left\{x^{n}: p_{n}\left(x^{n}\right)=\infty\right\}$. If $\lambda^{n}(A)>0$, then the integral on the right-hand side of (16) would be $\infty$ implying that $P_{0}^{n}(A)=\infty$, a contradiction. So $\lambda^{n}(A)=0$ and $P_{0}^{n}(A)=0$.

Lemma 3. There exists a set $B \subseteq \mathscr{X}^{\infty}$ such that $P_{0}^{\infty}(B)=1$ and such that for every $x^{\infty} \in \mathscr{B}$, there is a set $G_{x^{\infty}} \in \mathscr{C}$ such that $\pi\left(G_{x^{\infty}}\right)=1$ and for every $P \in G_{x^{\infty}}, \lim _{n \rightarrow \infty} D_{n}\left(x^{n} ; P\right)=\mathscr{A}\left(P_{0} ; P\right)$.

Proof. Let $G=\left\{\left(x^{\infty}, P\right)\right.$ : $\left.\lim _{n \rightarrow \infty} D_{n}\left(x^{n} ; P\right)=\mathscr{A}\left(P_{0} ; P\right)\right\}$. Since $\mathscr{A}\left(P_{0} ; P\right)$ and $D_{n}\left(x^{n} ; P\right)$ are jointly measurable from $\mathscr{X}^{\infty} \times \mathscr{P}$ to $\mathbb{R}$ (see Lemma 11 of the Appendix), we know that $G$ is in the product $\sigma$-field $\mathscr{B}^{\infty} \otimes \mathscr{C}$. Let $G_{P}=\left\{x^{\infty} ;\left(x^{\infty}, P\right) \in G\right\}$ and let $G_{x^{\infty}}=\left\{P ;\left(x^{\infty}, P\right) \in G\right\}$ be the sections. Then $G_{P} \in \mathscr{B}^{\infty}$ for all $P$ and $G_{x^{\infty}} \in \mathscr{C}$ for all $x^{\infty}$. These facts are steps in any standard proof of Fubini's theorem, as are the facts that $P_{0}^{\infty}\left(G_{P}\right)$ and $\pi\left(G_{x^{\infty}}\right)$ are measurable functions. By the strong law of large numbers, $P_{0}^{\infty}\left(G_{P}\right)=1$, for every $P \in \mathscr{P}$. By Fubini's theorem we have

$$
\begin{align*}
1 & =\int_{\mathscr{D}} P_{0}^{\infty}\left(G_{P}\right) d \pi(P) \\
& =\int_{\mathscr{P}^{2}} \int_{\mathscr{P}^{\infty}} I_{G}\left(x^{\infty}, P\right) d P_{0}^{\infty}\left(x^{\infty}\right) d \pi(P)  \tag{17}\\
& =\int_{\mathscr{P}^{\infty}} \int_{\mathscr{D}^{2}} I_{G}\left(x^{\infty}, P\right) d \pi(P) d P_{0}^{\infty}\left(x^{\infty}\right) .
\end{align*}
$$

Let $B$ be the set of all $x^{\infty}$ such that $\int I_{G}\left(x^{\infty}, P\right) d \pi(P)=\pi\left(G_{x^{\infty}}\right)=1$. It follows from (17) that $P_{0}^{\infty}(B)=1$.

Lemma 4. Under Assumption 1, for every $\varepsilon>0$,

$$
P_{0}^{\infty}\left(x^{\infty}: \frac{m_{n}\left(x^{n}\right)}{p_{n}\left(x^{n}\right)} \leq \exp (-n \varepsilon), \text { i.o. }\right)=0
$$

where $m_{n}$ is defined in (7) and $p_{n}$ is defined in (5).
Proof. Let $\varepsilon>0$ be given and let $x^{\infty} \in B$, where $B$ is the set with the same name guaranteed to exist by Lemma 3. Also, let $G_{x^{\infty}}$ be the set with the same name guaranteed to exist by Lemma 3. Then,

$$
\begin{align*}
\exp (n \varepsilon) \frac{m_{n}\left(x^{n}\right)}{p_{n}\left(x^{n}\right)} & =\int \frac{\prod_{i=1}^{n} f\left(x_{i}\right)}{p_{n}\left(x^{n}\right)} \exp (n \varepsilon) d \pi(P) \\
& \geq \int_{N_{\varepsilon / 2} \cap G_{x^{\infty}}} \frac{\prod_{i=1}^{n} f_{P}\left(x_{i}\right)}{p_{n}\left(x^{n}\right)} \exp (n \varepsilon) d \pi(P)  \tag{18}\\
& =\int_{N_{\varepsilon / 2} \cap G_{x^{\infty}}} \exp \left\{n\left[\varepsilon-D_{n}\left(x^{n} ; P\right)\right]\right\} d \pi(P) .
\end{align*}
$$

According to Lemma 3,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \exp \left(n\left[\varepsilon-D_{n}\left(x^{n} ; P\right)\right]\right)=\infty \quad \text { for all } P \in N_{\varepsilon / 2} \cap G_{x^{\infty}} . \tag{19}
\end{equation*}
$$

Assumption 1 says that $\pi\left(N_{\varepsilon / 2}\right)>0$ and Lemma 3 says that $\pi\left(G_{x^{\infty}}\right)=1$, so $\pi\left(N_{\varepsilon / 2} \cap G_{x^{\infty}}\right)>0$. Fatou's lemma and (19) imply that the integrals on the
far right-hand side of (18) go to $\infty$. The rest of (18) implies that

$$
\lim _{n \rightarrow \infty} \exp (n \varepsilon) \frac{m_{n}\left(x^{n}\right)}{p_{n}\left(x^{n}\right)}=\infty,
$$

hence $m_{n}\left(x^{n}\right) / p_{n}\left(x^{n}\right)>\exp (-n \varepsilon)$ all but finitely often. Since this holds for every $x^{\infty} \in B$ and $P_{0}^{\infty}(B)=1$, the result is proved.

Lemma 5. Suppose that Assumption 1 holds. Let $c_{1}, c_{2}>0$. Suppose that $\left\{B_{n}\right\}_{n=1}^{\infty}$ is a sequence of subsets of $\mathscr{P}$ such that $\pi\left(B_{n}\right)<c_{1} \exp \left(-c_{2} n\right)$ for all but finitely many $n$. Then $\lim _{n \rightarrow \infty} \pi\left(B_{n} \mid x^{n}\right)=0$ a.s. $\left[P_{0}^{\infty}\right]$.

Proof. It suffices to prove that, for each $\delta>0$,

$$
\begin{equation*}
P_{0}^{\infty}\left(x^{\infty}: \pi\left(B_{n} \mid x^{n}\right)>\delta \text { i.o. }\right)=0 \tag{20}
\end{equation*}
$$

First, write

$$
\begin{aligned}
\pi\left(B_{n} \mid x^{n}\right) & =\frac{1}{m_{n}\left(x^{n}\right)} \int_{B_{n}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) \\
& =\frac{p_{n}\left(x^{n}\right)}{m_{n}\left(x^{n}\right)} \int_{B_{n}} \frac{\prod_{i=1}^{n} f_{P}\left(x_{i}\right)}{p_{n}\left(x^{n}\right)} d \pi(P)
\end{aligned}
$$

For all but finitely many $n$, using the fact that $\Pi_{i} f_{P}\left(x_{i}\right)=d P^{n} / d \lambda^{n}$,

$$
\begin{aligned}
& P_{0}^{n}\left(x^{n}: \int_{B_{n}} \frac{\prod_{i=1}^{n} f_{P}\left(x_{i}\right)}{p_{n}\left(x^{n}\right)} d \pi(P)>\exp \left[-n \frac{c_{2}}{2}\right]\right) \\
& \quad \leq \exp \left(n \frac{c_{2}}{2}\right) \int_{\mathscr{O}^{n}} \int_{B_{n}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) d \lambda^{n}\left(x^{n}\right) \\
& \quad=\exp \left(n \frac{c_{2}}{2}\right) \int_{B_{n}} \int_{\mathscr{L}^{n}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \lambda^{n}\left(x^{n}\right) d \pi(P) \\
& \quad=\exp \left(n \frac{c_{2}}{2}\right) \pi\left(B_{n}\right) \\
& \quad \leq c_{1} \exp \left(-n \frac{c_{2}}{2}\right)
\end{aligned}
$$

where the first line follows from the Markov inequality, the second line follows from Fubini's theorem and the last line follows from the hypotheses of the lemma. Since $\sum_{n=1}^{\infty} \exp \left(-n c_{2} / 2\right)<\infty$, the first Borel-Cantelli lemma implies that

$$
\begin{equation*}
P_{0}^{\infty}\left(x^{\infty}: \int_{B_{n}} \frac{\prod_{i=1}^{n} f_{P}\left(x_{i}\right)}{p_{n}\left(x^{n}\right)} d \pi(P)>\exp \left[-n \frac{c_{2}}{2}\right] \text { i.o. }\right)=0 . \tag{21}
\end{equation*}
$$

It follows from Lemma 4 that

$$
P_{0}^{\infty}\left(x^{\infty}: \frac{p_{n}\left(x^{n}\right)}{m_{n}\left(x^{n}\right)}>\exp \left[n \frac{c_{2}}{4}\right] \text { i.o. }\right)=0
$$

Combining this with (21) yields

$$
P_{0}^{\infty}\left(x^{\infty}: \pi\left(B_{n} \mid x^{n}\right)>\exp \left[-n \frac{c_{2}}{4}\right] \text { i.o. }\right)=0
$$

which implies (20).
The following lemma is a modification of Lemma 1 of Wong and Shen (1995).

Lemma 6. Let $g$ be a nonnegative, integrable function, $\beta>0, d\left(f_{0}, g\right)$ $=\sqrt{\gamma}, \int g(x) d \lambda(x) \leq 1+\delta$ and $\delta \leq \gamma$. Then

$$
P_{0}^{n}\left(x^{n}: \prod_{i=1}^{n} \frac{g\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} \geq \exp [-n \beta]\right) \leq \exp \left(-n \frac{\gamma-\beta-\delta}{2}\right)
$$

Proof.

$$
\begin{aligned}
P_{0}^{n}\left(x^{n}: \prod_{i=1}^{n}\left(\frac{g\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}\right)^{1 / 2} \geq \exp \left[-\frac{n \beta}{2}\right]\right) & \leq \exp \left(\frac{n \beta}{2}\right)\left(E_{0}\left(\frac{g\left(X_{1}\right)}{f_{0}\left(X_{1}\right)}\right)^{1 / 2}\right)^{n} \\
& \leq \exp \left(\frac{n \beta}{2}\right)\left(1-\frac{\gamma-\delta}{2}\right)^{n} \\
& =\exp \left(\frac{n \beta}{2}\right) \exp \left(n \log \left[1-\frac{\gamma-\delta}{2}\right]\right) \\
& \leq \exp \left(n\left[\frac{\beta}{2}-\frac{\gamma-\delta}{2}\right]\right)
\end{aligned}
$$

where the first line follows from the Markov inequality, the second follows from (2) and the fourth follows from the facts that $\delta \leq \gamma \leq 2+\delta$, according to (2), and $\log (1-x) \leq-x$ for $0 \leq x \leq 1$.

Lemma 7. Let $P \in \mathscr{P}$ and $g \in \mathscr{G}$ be such that $f_{P} \leq g$ a.e. [ $\lambda$ ] and $\int g(x) d \lambda(x) \leq 1+\delta$. Then $d\left(f_{P}, g\right) \leq \sqrt{\delta}$.

Proof. It follows from (2) that

$$
d(f, g)^{2}=\int\left(\sqrt{f_{P}(x)}-\sqrt{g(x)}\right)^{2} d \lambda(x) \leq 2+\delta-2 \int \sqrt{f_{P}(x) g(x)} d \lambda(x)
$$

Write

$$
\sqrt{f_{P}(x) g(x)}=f_{P}(x)+\sqrt{f_{P}(x)}\left(\sqrt{g(x)}-\sqrt{f_{P}(x)}\right) \geq f_{P}(x)
$$

It follows that $\int \sqrt{f_{P}(x) g(x)} d \lambda(x) \geq \int f_{P}(x) d \lambda(x)=1$. So $d\left(f_{P}, g\right)^{2} \leq \delta$ and $d\left(f_{P}, g\right) \leq \sqrt{\delta}$.

Proof of Theorem 1. Let $\varepsilon>0$ be given, and let $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}, c, c_{1}, c_{2}$ and $\delta$ be as guaranteed by Assumption 2. Recall that $A_{\varepsilon}$ is a Hellinger neighborhood of the true density as defined in (4). Write

$$
\begin{equation*}
\pi\left(A_{\varepsilon}^{c} \mid x^{n}\right)=\pi\left(A_{\varepsilon}^{c} \cap \mathscr{F}_{n} \mid x^{n}\right)+\pi\left(A_{\varepsilon}^{c} \cap \mathscr{F}_{n}^{c} \mid x^{n}\right) . \tag{22}
\end{equation*}
$$

Since $\pi\left(\mathscr{F}_{n}^{c}\right) \leq c_{1} \exp \left(-n c_{2}\right)$ for all but finitely many $n$, it follows from Lemma 5 that the second expression on the right-hand side of (22) goes to 0 , a.s. $\left[P_{0}^{\infty}\right]$. So, it suffices to prove that the first expression on the right-hand side of (22) goes to 0, a.s. [ $P_{0}^{\infty}$ ]. Let $C_{n}=A_{\varepsilon}^{c} \cap \mathscr{F}_{n}$. Now, write

$$
\begin{align*}
\pi\left(C_{n} \mid x^{n}\right) & =\frac{\int_{C_{n}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P)}{\int \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P)} \\
& =\frac{p_{n}\left(x^{n}\right)}{m_{n}\left(x^{n}\right)} \int_{C_{n}} \prod_{i=1}^{n} \frac{f_{P}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} d \pi(P) \tag{23}
\end{align*}
$$

Let $r \equiv r(n, \delta)=\exp \left(\mathscr{H}\left(\mathscr{F}_{n}, \delta\right)\right)$ and let $\left\{f_{1}^{U}, \ldots, f_{r}^{U}\right\}$ be the brackets guaranteed by Assumption 2. For convenience, suppress the dependence of $r(n, \delta)$ on $n$ and $\delta$. For $j=1, \ldots, r$, define

$$
\tilde{E}_{j}=\left\{P \in \mathscr{F}_{n}: f_{P} \leq f_{j}^{U} \text { a.e. }[\lambda]\right\} .
$$

Let $E_{1}=\tilde{E}_{1}$ and for $j>1$ let $E_{j}=\left\{P \in \tilde{E}_{j} ; P \notin \tilde{E}_{s}, s<j\right\}$. Hence, the sets $\left\{E_{1}, \ldots, E_{r}\right\}$ are disjoint and cover $C_{n}$, and if $P \in E_{j}$ then $f_{P} \leq f_{j}^{U}$ a.e. [ $\lambda$ ]. We now write

$$
\begin{align*}
\int_{C_{n}} \prod_{i=1}^{n} \frac{f_{P}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} d \pi(P) & =\sum_{j=1}^{r} \int_{E_{j} \cap C_{n}} \prod_{i=1}^{n} \frac{f_{P}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} d \pi(P) \\
& \leq \sum_{j=1}^{r} \int_{E_{j} \cap C_{n}} \prod_{i=1}^{n} \frac{f_{j}^{U}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} d \pi(P)  \tag{24}\\
& =\sum_{j=1}^{r} \prod_{i=1}^{n} \frac{f_{j}^{U}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} \pi\left(E_{j} \cap C_{n}\right) \quad \text { a.e. }\left[\lambda^{n}\right] .
\end{align*}
$$

Since $\delta<\varepsilon^{2} / 4$, by Assumption 2 there exists $\beta$ and $c$ such that

$$
\begin{equation*}
0<\beta<(\varepsilon-\sqrt{\delta})^{2}-\delta-2 c \tag{25}
\end{equation*}
$$

Define

$$
F_{n, j}=\left\{x^{n}: \prod_{i=1}^{n} \frac{f_{j}^{U}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} \geq \exp \left(-\frac{n \beta}{2}\right)\right\} .
$$

If $P \in E_{j}$, Lemma 7 implies that $d\left(f_{P}, f_{j}^{U}\right)<\sqrt{\delta}$ and if $P \in C_{n}$, then $d\left(f_{0}, f_{P}\right)>\varepsilon$. Suppose there exists some $P$ in $C_{n} \cap E_{j}$. By the triangle inequality, $d\left(f_{0}, f_{j}^{U}\right) \geq d\left(f_{0}, f_{P}\right)-d\left(f_{j}^{U}, f_{P}\right) \geq \varepsilon-\sqrt{\delta}$. Thus, for those $j$ such
that $d\left(f_{0}, f_{j}^{U}\right)<\varepsilon-\sqrt{\delta}$, we can conclude that $E_{j} \cap C_{n}=\varnothing$. For every $n$ and every $j$ such that $d\left(f_{0}, f_{j}^{U}\right) \geq \varepsilon-\sqrt{\delta}$, apply Lemma 6 with $g=f_{j}^{U}, \gamma=$ $d\left(f_{0}, f_{j}^{U}\right)^{2} \geq[\varepsilon-\sqrt{\delta}]^{2}$, and $\beta$ as defined in (25) to see that $P_{0}^{n}\left(F_{n, j}\right) \leq$ $\exp (-n v)$, where $v>c$. So, because of (24) and the fact that $\sum_{j} \pi\left(E_{j} \cap \mathscr{C}_{n}\right) \leq$ 1, we have

$$
\begin{aligned}
& P_{0}^{n}\left(x^{n}: \int_{C_{n}} \prod_{i=1}^{n} \frac{f_{P}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} d \pi(P) \geq \exp \left\{-\frac{n \beta}{2}\right\}\right) \\
& \quad \leq P_{0}^{n}\left(x^{n}: \sum_{j=1}^{r}\left[\prod_{i=1}^{n} \frac{f_{j}^{U}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}\right] \pi\left(E_{j} \cap C_{n}\right) \geq \exp \left\{-\frac{n \beta}{2}\right\}\right) \\
& \quad \leq \sum_{j=1}^{r} P_{0}^{n}\left(F_{n, j}\right) \\
& \quad \leq r \exp (-n v) \\
& \quad=\exp \left(\mathscr{H}\left(\mathscr{F}_{n}, \delta\right)-n v\right) \\
& \quad \leq \exp (-n[v-c])
\end{aligned}
$$

for all but finitely many $n$. The last inequality follows from part (ii) of Assumption 2. The first Borel-Cantelli lemma implies that

$$
P_{0}^{\infty}\left(x^{\infty}: \int_{C_{n}} \prod_{i=1}^{n} \frac{f_{P}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)} d \pi(P) \geq \exp \left\{-\frac{n \beta}{2}\right\}, \text { i.o. }\right)=0 .
$$

Lemma 4 says that

$$
P_{0}^{\infty}\left(x^{\infty}: \frac{p_{n}\left(x^{n}\right)}{m_{n}\left(x^{n}\right)} \geq \exp \left\{\frac{n \beta}{4}\right\}, \text { i.o. }\right)=0
$$

Combining these last two equations with (23) gives that

$$
P_{0}^{\infty}\left(x^{\infty}: \pi\left(C_{n} \mid x^{n}\right) \geq \exp \left\{-\frac{n \beta}{4}\right\}, \text { i.o. }\right)=0
$$

Hence $\lim _{n \rightarrow \infty} \pi\left(C_{n} \mid x^{n}\right)=0$, a.s. $\left[P_{0}^{\infty}\right]$.
Verifying part (ii) of Assumption 2 can be awkward. The next lemma gives a specific condition that can be checked to verify this assumption.

Lemma 8. Let $\left\{\mathscr{T}_{n}\right\}_{n=1}^{\infty}$ be a sequence of finite measurable partitions of $\mathscr{X}$ and let $N_{n}$ be the cardinality of $\mathscr{T}_{n}$. For each $n$, let $a_{n}>0$ and suppose that $\lambda(A)=1 / N_{n}$ for every $A \in \mathscr{T}_{n}$. Define

$$
\begin{array}{r}
\mathscr{F}_{n}=\left\{P \in \mathscr{P}: \text { for every } A \in \mathscr{T}_{n} \text { and for every } x, y \in A\right. \\
\left.\qquad\left|f_{P}(x)-f_{P}(y)\right| \leq a_{n}\right\} .
\end{array}
$$

Then $\mathscr{H}\left(\mathscr{F}_{n}, 2 a_{n}\right) \leq N_{n}\left[1+\log \left(1+1 /\left[2 N_{n} a_{n}\right]\right)\right]$.

Proof. For each $n$ and each vector $\mathbf{l}$ of nonnegative integers $\mathbf{l}=$ $\left(l_{1}, \ldots, l_{N_{n}}\right)$ such that

$$
\begin{equation*}
a_{n} \sum_{i=1}^{N_{n}} l_{i} \leq N_{n} \leq a_{n} \sum_{i=1}^{N_{n}}\left(l_{i}+2\right), \tag{26}
\end{equation*}
$$

define

$$
f_{l}^{U}(x)=a_{n} \sum_{i=1}^{N_{n}} I_{A_{i}}(x) /\left(l_{i}+2\right) .
$$

It is easy to see that for every $P \in \mathscr{F}_{n}$, there exists $f_{l}^{U}$ such that $f_{P} \leq f_{l}^{U}$ a.e. [ $\lambda$ ]. Note that

$$
\int f_{l}^{U}(x) d \lambda(x)=a_{n} \sum_{i=1}^{N_{n}}\left(l_{i}+2\right) \frac{1}{N_{n}} \leq 1+2 a_{n}
$$

So the collection of $f_{1}^{U}$ functions for all $\mathbf{l}$ that satisfy (26) forms a $2 a_{n}$-upper bracketing of $\mathscr{F}_{n}$. The cardinality of this upper bracketing is the number of hypercubes with sides of length $2 a_{n}$ needed to cover the $N_{n}$ - 1-dimensional simplex in $\mathbb{R}^{N_{n}}$. An upper bound on this number is $\left(2 a_{n}\right)^{-N_{n}}$ times the volume of $C_{n}=\left\{x \in \mathbb{R}^{N_{n}}: \forall i x_{i} \geq 0, \sum_{i=1}^{N_{n}} x_{i} \leq 1+2 N_{n} a_{n}\right\}$. It is easy to see that $C_{n}$ is just $1+2 N_{n} a_{n}$ times the set where the Dirichlet density with all parameters equal to 1 is positive. Hence the volume of $C_{n}$ is equal to $\left(1+2 N_{n} a_{n}\right)^{N_{n}} / N_{n}!$. It follows that

$$
\begin{aligned}
\mathscr{H}\left(\mathscr{F}_{n}, 2 a_{n}\right) & \leq N_{n} \log \left(1+2 N_{n} a_{n}\right)-\log \left(N_{n}!\right)-N_{n} \log \left(2 a_{n}\right) \\
& \leq N_{n} \log \left(N_{n}\right)+N_{n} \log \left(1+\frac{1}{2 N_{n} a_{n}}\right)-N_{n} \log \left(N_{n}\right)+N_{n} \\
& =N_{n}\left[1+\log \left(1+\frac{1}{2 N_{n} a_{n}}\right)\right],
\end{aligned}
$$

since $\log (x!) \geq x \log (x)-x$ for all $x$.
A simple corollary helps to verify part (ii) of Assumption 2.
Corollary 2. For each $\varepsilon>0$, let $N_{n} \leq n \varepsilon^{2} / 10, a_{n}=\varepsilon^{2} / 32$ and $\delta=$ $\varepsilon^{2} / 16$. If $\lim _{n \rightarrow \infty} N_{n}=\infty$, then the sequence $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ from Lemma 8 satisfies

$$
\mathscr{H}\left(\mathscr{F}_{n}, \delta\right) \leq n \varepsilon^{2} / 5
$$

for all but finitely many $n$.
To verify part (i) of Assumption 2, one must show that $\pi\left(\mathscr{F}_{n}^{c}\right)$ is exponentially small.
3. Some prior distributions. In this section, we present some prior distributions that satisfy Assumptions 1 and 2. In Section 3.5, we also give an example to show how failure of Assumption 2 can lead to an inconsistent posterior.

All of the examples in this section deal with real-valued random variables. If $\pi$ is a prior over $\mathscr{P}$, then the prior marginal distribution of each $X_{i}$ is

$$
P_{*}(A)=\int_{\mathscr{P}} P(A) d \pi(P) \quad \text { for } A \in \mathscr{B} .
$$

We find it convenient to construct examples in which $P_{*}$ is the uniform distribution on $[0,1]$. It is easy to create priors for distributions on the real line. Let $P_{*}$ be a distribution with cumulative distribution function (cdf) $F_{*}$. Of course, we can transform each observation $X_{i}$ to the unit interval by $Y_{i}=F_{*}\left(X_{i}\right)$. Use one of our priors for the unknown distribution $P$ of the $Y_{i}$ random variables and then map the prior back to a prior on the set of distributions on $\mathbb{R}$. More precisely, let $\mathscr{P}$ be the set of all probabilities on $\mathbb{R}$ that are absolutely continuous with respect to Lebesgue measure $\lambda$ and let $\mathscr{P}_{[0,1]}$ be the subset consisting of distributions on [0, 1]. Define $h_{*}: \mathscr{P}_{[0,1]} \rightarrow \mathscr{P}$ by saying that $h_{*}(P)$ is the probability with cdf $F_{P}\left(F_{*}\right)$ where $F_{P}$ is the cdf of the distribution $P$. It is easy to see that the function $h_{*}$ is continuous in the Hellinger topology (hence measurable) since $d^{\prime}(P, Q)=d^{\prime}\left(h_{*}(P), h_{*}(Q)\right)$. Therefore, any prior $\pi$ on $\mathscr{P}_{[0,1]}$ induces a prior $\pi_{*}$ on $\mathscr{P}$ by means of the function $h_{*}$. The induced prior $\pi_{*}$ has the property that the marginal prior distribution of each observation is $P_{*}$.
3.1. Histograms. One prior distribution for continuous distributions that satisfies the conditions of Theorem 1 is a prior concentrated on a collection of distributions with step-function densities. For each $n$, we construct a collection $\mathscr{U}_{n}$ of distributions whose densities are constant on each of the finitely many intervals in a partition $\mathscr{T}_{n}$. We use Corollary 2 to ensure that part (ii) of Assumption 2 holds. We assign the set $\mathscr{U}_{n}$ prior probability $p_{n}$, which is chosen so that part (i) of Assumption 2 holds.

Suppose that $\mathscr{P}$ consists of all probability measures on $[0,1]$ that are absolutely continuous with respect to Lebesgue measure $\lambda$. Assume that $\mathscr{A}\left(P_{0} ; \lambda\right)<\infty$. For each integer $n$, let $p_{n}>0$ be such that $\sum_{n=1}^{\infty} p_{n}=1$. For each $n$, let $N_{n}$ be an integer and let $\mathscr{T}_{n}$ be the partition

$$
\mathscr{I}_{n}=\left\{\left[0, \frac{1}{N_{n}}\right),\left[\frac{1}{N_{n}}, \frac{2}{N_{n}}\right), \ldots,\left[\frac{N_{n}-1}{N_{n}}, 1\right]\right\} .
$$

Let $\mathscr{U}_{n}$ be the collection of all distributions that have constant density on every interval in $\mathscr{T}_{n}$. Our prior distribution will place probability $p_{n}$ on the set $\mathscr{U}_{n}$ and distribute the probability as follows. Let $a_{n}>0$ and denote a random element of $\mathscr{P}$ as $P$. If $P \in \mathscr{U}_{n}$, we can write $P=\left(f_{1}, \ldots, f_{N_{n}}\right)$ where $\sum_{i=1}^{N_{n}} f_{i} \lambda\left(A_{i}\right)=1$ and $A_{i}$ is the interval $\left[(i-1) / N_{n}, i / N_{n}\right)$. This makes $f_{i}=$ $f_{P}(x)$ for all $x \in A_{i}$. Conditional on $P \in \mathscr{U}_{n}$, we assign $P / N_{n}$ the Dirichlet distribution $\operatorname{Dir}\left(a_{n}, \ldots, a_{n}\right)$.

We now prove that, by careful choice of $N_{n}$ and $p_{n}$ as functions of $n$ this prior distribution will satisfy the conditions of Theorem 1 . We will let $N_{n}=2^{m_{n}}$ with $\left\{m_{n}\right\}_{n=1}^{\infty}$ a nondecreasing sequence of positive integers that goes to $\infty$. The following result is proved in the Appendix.

Lemma 9. Let $(\mathscr{X}, \mathscr{B}, \lambda)$ be a probability space, and let $\mathscr{R}$ be a collection of measurable real-valued functions defined on $\mathscr{X}$. For each $b>0$, define

$$
\begin{aligned}
\mathscr{R}_{b} & =\{f \in \mathscr{R}: \text { ess } \sup |f| \leq b\}, \\
L_{b} & =\{f: \operatorname{ess} \sup |f| \leq b\},
\end{aligned}
$$

where the essential supremum is relative to $\lambda$. Suppose that there exists $r>1$ such that $\mathscr{R}_{r b}$ is dense [in the sense of $L^{1}(\lambda)$ ] in $L_{b}$ for all large b. Let $P_{0} \ll \lambda$ be another probability on $(\mathscr{X}, \mathscr{B})$ such that $\mathscr{A}\left(P_{0} ; \lambda\right)<\infty$. Then for every $\varepsilon>0$, there is a bounded function $g \in \mathscr{R}$ such that $\mathscr{\mathscr { A }}\left(P_{0} ; P_{g}\right)<\varepsilon$, where $P_{g}$ is the distribution with density

$$
p_{g}(x)=\frac{\exp (g(x))}{\int \exp (g(y)) d \lambda(y)} .
$$

Let $\mathscr{R}$ be the set of all step functions that are constant on all of the intervals in at least one of the $\mathscr{T}_{n}$ partitions, and let $\lambda$ be Lebesgue measure. Since step functions are dense in the collection of bounded measurable functions and $\mathscr{R}$ is dense in the collection of step functions, it follows that for each $\varepsilon$, there exists $n$ and $P_{\varepsilon} \in \mathscr{U}_{n}$ such that $\mathscr{A}\left(P_{0} ; P_{\varepsilon}\right)<\varepsilon / 2$. Since the Dirichlet distribution over $\mathscr{U}_{n}$ assigns positive probability to every open neighborhood of $P_{\varepsilon}$ and $\mathscr{I}\left(P_{0} ; P\right)$ is continuous as a function of $P$ for distributions with densities in $\mathscr{R}$, it follows that Assumption 1 holds.

Next, construct the sets $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ as in Corollary 2. Since each $a_{n}>0$ and the probabilities in $\mathscr{U}_{n}$ have constant density on every $A \in \mathscr{T}_{n}$, it follows that $\mathscr{U}_{n} \subseteq \mathscr{F}_{n}$. Also, $\mathscr{U}_{n} \subseteq \mathscr{U}_{n+1}$ for all $n$, so $\pi\left(\mathscr{F}_{n}^{c}\right) \leq \sum_{l=n+1}^{\infty} p_{l}$. Setting $p_{n}=(1-$ a) $a^{n}$ for some $0<a<1$ will satisfy part (i) of Assumption 2. Finally, let $N_{n}=n / \log (n)$ (that is, $\left.m_{n}=\left[\log _{2}(n)-\log _{2}(\log (n))\right]\right)$ in Corollary 2 so that part (ii) of Assumption 2 holds.
3.2. Pólya Tree Priors. The class of Pólya tree distributions was described by Mauldin, Sudderth and Williams (1992) and Lavine (1992). Pólya trees are special cases of tailfree processes [see Freedman (1963) and Fabius (1964)]. Consider the sequence of partitions $\left\{\mathscr{S}_{k}\right\}_{k=1}^{\infty}$ of [0,1] such that $\mathscr{S}_{1}=$ $\{[0,1 / 2],(1 / 2,1]\}$ and each $\mathscr{S}_{k}$ contains the left and right halves of all intervals in $\mathscr{S}_{k-1}$ for $k>1$. (For convenience, let $\mathscr{S}_{0}=\{[0,1]\}$.) For an interval $I \in \mathscr{S}_{k}$ for $k=0,1, \ldots$ create a random variable $V_{I}$ taking values in [ 0,1 ] and having mean $1 / 2$. Make all of the $V_{I}$ independent of each other. For each $I \in \mathscr{S}_{k}$ for $k \geq 1$, define $p^{1}(I) \in \mathscr{S}_{k-1}$ to be the interval $J$ in $\mathscr{S}_{k-1}$ such that $I \subseteq J$ and set

$$
W_{I}= \begin{cases}V_{p^{1}(I)}, & \text { if } I \text { is the left subinterval of } p^{1}(I) \\ 1-V_{p^{1}(I)}, & \text { if } I \text { is the right subinterval of } p^{1}(I)\end{cases}
$$

For $I \in \mathscr{S}_{k}$ with $k \geq 2$, define $p^{2}(I)=p^{1}\left(p^{1}(I)\right)$, and similarly define $p^{i}(I)$ for $i=1, \ldots, k$. [For convenience, let $p^{0}(I)=I$ for all $I$.] Let $\mathscr{S}=\cup_{k=0}^{\infty} \mathscr{S}_{k}$, and for each $I \in \mathscr{S}$, define $K(I)$ to be that $k$ such that $I \in \mathscr{S}_{k}$, and set $P(I)=\prod_{i=1}^{K(I)} W_{p^{i-1}(I)}$. The set function $P$ extends uniquely to the smallest $\sigma$-field containing $\mathscr{S}$, which is the Borel $\sigma$-field, and becomes a random probability measure on the unit interval. Kraft (1964) shows that, if the distribution of $V_{I}$ becomes concentrated around $1 / 2$ sufficiently rapidly as $I$ shrinks (moves through later partitions $\mathscr{S}_{k}$ ) then $P$ will have a density with respect to Lebesgue measure with probability 1. (For example, if each $V_{I} \in \mathscr{S}_{k}$ has the $\operatorname{Beta}\left(a_{k}, a_{k}\right)$ distribution, then the conditions of Kraft (1964) will be met if $\sum_{k=1}^{\infty} a_{k}^{-1}<\infty$.) Lavine (1994), Theorem 2), and Ghosal, Ghosh and Ramamoorthi (1999b), Theorem 3.1, prove results like the following.

Proposition 1. Suppose that for every $k$ and every $I \in \mathscr{S}_{k}, V_{I}$ has the $\operatorname{Beta}\left(a_{k}, a_{k}\right)$ distribution and that $\mathscr{A}\left(P_{0} ; P_{*}\right)<\infty$. If $\sum_{k=1}^{\infty} a_{k}^{-1 / 2}<\infty$, then $\pi\left(N_{\varepsilon}\right)>0$ for every $\varepsilon>0$.

In words, Assumption 1 can be satisfied by a Pólya tree distribution so long as the prior predictive distribution is not infinitely far away from the true distribution.

We show next that Assumption 2 can also be satisfied. We will construct a sequence of sets $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ as in Corollary 2. Let $P$ have the Pólya tree prior distribution on $[0,1]$ that has a density, $f_{P}$, with probability 1. For each $y \in[0,1]$ and $k=0,1, \ldots$, let $I_{k}(y)$ be that interval in $\mathscr{S}_{k}$ that contains $y$. Then $p(y)=\lim _{k \rightarrow \infty} 2^{k} \prod_{i=1}^{k} W_{I_{i}(y)}$. [See Kraft (1964)]. Let $\hat{f}_{k}(y)=$ $2^{k} \prod_{i=1}^{k} W_{I_{i}(y)}$, the approximation to $f_{P}$ based on the first $k$ partitions. Suppose that $W_{I} \sim \operatorname{Beta}\left(a_{k}, a_{k}\right)$ for all $I \in \mathscr{S}_{k}$. Let $\left\{g_{k}\right\}_{k=1}^{\infty}$ be a sequence of numbers such that $\sum_{k=1}^{\infty} 2^{k} g_{k}<\infty$, and let $e_{k}=\operatorname{Pr}\left(\left|2 W_{I}-1\right|>g_{k}\right)$ for $I \in \mathscr{S}_{k}$. Let $E_{k}=\sum_{i=k+1}^{\infty} 2^{i} e_{i}$ and $G_{k}=\sum_{i=k+1}^{\infty} 2^{i-1} g_{i}$. Then

$$
\begin{equation*}
\pi\left(\exists y:\left|f_{P}(y)-\hat{f}_{k}(y)\right|>G_{k}\right) \leq E_{k} \tag{27}
\end{equation*}
$$

because $W_{I_{k}(y)}<2$ for all $k$ and $y$. If $G_{k} \leq \varepsilon^{2} / 16$, then the event whose probability is bounded in (27) contains $\mathscr{F}_{n}^{c}$. Hence, (27) provides a bound on $\pi\left(\mathscr{F}_{n}^{c}\right)$. The partition $\mathscr{S}_{k}$ plays the role of $\mathscr{T}_{n}$ in Lemma 8, and the cardinality of $\mathscr{S}_{k}$ is $N_{n}=2^{k}$. To satisfy the conditions of Corollary 2 , we need $k \leq$ $\log _{2}\left(\varepsilon^{2} n / 10\right)$. So, let

$$
k_{n}(\varepsilon)=\left\lfloor\log _{2}\left(\frac{\varepsilon^{2} n}{10}\right)\right\rfloor,
$$

and set $\mathscr{T}_{n}=\mathscr{S}_{k_{n}(\varepsilon)}$ to guarantee that part (ii) of Assumption 2 holds. Choose the $a_{k}$ large enough so that $\sum_{k=1}^{\infty} a_{k}^{-1 / 2}<\infty$ (so Proposition 1 says that Assumption 1 holds) and large enough so that $\log E_{k} \leq b_{1}-b_{2} 2^{k}$ for some constants $b_{1}, b_{2}$ with $b_{2}>0$. This makes part (i) of Assumption 2 hold.

As an example of how to set the numbers $a_{k}$, consider the following. Let $W \sim \operatorname{Beta}(a, a)$ and let $Z=|2 W-1|$. Then, for $g \in(0,1)$,

$$
\begin{aligned}
\operatorname{Pr}(Z>g) & =2 \operatorname{Pr}\left(W>\frac{1+g}{2}\right) \\
& =2 \frac{\Gamma(2 a)}{\Gamma(a)^{2}} \int_{(1+g) / 2}^{1} w^{a-1}(1-w)^{a-1} d w \\
& \leq 2 \frac{\Gamma(2 a)}{\Gamma(a)^{2}}\left(\frac{1+g}{2}\right)^{a-1}\left(\frac{1-g}{2}\right)^{a} \\
& \leq \frac{\sqrt{a}}{\sqrt{\pi}}\left(1-g^{2}\right)^{a} \\
& <\frac{\sqrt{a}}{\sqrt{\pi}} \exp \left(-g^{2} a\right)
\end{aligned}
$$

where the third line follows from the monotonicity of the Beta density on $[1 / 2,1]$, the fourth line follows from the facts that

$$
\Gamma(2 a)=\frac{1}{\sqrt{\pi}} 2^{2 a-1} \Gamma(a) \Gamma\left(a+\frac{1}{2}\right)
$$

and $\Gamma\left(a+\frac{1}{2}\right) \leq \Gamma(a) \sqrt{a}$ and the fifth line follows from the fact that $(1-x)^{y}$ $<\exp (-x y)$ for $0<x<1$ and $y>0$. So, we can let $g_{k}=2^{-k}$ for $\alpha>0$ and let $a_{k}=1 / g_{k}^{3}$. It now follows that

$$
e_{k} \leq \frac{(\sqrt{8})^{k}}{\sqrt{\pi}} \exp \left(-2^{k}\right)
$$

so

$$
\begin{aligned}
E_{k} & \leq \sum_{i=k+1}^{\infty} 2^{i} \frac{(\sqrt{8})^{i}}{\sqrt{\pi}} \exp \left(-2^{i}\right) \\
& =\frac{(2 \sqrt{8})^{k+1} \exp \left(-2^{k+1}\right)}{\sqrt{\pi}} \sum_{i=k+1}^{\infty}(2 \sqrt{8})^{i-(k+1)} \exp \left(-2^{i}+2^{k+1}\right) .
\end{aligned}
$$

Since the last sum is finite it follows that $\log \left(E_{k}\right) \leq b_{1}-b_{2} 2^{k}$. In summary, a Pólya tree prior with every $W_{I}$ for $I \in \mathscr{S}_{k}$ having a $\operatorname{Beta}\left(a_{k}, a_{k}\right)$ distribution with $a_{k}=8^{k}$ will satisfy the assumptions of Theorem 1 with the sequence $\left\{\mathscr{F}_{n}\right\}_{n=1}^{\infty}$ from Corollary 2 so long as $\mathscr{A}\left(P_{0} ; P_{*}\right)<\infty$.

### 3.3. Infinite-dimensional exponential families

Let $\Psi=\left\{\psi_{j} j_{j=1}^{\infty}\right.$ be a sequence of independent random variables with $\psi_{j} \sim N\left(0, \tau_{j}^{2}\right)$. Let $\left\{\phi_{j}(\cdot)\right\}_{j=1}^{\infty}$ be a sequence of orthogonal polynomials on [0, 1].

Define

$$
f_{\Psi}(x)=\exp \left(\sum_{j=1}^{\infty} \psi_{j} \phi_{j}(x)-c(\Psi)\right),
$$

where $c(\cdot)$ makes $f_{\Psi}$ a density. Let $P_{\Psi}$ stand for the distribution with density $f_{\Psi}$. This model for infinite dimensional parameter spaces has been studied by Leonard (1978) and Lenk (1988, 1991).

Let $a_{j}=\sup _{0 \leq x \leq 1}\left|\psi_{j}\right|$ and $b_{j}=\sup _{0 \leq x \leq 1}\left|\phi_{j}^{\prime}(x)\right|$, which are finite since the $\phi_{j}$ are polynomials. Now, choose the $\tau_{j}$ 's so that $\sum_{j} a_{j} \tau_{j}<\infty$ to assure that $f_{\Psi}$ is a density with probability 1 and $\sum_{j} b_{j} \tau_{j}<\infty$. Let $A_{n, i}=[(i-1) / N, i / N)$, where $N=\lfloor n / \log (n)\rfloor$, for $i=1, \ldots, N$. Let $\mathscr{T}_{n}=\left\{A_{n, 1}, \ldots, A_{n, N}\right\}$. Define

$$
\begin{aligned}
Y_{n, i} & =\sup _{x, y \in A_{n, i}}\left|f_{\Psi}(x)-f_{\Psi}(y)\right|, \\
X_{n, i} & =\sup _{x, y \in A_{n, i}} \log \frac{f_{\Psi}(x)}{f_{\Psi}(y)}
\end{aligned}
$$

Let $\varepsilon>0$. Since $X_{n, i} \leq \Delta$ implies $Y_{n, i} \leq \exp (\Delta)-1$, we need to show that with $\delta=a_{n}=\varepsilon^{2} / 32$ as in Corollary 2, there exists $c_{1}, c_{2}>0$ such that $\operatorname{Pr}\left(X_{n, j}>\log (1+\delta)\right) \leq c_{1} \exp \left(-c_{2} n\right)$ for all but finitely many $n$. Let $\Delta=$ $\log (1+\delta)$.

Now, for $x, y \in A_{n, i}$, write

$$
\begin{aligned}
\log \frac{f_{\Psi}(x)}{f_{\Psi}(y)} & =\sum_{j=1}^{\infty} \psi_{j}\left[\phi_{j}(x)-\phi_{j}(y)\right] \\
& =\sum_{j=1}^{\infty} \psi_{j} \int_{y}^{x} \phi_{j}^{\prime}(t) d t \\
& \leq \sum_{j=1}^{\infty} b_{j}\left|\psi_{j}\right||x-y| \leq \frac{1}{N} \sum_{j=1}^{\infty} b_{j}\left|\psi_{j}\right| .
\end{aligned}
$$

Let $Z \sim N(0,1)$. Then

$$
\begin{aligned}
\pi\left(X_{n, j}>\Delta\right) & \leq \pi\left(\sum_{j=1}^{\infty} b_{j}\left|\psi_{j}\right|>N \Delta\right) \\
& =\pi\left(\exp \left[\sum_{j=1}^{\infty} b_{j}\left|\psi_{j}\right|\right]>\exp [N \Delta]\right) \\
& \leq \inf _{t \geq 0} \exp (-N \Delta t) \mathrm{E} \exp \left(t \sum_{j=1}^{\infty} b_{j}\left|\psi_{j}\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\inf _{t \geq 0} \exp (-N \Delta t) \prod_{j=1}^{\infty} \operatorname{Eexp}\left(t b_{j}|Z|\right) \\
& =\inf _{t \geq 0} \exp (-N \Delta t) \prod_{j=1}^{\infty}\left[2 \Phi\left(b_{j} \tau_{j} t\right) \exp \left(t^{2} b_{j}^{2} \tau_{j}^{2} / 2\right)\right] \\
& \leq \exp \left(-N \Delta t_{0}+t_{0}^{2} \sum_{j=1}^{\infty} b_{j}^{2} \tau_{j}^{2} / 2\right) \prod_{j=1}^{\infty}\left[2 \Phi\left(b_{j} \tau_{j} t_{0}\right)\right]
\end{aligned}
$$

where $\Phi$ is the standard normal distribution function and $t_{0} \geq 0$. Suppose that we choose the $\tau_{j}$ so that $\sum_{j=1}^{\infty} b_{j} \tau_{j}<\infty$. Let $t_{0}=N \Delta / \sum_{j=1}^{\infty} b_{j}^{2} \tau_{j}^{2}$. Then $\prod_{j=1}^{\infty}\left[2 \Phi\left(b_{j} \tau_{j} t_{0}\right)\right]=c_{1}<\infty$, and

$$
\operatorname{Pr}\left(X_{n, j}>\Delta\right) \leq c_{1} \exp \left(-\frac{N^{2} \Delta^{2}}{\sum_{j=1}^{\infty} b_{j}^{2} \tau_{j}^{2}}\right)
$$

Since $N^{2}>n$, this completes the proof that the prior probability of $\mathscr{F}_{n}^{c}$ is exponentially small, where $\mathscr{F}_{n}$ is as in Corollary 2.

The uniform density on $[0,1]$ is Lebesgue measure $\lambda$. We want to show that if $\mathscr{A}\left(P_{0} ; \lambda\right)<\infty$ then, for every $\varepsilon>0, \pi\left(N_{\varepsilon}\right)>0$. First, suppose that there exist $m$ and $\alpha_{1}, \ldots, \alpha_{m}$ such that $\log f_{0}=\sum_{j=1}^{m} \alpha_{j} \phi_{j}-c(\alpha)$. Let

$$
\rho(P, Q)=\sup _{0 \leq x \leq 1}\left|\log f_{P}(x)-\log f_{Q}(x)\right|
$$

and let $B_{\varepsilon}=\left\{P: \rho\left(P_{0}, P\right) \leq \varepsilon\right\}$. A simple calculation shows that $\mathscr{\mathscr { C }}(P ; Q) \leq$ $\rho(P, Q)$. So it suffices to show that $\pi\left(B_{\varepsilon}\right)>0$.

Let $Z_{\xi}(r)=\left\{\psi=\left(\psi_{1}, \psi_{2}, \ldots\right): \quad \sum_{j=r}^{\infty} a_{j}\left|\psi_{j}\right|<\xi\right\}$. Then $\pi\left(B_{\varepsilon}\right) \geq$ $\pi\left(B_{\varepsilon} \mid Z_{\xi}(r)\right) \pi\left(Z_{\xi}(r)\right)$. Recall that the $\tau_{j}$ 's have been chosen so that $\sum_{j} a_{j}\left|\psi_{j}\right|$ is finite with probability 1 . It follows that for any $\xi>0$, there exists $r_{0}$ such that $\pi\left(Z_{\xi}\left(r_{0}\right)\right)>0$. Choose $\xi=\varepsilon / 2$ and choose $r=\max \left\{r_{0}, m+1\right\}$. For $\psi \in$ $Z_{\xi}(r)$ and defining $\alpha_{j}=0$ for $j>m$, we see that

$$
\begin{aligned}
\rho\left(P_{0}, P_{\Psi}\right) & =\sup _{0 \leq x \leq 1}\left|\sum_{j}\left(\psi_{j}-\alpha_{j}\right) \phi_{j}(x)\right| \\
& \leq \sum_{j} a_{j}\left|\psi_{j}-\alpha_{j}\right| \\
& \leq \sum_{j=1}^{r} a_{j}\left|\psi_{j}-\alpha_{j}\right|+\xi .
\end{aligned}
$$

So

$$
\begin{aligned}
\pi\left(B_{\varepsilon} \mid Z_{\xi}(r)\right) & \geq \pi\left(\sum_{j=1}^{r} a_{j}\left|\psi_{j}-\alpha_{j}\right|+\xi<\varepsilon \mid Z_{\xi}(r)\right) \\
& \geq \pi\left(\left.\sum_{j=1}^{r} a_{j}\left|\psi_{j}-\alpha_{j}\right|<\frac{\varepsilon}{2} \right\rvert\, Z_{\xi}(r)\right) \\
& \geq \pi\left(\sum_{j=1}^{r} a_{j}\left|\psi_{j}-\alpha_{j}\right|<\frac{\varepsilon}{2}\right)
\end{aligned}
$$

Since the marginal distribution of $\left(\psi_{1}, \ldots, \psi_{r}\right)$ has support over all $\mathbb{R}^{r}$, we see that this latter event has positive probability. Thus, $\pi\left(B_{\varepsilon} \mid Z_{\xi}(r)\right)>0$.

Now consider any $P_{0}$ such that $\mathscr{A}\left(P_{0} ; \lambda\right)<\infty$. Lemma 9 says that for any $a>0$ there exists a distribution $P$ with density $f$ such that $\log f$ is a polynomial of finite degree and such that $\mathscr{I}\left(P_{0} ; P\right)<a$. Further,

$$
\mathscr{I}\left(P_{0} ; P_{\Psi}\right) \leq \mathscr{I}\left(P_{0} ; P\right)+\sup _{0 \leq x \leq 1} \log \frac{f(x)}{f_{\Psi}(x)} \leq a+\rho\left(P, P_{\Psi}\right) .
$$

Choose $a=\varepsilon / 2$ and note that $B_{\varepsilon / 2} \subset N_{\varepsilon}$. Since we have already shown that $B_{\varepsilon / 2}$ has positive prior probability, the proof is complete.
3.4. Mixtures of priors. In the examples earlier in this section, the posterior distributions are somewhat sensitive to the choice of prior predictive distribution $P_{*}$. In particular, the posterior predictive densities of future observations computed from histogram and Pólya tree priors tend to have noticeable jumps at the boundaries of the sets in the partitions $\mathscr{T}_{n}$ and $\mathscr{S}_{k}$. Also, a choice of $P_{*}$ that is particularly unlike the sample distribution of the data will make the convergence of the posterior very slow. One way to alleviate these problems is to use a mixture of prior distributions.

Suppose that we replace $P_{*}$ by a family of distributions $\left\{P_{\theta}: \theta \in \Omega\right\}$ where $(\Omega, \tau)$ is a measurable space and each $P_{\theta} \ll \lambda$. (One typical choice is a location/scale family that one thinks of as a first-order approximation to the distribution of the data.) Let $\nu$ be a prior probability measure on $(\Omega, \tau)$. Let $\Theta$ be a random variable such that, conditional on $\Theta=\theta$, the prior distribution on $(\mathscr{P}, \mathscr{C})$ is $\pi_{\theta}$, where $\pi_{\theta}$ is constructed just like a $\pi$ in one of the other examples in this section with $P_{\theta}$ replacing $P_{*}$. Let $\pi_{\theta}\left(\cdot \mid x^{n}\right)$ denote the conditional posterior distribution on $(\mathscr{P}, \mathscr{C})$ given $\Theta=\theta$ after observing $X^{n}=x^{n}$. Let $\nu\left(\cdot \mid x^{n}\right)$ denote the posterior distribution of $\Theta$ given $X^{n}=x^{n}$. Then the posterior on ( $\mathscr{P}, \mathscr{C}$ ) is

$$
\pi\left(B \mid x^{n}\right)=\int_{\Omega} \pi_{\theta}\left(B \mid x^{n}\right) d \nu\left(\theta \mid x^{n}\right)
$$

To prove consistency of this posterior, we will make some additional assumptions. Assume that $\nu\left(\left\{\theta: \mathscr{A}\left(P_{0} ; P_{\theta}\right)<\infty\right\}\right)=1$. Suppose that $\pi_{\theta}\left(\cdot \mid x^{n}\right)$ is uniformly consistent a.s. [ $\nu$ ], that is, there is a subset $B$ of $\mathscr{X}^{\infty}$ with $P_{0}(B)=1$ such that for every $x^{\infty} \in B$ and $\delta>0$, there exists $B_{x^{\infty}} \in \tau$ and $N\left(x^{\infty}\right)$ such that $\nu\left(B_{x^{\infty}}\right)=1$ and $n \geq N\left(x^{\infty}\right)$ implies $\pi_{\theta}\left(A_{\varepsilon} \mid x^{n}\right)>1-\delta$ for all $\theta \in B_{x^{\infty}}$.

First, note that the conditional distribution of $X^{n}$ given $\Theta=\theta$ is absolutely continuous with respect to $\lambda$ with density $g_{n}\left(x^{n} \mid \theta\right)=$ $\int_{\mathscr{P}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi_{\theta}(P)$. It follows from the measure-theoretic version of Bayes' theorem that, for each $n, \nu\left(\cdot \mid x^{n}\right) \ll \nu$ with probability 1 under $M_{n}$, the marginal distribution of $X^{n}$. [See Schervish (1995), Theorem 1.3.1.]

Next, note that in the earlier examples in this section, we transformed the data to the interval $(0,1)$ using $F_{*}$. The resulting distribution for $P$, the
distribution of the transformed data, gave probability 1 to the set of probabilities with densities that are strictly positive on all of $(0,1)$. This, together with $\mathscr{A}\left(P_{0} ; P_{\theta}\right)<\infty$ implies that for all $n$, the $n$-fold product of $P_{0}$ on $\mathscr{X}^{n}$ is absolutely continuous with respect to $M_{n}$.

Let $C$ be the set of sequences $x^{\infty}$ such that $\nu\left(\cdot \mid x^{n}\right) \ll \nu$ for all $n$. Since $M_{n}(C)=1$, then $P_{0}^{\infty}(C)=1$ and $P_{0}^{\infty}(C \cap B)=1$. For each $x^{\infty} \in C \cap B, n \geq$ $N\left(x^{\infty}\right)$ implies

$$
\pi\left(A_{\varepsilon} \mid x^{n}\right)=\int_{B_{x^{\infty}}} \pi_{\theta}\left(A_{\varepsilon} \mid x^{n}\right) d \nu\left(\theta \mid x^{n}\right)>(1-\delta) \nu\left(B_{x^{\infty}} \mid x^{n}\right)=1-\delta .
$$

Since $\delta$ is arbitrary, this proves that $P_{0}^{\infty}\left(\lim _{n \rightarrow \infty} \pi\left(A_{\varepsilon} \mid x^{n}\right)=1\right.$.
Uniform consistency is difficult to verify in general, and we do not believe that it is a necessary condition. [For example, Ghosal, Ghosh and Ramamoorthi (1999b) use a continuity condition instead of uniform consistency to prove a weaker form of consistency for location mixtures of symmetric Pólya trees.]

On the other hand, uniform consistency does hold in the simple case in which $\Omega$ is a finite set. For example, $\Omega$ might consist of a Pólya tree, an exponential family and a histogram. The posterior, as the prior, would then be a mixture of these three types of distributions.
3.5. A counterexample. In this section, we present an example in which Assumption 1 holds but Assumption 2 fails and the posteriori is inconsistent. The idea of the example is that the prior $\pi$ is split evenly between disjoint sets of probabilities $\mathscr{P}_{0}$ and $\mathscr{P}_{*}$. There are distributions $P \in \mathscr{P}_{0}$ such that $\mathscr{A}\left(P_{0} ; P\right)$ is arbitrarily small and $\pi\left(N_{\varepsilon}\right)>0$ for all $\varepsilon>0$. The densities in $\mathscr{P}_{*}$ however, are very far from $P_{0}$ in Hellinger distance, yet they track the data sufficiently well to acquire significant posterior probability infinitely often.

For each positive integer $N$, let

$$
\mathscr{T}_{N}=\left\{\left[0, \frac{1}{2 N^{2}}\right),\left[\frac{1}{2 N^{2}}, \frac{2}{2 N^{2}}\right), \ldots,\left[\frac{2 N^{2}-1}{2 N^{2}}, 1\right]\right\}
$$

be a partition of $[0,1]$. Let $\mathscr{P}_{N}$ be the set of probabilities with density functions that are constant on every interval in $\mathscr{T}_{N}$ and that assume only the two values 0 and 2 . The cardinality of $\mathscr{P}_{N}$ is $q_{N}=\left(\underset{N^{2}}{2}\right)$. Let $a_{N}=N^{-2} / c_{0}$, where

$$
\begin{equation*}
c_{0}=\sum_{N=1}^{\infty} 1 / N^{2} . \tag{28}
\end{equation*}
$$

Our prior distribution will place probability $a_{N} /\left[2 q_{N}\right]$ on each distribution in $\mathscr{P}_{N}$ for all $N$. The other half of the probability is distributed as follows. Let $\mathscr{U}_{0}$ be the set of all normal distributions with variance 1 and mean $\mu$ where $\mu \in[0, \sqrt{2}]$. Let $\Theta=\mu^{2} / 2$. Let $\Theta$ have prior density

$$
\begin{equation*}
\frac{1}{c_{1}} \exp \left(-\frac{1}{\theta}\right) I_{(0,1)}(\theta) \quad \text { where } c_{1}=\int_{0}^{1} \exp \left(-\frac{1}{\theta}\right) d \theta \tag{29}
\end{equation*}
$$

Let $\mathscr{P}_{0}$ be the collection of all distributions on [ 0,1 ] obtained by transforming the distributions in $\mathscr{U}_{0}$ by the standard normal cumulative distribution function $\Phi$. That is, each $P_{\theta} \in \mathscr{P}_{0}$ has density of the form $f_{P_{\theta}}(x)=\exp (-\theta$ $+\sqrt{2 \theta} \Phi^{-1}(x)$ ) for $0<x<1$ and some $\theta \in(0,1)$.

Now, suppose that $f_{0}(x) \equiv 1$ is the uniform density on $[0,1]$ and that $\left\{X_{n}\right\}_{n=1}^{\infty}$ are i.i.d. with this density. We will show that Assumption 1 holds but that the posterior is not consistent in the Hellinger distance metric. Using the well-known formula for Kullback-Leibler distance between Normals, it follows that $\mathscr{A}\left(P_{0} ; P_{\theta}\right)=\theta$ and the prior for $\Theta$ puts positive probability on every neighborhood of 0 , which means that $\pi$ puts positive probability on every set $N_{\varepsilon}$. So Assumption 1 holds. Second, let $\mathscr{P}_{*}=\cup_{N=1}^{\infty} \mathscr{P}_{N}$. Each $P \in \mathscr{P}_{*}$ satisfies $d\left(P_{0}, P\right)=\sqrt{2-\sqrt{2}}$, so $A_{\varepsilon} \cap \mathscr{P}_{*}=\varnothing$ for all $\varepsilon<\sqrt{2-\sqrt{2}}$. We will prove that $\lim \sup _{n \rightarrow \infty} \pi\left(\mathscr{P}_{*} \mid x^{n}\right)=1$ a.s., hence the conclusion to Theorem 1 fails.

If $N^{2} \geq n$, then for all $x_{1}, \ldots, x_{n}$, there are at least $\binom{2 N^{2}-n}{N^{2}-n}$ distributions $P \in \mathscr{P}_{N}$ such that $\prod_{i=1}^{n} f_{P}\left(x_{i}\right)=2^{n}$. So, for every $x^{\infty}$,

$$
\begin{aligned}
\int_{\mathscr{P}_{*}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) & \geq 2^{n} \sum_{N \geq \sqrt{n}} \frac{a_{N}}{2 q_{N}}\binom{2 N^{2}-n}{N^{2}-n} \\
& =2^{n-1} \sum_{N \geq \sqrt{n}} a_{N} \frac{\binom{2 N^{2}-n}{N^{2}-n}}{\binom{2 N^{2}}{N^{2}}} \\
& \geq \sum_{N \geq \sqrt{n}} \frac{a_{N}}{2}\left(1-\frac{n-1}{N^{2}}\right)^{n} \\
& \geq \sum_{N \geq n} \frac{a_{N}}{2}\left(1-\frac{n-1}{N^{2}}\right)^{n} \\
& \geq\left(1-\frac{n-1}{n^{2}}\right)^{n} \sum_{N \geq n} \frac{a_{N}}{2} \\
& \geq\left(1-\frac{n-1}{n^{2}}\right)^{n} \frac{1}{2 c_{0} n} \\
& \geq \frac{\exp (-2)}{2 c_{0} n},
\end{aligned}
$$

for all but finitely many $n$, where $c_{0}$ is defined in (28). The inequality on the combinatorial terms follows from noting that the ratio of the two terms consists of the product of $n$ fractions, each of which is greater than or equal to $\left(N^{2}-n+1\right) /\left(2 N^{2}\right)$.

Next, consider the integral over $\mathscr{P}_{0}$. Recalling the definition of $c_{1}$ in (29), we have that for all $x^{\infty}$ and all $n$

$$
\begin{aligned}
\int_{\mathscr{P}_{0}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) & =\frac{1}{2 c_{1}} \int_{0}^{1} \exp \left(-\frac{1}{\theta}-n \theta+\sqrt{2 \theta} \sum_{i=1}^{n} \Phi^{-1}\left(x_{i}\right)\right) d \theta \\
& \leq \frac{1}{2 c_{1}} \exp \left(-2 \sqrt{n}+\sqrt{2} \max \left\{0, \sum_{i=1}^{n} \Phi^{-1}\left(x_{i}\right)\right\}\right)
\end{aligned}
$$

because $1 / \theta+n \theta \geq 2 \sqrt{n}$ for all $\theta \in(0,1)$ and all $n$. We know that with probability $1, \max \left\{0, \sum_{i=1}^{n} \Phi^{-1}\left(x_{i}\right)\right\}=0$ infinitely often according to the law of the iterated logarithm. It follows that, with probability 1 ,

$$
\begin{equation*}
\int_{\mathscr{P}_{0}} \prod_{i=1}^{n} f_{P}\left(x_{i}\right) d \pi(P) \leq \frac{1}{2 c_{1}} \exp (-2 \sqrt{n}) \text {, i.o. } \tag{31}
\end{equation*}
$$

It follows from (30) and (31) that

$$
\begin{equation*}
P_{0}^{\infty}\left(\frac{\pi\left(\mathscr{P}_{*} \mid x^{n}\right)}{\pi\left(\mathscr{P}_{0} \mid x^{n}\right)} \geq \frac{\exp (2[\sqrt{n}-1]) c_{1}}{c_{0} n} \text { i.o. }\right)=1 \tag{32}
\end{equation*}
$$

Since the fraction on the right-hand side of the inequality in (32) goes to infinity and $\pi\left(\mathscr{P}_{0} \cup \mathscr{P}_{*} \mid x^{n}\right)=1$, we have that

$$
\limsup _{n \rightarrow \infty} \pi\left(\mathscr{P}_{*} \mid x^{n}\right)=1 \quad \text { a.s. }\left[P_{0}^{\infty}\right] .
$$

4. Discussion. We have given two conditions that imply consistency of the posterior, and we have shown how to verify the conditions in a few examples. Geman and Hwang (1982) and Wong and Shen (1995) give results on consistency of sieve maximum likelihood estimators (MLE's). Some of their conditions are similar to ours. Our major difference between proving consistency for MLEs and posterior distributions using sieves is that for MLEs the sieve plays a crucial role in the definition of the MLE. That is, the MLE is the element of $\mathscr{F}_{n}$ that leads to the largest value of the likelihood function. If one changes to a different sieve, the sequence of MLEs will change. On the other hand, when using sieves to prove consistency of posterior distributions, only the prior distribution and likelihood affect the posterior. The particular sieve used to prove consistency is only a tool for the proof. Of course some sieves are easier to work with than others, but they do not figure in the computation of posterior probabilities.

We have not discussed rates of convergence in this paper. It is possible to compute rates of convergence by replacing the fixed $\varepsilon$ in Theorem 1 with a decreasing sequence $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$. See Shen and Wasserman (1998) and Ghoshal, Ghosh and van der Vaart (1998).

## APPENDIX

Proof that Radon-Nikodym derivatives are jointly measurable. We use the following lemma in much of this paper. The notation comes from Section 2.

Lemma 10. For every $Q \in \mathscr{Q}$, there is a version $f_{Q}$ of $d Q / d \lambda$ such that the function $g: \mathscr{Q} \times \mathscr{X} \rightarrow \mathbb{R}$ defined by $g(Q, x)=f_{Q}(x)$ is jointly measurable.

Proof. Since $(\mathscr{X}, \mathscr{B})$ is separable, there exists a countable collection $\mathscr{B}_{0}=\left\{B_{n}\right\}_{n=1}^{\infty}$ of elements of $\mathscr{B}$ such that $\mathscr{B}$ is the smallest $\sigma$-field containing $\mathscr{B}_{0}$. Create a sequence $\left\{\rho_{n}\right\}_{n=1}^{\infty}$ of partitions of $\mathscr{X}$ as follows. Let $\rho_{1}=\left\{B_{1}, B_{1}^{C}\right\}$. For $n>1$, let $\rho_{n}$ consist of the intersections of $B_{n}$ and $B_{n}^{C}$ with all of the elements of $\rho_{n-1}$. In this way we have that $\rho_{n}$ is a refinement of $\rho_{n-1}$ for all $n>1$ and $\cup_{n=1}^{\infty} \rho_{n}$ generates the $\sigma$-field $\mathscr{B}$. Let $m_{n}$ be the number of distinct nonempty sets in $\rho_{n}$ and let $\rho_{n}=\left\{B_{n, 1}, \ldots, B_{n, m_{n}}\right\}$.

For each $Q \in \mathscr{Q}$ each $n$ and each $x \in \mathscr{X}$, define

$$
\begin{equation*}
f_{Q, n}(x)=\sum_{i=1}^{m_{n}} \frac{Q\left(B_{n, i}\right)}{\lambda\left(B_{n, i}\right)} I_{B_{n, i}}(x), \tag{33}
\end{equation*}
$$

where we can let the fraction be 0 whenever $\lambda\left(B_{n, i}\right)=0$. We will prove that $g_{n}: \mathscr{Q} \times \mathscr{X} \rightarrow \mathbb{R}$ defined by $g_{n}(Q, x)=f_{Q, n}(x)$ is jointly measurable, that $g^{\prime}=\lim \sup _{n \rightarrow \infty} g_{n}$ is a jointly measurable and that $g^{\prime}(Q, \cdot)$ is a version of $d Q / d \lambda$ for each $Q$.

First, define $h_{n, i}(Q)=Q\left(B_{n, i}\right)$. This function is clearly continuous in the total variation topology and hence in the Hellinger topology. Since continuous functions are measurable, $h_{n, i}$ is measurable as a function from $\mathscr{Q}$ to $\mathbb{R}$. Since $h_{n, i}$ depends only on $Q$, it can also be considered as a measurable function from $\mathscr{Q} \times \mathscr{X}$ to $\mathbb{R}$. Since $B_{n, i} \in \mathscr{B}$, we know that $I_{B_{n, i}}$ is measurable as a function from $\mathscr{X}$ to $\mathbb{R}$ and can also be considered as a measurable function from $\mathscr{Q} \times \mathscr{X}$ to $\mathbb{R}$. Hence $h_{n, i} I_{B_{n, i}}$ is a measurable function from $\mathscr{Q} \times \mathscr{X}$ to $\mathbb{R}$. Since all $\lambda\left(B_{n, i}\right)$ are constants, we have that each term in the sum in (33) is measurable, so the sum is measurable. Hence, $g_{n}(\cdot, \cdot)$ is jointly measurable. Which terms in the sum are 0 for all $x$ and $Q$ is predetermined by the values of $\lambda\left(B_{n, i}\right)$, so this does not affect measurability. Since the limsup of a sequence of measurable functions is measurable, it follows that $g^{\prime}=$ $\lim \sup _{n \rightarrow \infty} g_{n}$ is measurable.

All that remains is to show that $g^{\prime}(Q, \cdot)$ is a version of $d Q / d \lambda$ for each $Q$. For each $Q \in \mathscr{Q}$, let $f_{Q}^{\prime}$ be an arbitrary version of $d Q / d \lambda$. Since we have assumed that $\lambda$ is a probability measure we can think of $f_{Q}^{\prime}$ as a finite-mean random variable on the probability space $(\mathscr{X}, \mathscr{B}, \lambda)$. Let $\mathscr{B}_{n}$ stand for the finite $\sigma$-field generated by the partition $\rho_{n}$. It follows that $\mathscr{B}$ is the smallest $\sigma$-field containing $\cup_{n=1}^{\infty} \mathscr{B}_{n}$. If $A \in \mathscr{B}_{n}$, then $A$ is a union of some of the $B_{n, i}$, say $B_{n, i_{1}}, \ldots, B_{n, i_{k}}$. It follows that

$$
\int_{A} f_{Q}^{\prime}(x) d \lambda(x)=Q\left(\bigcup_{j=1}^{k} B_{n, i_{j}}\right)=\sum_{j=1}^{k} Q\left(B_{n, i_{j}}\right)=\int_{A} g_{n}(Q, x) d \lambda(x) .
$$

It follows that $g_{n}(Q, \cdot)=\mathrm{E}\left(f_{Q}^{\prime} \mid \mathscr{B}_{n}\right)$ for all $n$. Since $\left\{\mathscr{B}_{n}\right\}_{n=1}^{\infty}$ is an increasing sequence of $\sigma$-fields, we have that $g_{n}(Q, \cdot)$ is a martingale adapted to that sequence of $\sigma$-fields. Since $\mathrm{E}\left(\left|f_{Q}^{\prime}\right|\right)=1$, Lévy's theorem [Schervish (1995), Theorem B.118] applies and $g_{n}(Q, \cdot)$ converges a.s. [ $\lambda$ ] to $\mathrm{E}\left(f_{Q}^{\prime} \mid \mathscr{B}_{\infty}\right)$, where $\mathscr{B}_{\infty}$ is the $\sigma$-field generated by $\cup_{n=1}^{\infty} \mathscr{B}_{n}$. We already saw that $\mathscr{B}_{\infty}=\mathscr{B}$. Since $f_{Q}^{\prime}$
is $\mathscr{B}$-measurable, we have that $g_{n}(Q, \cdot)$ converges to $f_{Q}^{\prime}$ a.s. [ $\lambda$ ]. This implies that $\lim \sup _{n \rightarrow \infty} g_{n}(Q, x)=f_{Q}^{\prime}(x)$ a.s. [ $\lambda$ ], hence $g^{\prime}(Q, \cdot)$ is a version of $d Q / d \lambda$.

## Measurability of $\mathscr{\mathscr { C }}\left(\boldsymbol{P}_{0} ; P\right)$.

Lemma 11. $\mathscr{A}\left(P_{0} ; P\right)$ is measurable as a function of $P$.

Proof. Let $g(P, x)=f_{P}(x)$ be the function constructed in the proof of Lemma 10. Define $h: \mathscr{P} \times \mathscr{X} \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ by

$$
h(P, x)=f_{0}(x) \log \frac{f_{0}(x)}{g(P, x)} .
$$

This $h$ is also jointly measurable and $\mathscr{A}\left(P_{0} ; P\right)=\int_{\mathscr{C}} h(P, x) d \lambda(x)$. Let $h=$ $h^{+}-h^{-}$where $h^{+} \geq 0$ and $h^{-} \geq 0$ are known as the positive and negative parts of $h$. Since $\mathscr{I}\left(P_{0} ; P\right) \geq 0$ for all $P$ and since

$$
\begin{align*}
\mathscr{J}\left(P_{0} ; P\right) & =\int_{\mathscr{X}} h(P, x) d \lambda(x)  \tag{34}\\
& =\int_{\mathscr{X}} h^{+}(P, x) d \lambda(x)-\int_{\mathscr{X}} h^{-}(P, x) d \lambda(x),
\end{align*}
$$

we must have that $\int_{\mathscr{C}} h^{-}(P, x) d \lambda(x)<\infty$ for all $P$. So, if we can prove that both integrals on the far right-hand side of (34) are measurable functions of $P$, we are done. The proofs are identical. Let $h^{*}$ be a nonnegative measurable function of ( $P, x$ ) and approximate it from below by a sequence $\left\{h_{n}\right\}_{n=1}^{\infty}$ of nonnegative simple functions, where each $h_{n}(P, x)=\sum_{i=1}^{m_{n}} a_{n, i} I_{A_{n, i}}(P, x)$. The monotone convergence theorem implies that for every $P$,

$$
\lim _{n \rightarrow \infty} \int_{\mathscr{X}} h_{n}(P, x) d \lambda(x)=\int_{\mathscr{X}} h^{*}(P, x) d \lambda(x)
$$

Since the limit of measurable functions is measurable, all we need to prove is that the integral of each $h_{n}$ is measurable. But this will follow if the integral of each indicator function is measurable. This last fact is proven in Schervish (1995), Lemma A.61.

Proof of Lemma 9. Fix $\varepsilon \in(0,1)$. Let $h=\log d P_{0} / d \lambda$ and let $A_{b}=\{x$ : $|h|<b\}, A_{b}^{+}=\{x: h \geq b\}$ and $A_{b}^{-}=\{x: h<-b\}$. Define $\rho(x)=h(x) I_{A_{b}}(x)+$ $b I_{A_{b}^{+}}(x)-b I_{A_{\bar{b}}}$. Choose $b$ such that $\mathrm{E}\left(|h| I_{|h| \geq b}\right)<\varepsilon$ where the expectation is with respect to $\lambda$. Thus, $\mathrm{E}(|h-\rho|)<\varepsilon$ and by Markov's inequality, $P_{0}(|h|>$
$b) \leq \varepsilon / b$. Choose $g \in \mathscr{C}_{r b}$ such that $\int|\rho-g| d \lambda<\varepsilon^{2} e^{-r b}$. Let $a=e^{b}$. Then,

$$
\begin{aligned}
\int|\rho-g| d P_{0} & =\int|\rho-g| \frac{d P_{0}}{d \lambda} d \lambda \\
& \leq a \int|\rho-g| d \lambda+(b+r b) P_{0}\left(\frac{d P_{0}}{d \lambda}>a\right) \\
& <\varepsilon+(r+1) b P_{0}\left(\log \frac{d P_{0}}{d Q}>b\right) \\
& <\varepsilon+(r+1) \varepsilon .
\end{aligned}
$$

Let $c=\int e^{g} d \lambda$. Then

$$
\begin{aligned}
\mathscr{F}\left(P_{0} ; P_{g}\right) & =\mathrm{E}\left(\log \frac{d P_{0}}{d \lambda}-g\right)+\log c \\
& \leq \mathrm{E}\left|\log \frac{d P_{0}}{d \lambda}-\rho\right|+\mathrm{E}|\rho-g|+\log c \\
& \leq(r+3) \varepsilon+\log c .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
c & \leq \int e^{\rho+\varepsilon} d \lambda+e^{r b} \lambda(g-\rho>\varepsilon) \\
& \leq\left(1+e^{-b}\right) e^{\varepsilon}+e^{r b} \varepsilon^{-1} \int|g-\rho| d \lambda \\
& \leq\left(1+e^{-b}\right) e^{\varepsilon}+\varepsilon \\
& \leq 1+e^{-(b-1)}+e \varepsilon .
\end{aligned}
$$

For large $b, \log c \leq e^{-(b-1)}+e \varepsilon \leq 3 \varepsilon$ so that $\mathscr{A}\left(P_{0} ; P_{g}\right)<(r+6) \varepsilon$.
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