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The Core Decomposition of Networks:

Theory, Algorithms and Applications

(The VLDB Journal, 2019)

Fragkiskos D. Malliaros∗, Christos Giatsidis†, Apostolos N. Papadopoulos‡,

and Michalis Vazirgiannis§

Abstract

The core decomposition of networks has attracted significant attention due to its numerous appli-

cations in real-life problems. Simply stated, the core decomposition of a network (graph) assigns to

each graph node v, an integer number c(v) (the core number), capturing how well v is connected with

respect to its neighbors. This concept is strongly related to the concept of graph degeneracy, which has

a long history in Graph Theory. Although the core decomposition concept is extremely simple, there

is an enormous interest in the topic from diverse application domains, mainly because it can be used

to analyze a network in a simple and concise manner by quantifying the significance of graph nodes.

Therefore, there exists a respectable number of research works that either propose efficient algorithmic

techniques under different settings and graph types or apply the concept to another problem or scientific

area. Based on this large interest in the topic, in this survey, we perform an in-depth discussion of core

decomposition, focusing mainly on: i) the basic theory and fundamental concepts, ii) the algorithmic

techniques proposed for computing it efficiently under different settings, and iii) the applications that

can benefit significantly from it.
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1 Introduction

Graph management and graph mining are two important research areas with a plethora of significant

practical applications [3, 36]. The main reason for this is the fact that graphs are ubiquitous and, therefore,

their efficient management and mining is necessary to guarantee fast and meaningful knowledge discovery.

Research on graph processing and mining was boosted by the need to explore and analyze massive graphs

in Big Data Analytics tasks, aiming at computational efficiency and high scalability.

A network or graph (we will use the terms interchangeably) is denoted by G(V,E), where V is the set

of nodes or vertices and E is the set of edges or links. We will follow the trend in the literature and use

the symbol n for the number of nodes (n = |V |) and the symbol m for the number of edges (m = |E|).

The number of neighbors of a node u ∈ V plays a central role in general, and it will be denoted by deg(u).

Figure 1(a) presents a simple graph G(V,E) with n = 8 nodes and m = 12 edges. Based on the degree

definition, deg(v1) = 2, deg(v4) = 2 whereas node v3 has the highest degree deg(v3) = 5. Therefore, node

v8 has the smallest degree and node v3 the highest.

(a) 1-core (b) 2-core (c) 3-core

Figure 1: A small graph G with n = 8 nodes and m = 12 edges and the corresponding 1-core, 2-core and
3-core of G.

In many modern applications graphs are first class citizens. For example:

• The Web [80] can be modeled as a graph, where nodes represent web pages and edges represent

hyperlinks among them.

• In a social network [2], nodes may represent users and edges may provide information regarding

friendship relationships.

• In protein analysis, a protein-protein interaction network (PPI for short) [122] may be represented

as a graph, where nodes represent different proteins and edges capture the interaction between

proteins during a specific experiment.

• Graphs may also represent interactions among different types of nodes. For example, purchase

information may be captured by using a bipartite graph, where a set of nodes (e.g., customers)

interact with another set of nodes (e.g., products). In this case, a link between a customer c and a

product p captures the fact that p was purchased by c.

These are only a few examples of applications that model elements and the interactions among them

by using a graph structure. In these cases, it is important to rely on the structural properties of the

interactions among the elements in order to discover useful and meaningful patterns.

Exploring and analyzing massive complex networks involves the execution of (usually) computationally

intensive tasks, aiming at uncovering the network structure and detecting the presence of useful patterns
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that could be proven significant. Some important graph mining tasks involve: reachability queries, graph

partitioning, graph clustering, classification of graph nodes, predicting network evolution, discovering

dense subgraphs, detecting influential spreaders.

In many cases we are searching for graph nodes that are considered “central” with respect to a

specific problem at hand. Therefore, the concept of node importance is crucial in network analysis, since

it is expected that among the nodes of a massive network, only a small fraction is of high significance.

Evidently, one should first determine a method to quantify this significance (importance), since this

concept is highly related to the application under consideration. For example, if we assume that we are

interested in nodes with a large degree (simply because the number of links is important), then evidently,

importance is directly measured by counting the number of neighbors of every node (a concept known as

degree centrality). As another example, we may define importance in relation to the number of triangles

each node participates in; the higher the number of triangles, the higher the node importance. Another

popular measure of importance is the total number of shortest paths passing through a specific node

(also known as betweenness centrality [50]). Also, one can quantify node importance using the concept

of random walks and applying techniques similar to PageRank [27]. In such a case, the importance of a

node is represented by the probability that this node will be visited by a random walker.

Based on the previous discussion, we realize that there is a plethora of different ways to define impor-

tance. However, it turns out that the concept of core decomposition can be used efficiently and effectively

to quantify node importance in many different domains, thus, avoiding the use of more complex and com-

putationally intensive algorithmic techniques. To be precise, the core decomposition of a simple graph

G can be computed in linear time with respect to the number of edges of G, if the computation is done

in main memory. Simply put, the k-core of a graph G is the maximal induced subgraph Gk, where the

number of neighbors of every node u in Gk is at least k. The core number of a node u (c(u)) is defined

as the maximum value of k such that u is contained in Gk. Figure 1 illustrates the 1-core, the 2-core and

the 3-core of a toy graph. Based on the definition of the core number, it holds that c(v8) = 1, c(v1) = 2

and c(v6) = 3.

Roadmap. Based on the fact that the core decomposition concept has numerous applications in diverse

domains, in this survey we cover the topic as thoroughly as possible, by presenting the concepts, the

algorithmic techniques used and also the fundamental applications that base their main results on the

core number (or variations) of graph nodes. This survey was inspired by four tutorials presented by

the authors [101] in the following conferences: i) 7th IEEE/ACM International Conference on Social

Network Analysis and Mining (ASONAM) 2015, ii) 19th EDBT/ICDT Joint Conference 2016, iii) IEEE

International Conference on Data Mining (ICDM) 2016 and iv) The European Conference on Machine

Learning and Principles and Practice of Knowledge Discovery in Databases (ECMLPKDD) 2017. To the

best of our knowledge, this is the first comprehensive survey of the area. Existing works like [30, 23] cover

only specific parts of the problem and they do not provide an in-depth discussion of the algorithms and

the associated application domains.

Table 1 presents the timeline of the main research works related to core decomposition that are cited

in this survey. We classify the related research contributions into two basic groups: i) concepts and

algorithmic techniques and ii) representative application domains. In addition, the main topics covered

in this survey are summarized in four categories (graph types, decomposition types, algorithms discussed

and applications) as shown in Table 2. For each topic there are relevant references to the main text, to

help the reader focus on the most relevant sections. The rest of this article is organized as follows:

• In Section 2 we present some fundamental concepts in addition to the basic definition of the core

decomposition and some of its most widely used extensions for specific graph types. In particular,
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Table 1: Core decomposition timeline.

Concepts and Algorithmic Techniques • Year • Representative Application Domains

coloring number [45] • 1968 •
degeneracy [94] • 1970 •

width [51] • 1982 •
• 1983 • dense subgraphs [133]

linkage [78] • 1996 •
• 1999 • adjacency matrix visualization [16]
• 2000 • web analysis [80]

generalized cores [17] • 2002 •
main-memory computation [18] • 2003 •

• 2005 • network analysis [8], visualization [6]
• 2006 • complex networks [41], fingerprinting and

visualization [7]
• 2007 • internet topology [29]

truss decomposition [34] • 2008 • internet evolution [165], network
analysis [69, 87, 9], neuroscience [67]

• 2009 • cell biology [99]
• 2010 • influential spreaders [79]

D-cores [62], disk-based computation [32],
distributed computation [109], anchored

k-core [20]

• 2011 • communities [63], influence [28],
neuroscience [147]

triangle cores (truss) [150, 166], weighted
networks [54]

• 2012 • visualizing triangle k-core [166]

dynamic cores [127], distributed
computation [110] , weighted networks [43]

• 2013 • influential spreaders [168],
engagement [103, 55], network analysis [1],
neuroscience [135]

local estimation [114], uncertain graphs [24],
S-cores [60]

• 2014 • clustering [61], neuroscience [125], influential
spreaders [119, 95]

temporal graphs [157], disk-based and
in-memory [77], parallel computation [134],

density-friendly decomposition [141]

• 2015 • keyword extraction [124], influential
communities [92], earthquake networks [68],
cell biology [73, 44], neuroscience [156, 21],
textual event detection [106], engagement
[104]

incremental computation [126], disk-based
computation [65, 153], distributed

computation [12], uncertain truss [72]

• 2016 • cell biology [42, 120], graph mining [136],
network analysis [148], neuroscience [85] ,
network decycling and dismantling [161],
influential spreaders [102], keyword
extraction [143], summarization [144]

hidden cores [139], multilayer graphs [53],
parallel computation [152, 74],

density-friendly decomposition [38], k-peak
decomposition [66], (k, r)-core [164], core

unravelling [162], truss in uncertain graphs
[170], dynamic graphs [167], α-β-core [40]

• 2017 • distributed clustering [33], community
search [4, 46], engagement [163],
ecology [58, 57], influential spreaders [5],
keyword extraction [107]

distributed computation [71], probabilistic
cores [121], radius-bounded cores [151],

bipartite peeling [128], temporal graphs [52],
local truss and nucleus [129]

• 2018 • community search [90, 91], biology [56],
ecology [112], core resilience [86], metabolic
networks [49], patterns and anomaly
detection [137], graph similarity [113]

disk-based computation [154],
distance-based cores [25]

• 2019 • network decycling and dismantling [132],
statistical mechanics [111]
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Table 2: Main topics covered.

GRAPH TYPES

simple (§2.1, §4)

directed (§2.2.1,
§2.2.3)

weighted (§2.2.2,
§4.7, §4.10)

signed (§2.2.3)

bipartite (§2.2.4)

dynamic (§2.2.5,
§3.3)

temporal (§2.2.6,
§3.3, §4.2, §5)

uncertain (§2.2.7,
§3.6)

multilayered (§2.2.8)

hidden (§2.2.9)

DECOMPOSITIONS

simple core (§1, §3.1,
§3.2)

weighted core (§2.2.2,
§4.4, §4.10)

D-core (§2.2.1)

S-core (§2.2.3)

(α-β)-cores (§2.2.4)

(k-η)-cores (§2.2.7)

generalized cores
(§2.3)

truss (§2.4.1, §4.4,
§4.7)

density-friendly
(§2.4.2)

peak (§2.4.3)

nucleus (§2.4.4)

distance-based
(§2.4.5)

tip and wing (§2.4.6)

radius-bounded
(§2.4.7)

ALGORITHMS

baseline (§3.1)

linear (§3.1)

disk-based (§3.2)

dynamic (§3.3)

local computation
(§3.4)

parallel (§3.5.1)

distributed (§3.5.2)

probabilistic (§3.6)

APPLICATIONS

network modeling
(§4.1)

network analysis (§4.1)

network evolution
(§4.2)

anomaly detection
(§4.3)

influential spreaders
(§4.4)

network visualization
(§4.5)

communities (§4.6)

dense subgraphs (§4.6)

text analytics (§4.7)

engagement dynamics
(§4.8)

graph similarity (§4.9)

physics (§4.10)

biology (§4.10)

ecology (§4.10)

neuroscience (§4.11)

we will focus on simple, directed, weighted, signed, probabilistic, temporal, multilayer and hidden

graphs which are frequently used in modern network-based applications.

• Section 3 offers a thorough overview of some of the the algorithmic techniques required for the core

decomposition computation in different settings. In particular, we cover main memory computation,

disk-based computation, local core number computation, parallel/distributed core decomposition

and core decomposition in probabilistic graphs. Since it is not possible to cover every single algorithm

in its full extend, we have selected a representative set of algorithms which we describe in detail

and for the rest we offer the corresponding links to related research.

• Next, Section 4 elaborates on diverse application domains that benefit significantly from the core

decomposition concept. More specifically, we present the application of the core decomposition

concept in domains such as: network analysis, temporal evolution, influence maximization, dense

subgraph discovery, community detection, text mining, biological network analysis and neuroscience.

Evidently, the list is not exhaustive but we believe that these domains cover the vast majority of

research performed in the area. We note that the research contributions presented in this section

reuse existing techniques related to different versions of the k-core concept presented in the two

previous sections and they apply them in different scientific areas. The purpose of this section is to
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point out that the k-core decomposition is useful in many different disciplines.

• Finally, Section 5 concludes this survey and discusses briefly open problems and future research di-

rections in areas like network representation learning, influence maximization and machine learning.

2 Fundamental Concepts

In this section, we cover the most important concepts related to core decomposition. In particular, we

formally present the basic definitions and the most important properties which can be used by applications

for performing more complex network analysis tasks. Table 3 illustrates some frequently used symbols

and the corresponding interpretations.

Table 3: Frequently used symbols.

Symbol Interpretation

G a graph

V set of vertices (or nodes) of G

E set of edges of G

n number of nodes (n = |V |)

m number of edges (m = |E|)

u, v some vertices of G

N(u) set of direct neighbors of vertex u

Nd(u) set of neighbors of u at a distance at most d

deg(u) degree of node u (number of incident edges)

degS(u) degree of node u in subgraph S

c(u) core number of node u

δ∗(G) the degeneracy of graph G

2.1 Simple Graphs

Let G(V,E) denote an undirected and unweighted graph, where V is the set of nodes and E is the

set of edges. The k-core decomposition of G is a threshold-based hierarchical decomposition of G into

nested subgraphs. The basic idea is that a threshold k is set on the degree of each node; nodes that do

not satisfy the threshold, are excluded from the process. The following definitions provide some basic

knowledge regarding the concepts around core decomposition.

Definition 1 (k-shell subgraph) The k-shell is the subgraph of G defined by the nodes that belong to

the k-core but not to the (k + 1)-core.

Definition 2 (k-core subgraph) Let H be a subgraph of G, i.e., H ⊆ G. H is defined to be the k-core

of G, denoted by Gk, if it is a maximal subgraph of G in which all nodes have degree at least k.

Definition 3 (graph degeneracy δ∗(G)) The degeneracy [94] δ∗(G) of a graph G is defined as the

maximum k for which graph G contains a non-empty k-core subgraph.

8



3-core

2-core

1-core

Core number Core number Core numberc = 1 c = 2 c = 3

Figure 2: Example of the k-core decomposition.

Definition 4 (core number) A node v has core number c(v) = k, if it belongs to a k-core but not to

the (k + 1)-core.

Based on the above definitions, it is evident that if all the nodes of the graph have degree at least

one, i.e., deg(v) ≥ 1, ∀v ∈ V , then the 1-core subgraph corresponds to the whole graph, i.e., G1 ≡ G.

Furthermore, assuming that Gi, i = 0, 1, 2, . . . , δ∗(G) is the i-core of G, then the k-core subgraphs are

nested. Formally:

G0 ⊇ G1 ⊇ G2 ⊇ . . . ⊇ Gδ∗(G) (1)

Typically, the subgraph Gδ∗(G) is called the maximal k-core subgraph of G. Figure 2 depicts an example

of a graph and the corresponding k-core decomposition. As we observe, the degeneracy of this graph is

δ∗(G) = 3; therefore, the decomposition creates three nested k-core subgraphs, with the 3-core being the

maximal one. An attempt to create a higher order core subgraph (i.e., the 4-core of the graph) would

result in an empty subgraph, since the removal of one of the nodes belonging to the 3-core will force the

removal of the remaining nodes. The nested structure of the k-core subgraphs is indicated by the dashed

lines shown in Figure 2. Furthermore, the color of the nodes indicate the core number c(u) of each node

u.

It is important to note that the k-core subgraphs are not necessarily connected. As an example,

consider the graph shown in Figure 3(a). The graph is composed of two cliques (complete subgraphs) of

size four that are connected by a node x with a degree of 2. Evidently, the graph is a 2-core, since the

degree of each node is at least 2. The transition from the 2-core to the 3-core of G will eliminate node x,

since deg(x) = 2. The remaining nodes constitute the 3-core of the graph, which evidently is disconnected

as shown in Figure 3(b).

The concept of degeneracy in graphs, as defined above, is also known as width [51] and linkage [78].

It is also related to the coloring number α of a graph [45], which is defined as the least k for which there

is an ordering ≺ of the graph nodes, such that for every v ∈ V , the number of adjacent nodes w ≺ v is

less than k.
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(a) 2-core (b) 3-core

Figure 3: Example of a disconnected k-core subgraph. The 2-core is shown in (a). The removal of the
node with degree 2 leads to (b) which depicts the 3-core (and also the maximum core of the graph). The
3-core is disconnected.

2.2 Extensions to Other Types of Graphs

The k-core decomposition described above considers that graphs are unweighted and undirected. How-

ever, many real-world networks carry rich semantics, as expressed by more complex graph types. To that

end, there exist research efforts towards meaningful extensions of the k-core decomposition to other types

of graphs. In most of the cases, these extensions pose additional challenges to the efficient computation

of the decomposition as well.

2.2.1 Directed Graphs

Directed graphs or digraphs [13] are characterized by rich semantics in comparison to simple graphs,

simply because edge direction is important. In a directed graph the degree of a node u may refer to the

number of incoming links (degin(u)) or to the number of outgoing links (degout(u)). These are also known

as the in-degree and the out-degree respectively.

Giatsidis et al. [64, 62] introduced D-cores, an extension of the k-core structure to directed graphs.

In this case, the notion of (k, ℓ)-core is used to represent subgraphs in which all nodes have in-degree at

least k and out-degree at least ℓ respectively.

2.2.2 Weighted Graphs

A weighted graph is characterized by the existence of weights on the graph edges. Each edge e is associated

with a weight w(e) that may represent the cost of the edge, or the strength of the link between the

participating nodes, or any other type of quantification, depending on the application. Computing the

core decomposition in a weighted graph is significantly harder than the computation in a simple graph,

mainly because there is no easily derived bound on the core number of a node.

Definition 5 (Weighted k-core) Let G(V,E,w) be a weighted graph with w : E → R
+ denoting a

weight function that assigns weights on the edges of the graph. Let also degw(u) be the weighted degree of

node u in (G,w), i.e., degG,w(u) =
∑

e∈N(u)w(e). If (H,w′) is a subgraph of G where w′ is the restriction

of w to the edges of H, we define ∆(H,w′) = min{degH,w(u)|u ∈ VH}. Moreover, the weighted degeneracy

of G is defined as δ∗(G,w) = max{∆(H,w′)|(H,w′) is subgraph of (G,w)}. Then, the k-core of (G,w) is

the maximum-size subgraph (H,w′) of (G,w) where ∆(H,w) ≥ k.
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In [63, 54, 43], the authors propose efficient algorithms for computing the core decomposition in weighted

graphs.

2.2.3 Signed Graphs

In [60], an extension of the k-core decomposition for signed networks was proposed. Signed networks

[81, 82, 88] are used to capture the notion of positive and negative interactions among the nodes of a

graph (e.g., trust/distrust, friend/foe relationships). Examples of such networks include the trust networks

that can be produced by product review websites like Epinions1 and the voting election network between

the administrators of Wikipedia2.

Let G(V,E,w) be a signed directed graph, where w : E → {+,−} is a labeling of E, assigning either

a positive or a negative sign on the edges of G. Given a vertex v of G, we denote by deg+in(v,G) (resp.

deg+out(v,G)) the positive in-degree (respectively positive outdegree) of v in G, i.e., the number of positive-

signed edges tailing (respectively heading) on v. The negative in- and out-degrees of the vertices of G are

defined in a similar manner and are denoted by deg−in(v,G) and deg
−
out(v,G).

Definition 6 (Signed (ℓt, ks)-core) Let G(V,E,w) be a signed graph. Let also s, t ∈ {+,−} and k, l ∈

N. We define the (ℓt, ks)-core of G as the maximum size subgraph H of G where, for each vertex v of H,

it holds that degsin(v,H) ≥ k and degtout(v,H) ≥ ℓ.

2.2.4 Bipartite Graphs

A graph G(Vh, Va, Eb) is called bipartite if the node set V can be partitioned into two disjoint sets Vh
and Va, where V = Vh ∪ Va, such that every edge e ∈ Eb connects a node of Vh to a node of Va,

i.e., e = (i, j) ∈ E ⇒ i ∈ Vh and j ∈ Va. In other words, there are no edges between nodes of the

same partition. A common approach to analyze bipartite networks is to project them into weighted

or unweighted unipartite ones. Nevertheless, this simplistic approach has several drawbacks – with the

major one being the fact that, a node with degree d in the original bipartite network will result in a

d-clique in the projected one. Thus, hub nodes will dominate the maximal k-core subgraph produced by

the core decomposition on the projected unipartite network. In an approach to generalize the concept

of core decomposition in bipartite graphs under the context of recommender systems, where partitions

correspond to users and items, Ding et al. [40] defined the concept of α-β-core, which constitutes a direct

generalization of the traditional core decomposition.

Definition 7 (α-β-core) Let G(Vh, Va, Eb) be a bipartite graph and let H(V ′
h, V

′
a, (V

′
h, V

′
a)|Eb) be a sub-

graph induced by V ′
h ⊆ Vh and V ′

a ⊆ Va. We call S as a candidate α-β-core, if ∀u ∈ Vh, degH(u) ≥ α and

∀v ∈ Va, degH(v) ≥ β. A candidate α-β-core is a α-β-core if H is a maximal subgraph with respect to

both α and β.

2.2.5 Dynamic Graphs

A dynamic graph is characterized by changes performed on the set of nodes and/or the set of edges. These

changes may correspond to insertion or deletions of edges. Changes in the graph may have an impact on

the core numbers of nodes. In the worst case, an insertion of a single edge may change all core numbers of

nodes. On the other extreme, the insertion may cause no changes at all. The typical case is that an edge

1www.epinions.com
2www.wikipedia.org
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insertion (or deletion) will have an impact on some core numbers. Therefore, the challenge is to be able to

monitor the core numbers of all nodes by applying only a few computations, avoiding the re-computation

of the core decomposition.

In Section 3 we will discuss in detail, among others, a particular algorithm for monitoring the core

decomposition in a dynamic graph reported in [127], where insertions and deletions of edges may be

applied at any time. The main characteristic of that algorithm is that it detects the minimal set of

nodes that must be checked for changes in the core numbers, thus reducing the overall processing cost

significantly.

2.2.6 Temporal Graphs

A temporal graph is a special case of a dynamic graph. Two nodes u and v may be connected by an edge

at multiple time instances or intervals. We may assume that each edge is annotated with a timestamp,

denoting the time instance of the specific interaction. Also, two nodes may be linked for a specific time

interval [ti, tj ] defined by two time instances ti, tj , where ti ≤ tj .

In [157], the definition of the core decomposition is adapted to the case of temporal graphs. The

concept of (k, h)-core is defined, where as usual k represents the degree of a node and h represents the

number of multiple temporal edges between two vertices. Given a temporal graph G, the (k, h)-core of G

is the largest subgraph H(k,h) of G such that every vertex u in H(k,h) has at least k direct neighbors, and

there are at least h temporal edges between u and each one of its neighbors in H(k,h).

2.2.7 Probabilistic Graphs

A special category of graphs, includes graphs that introduce uncertainty with respect to the existence of

nodes and edges [75]. For example, an edge e between nodes u and v may exist or not. The existence of an

edge depends on several factors, mainly on the particular application under consideration. For example,

in a social network where an edge corresponds to a message exchange between two users, the message will

be sent with some probability (i.e., it is not sure that user u will send a message to user v). As another

example, consider a protein-protein interaction network, where each node corresponds to a protein and

each edge denotes interactions among proteins. In this case, we may realize that proteins u and v interact

in 70% of the cases, which means that the edge eu,v will be present in the graph with a probability of 0.7.

Also, uncertainty may be introduced on purpose for privacy reasons.

Computing the core decomposition of an uncertain graph is not trivial. One approach could be to

transform the uncertain graph into a weighted graph, where the weight w(e) of an edge e is inversely

proportional to the existential probability p(e) of the edge. However, this simplistic approach has severe

drawbacks, since the meaning of the probability is lost during this transformation and it does not give

any insight regarding the importance of the computed cores. To attack the problem, Bonchi et al. [24]

proposed a core decomposition methodology for uncertain graphs. The problem was also studied later

in [121]. The algorithm of [24] will be covered in detail in the following section that covers the major

algorithmic techniques.

2.2.8 Multilayer Graphs

Usually, we assume that graph nodes are of the same type and also graph edges represent the same

relationship among nodes. However, in many cases this simple view of the network may not represent

reality. People interact in many different ways. For example, two persons may be friends in real life, but
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also may be friends in a social network, may collaborate in a research project or may work in the same

company. These are different relationship types that may be present.

In its simplest form, a multilayer graph (a.k.a. multidimensional graph) G(V, E) is composed of a set

of nodes V and a set of edge subsets E = E1 ∪ E2 ∪ ... ∪ Eℓ, where ℓ is the total number of layers and

Ej contains the set of edges present in the j-th layer of G. The first algorithm for computing the core

decomposition of a multilayer graph is reported in [53].

Definition 8 (Multilayer k-core) Given a multilayer graph G(V, E) and an ℓ-dimensional integer vec-

tor k, the multilayer k-core of G is a maximal subgraph G[C] = (C ⊆ V,E[C]) such that µ(C, ℓ) ≥ kℓ, ∀ℓ,

where µ(C, ℓ) is the minimum degree of a node in layer ℓ. Vector k is referred to as coreness vector of

G[C].

The authors of [53] not only provide a novel definition for the core numbers on a multilayer graph but also

show that this definition has some nice properties regrading the density of the k-core subgraphs which

are in sync with the core decomposition concept in simple graphs.

2.2.9 Hidden Graphs

Conventional graphs are characterized by the fact that both the set of vertices V and the set of edges E

are known in advance, and are organized in such a way to enable efficient execution of basic tasks. Usually,

the adjacency lists representation is being used, which is a good compromise between space requirements

and computational efficiency. However, a concept that recently has started to gain significant interest is

that of hidden graphs [11]. In contrast to conventional graphs, a hidden graph is defined as G(V, f()),

where V is the set of vertices and f() is a function V × V → {0, 1} which takes as an input two vertex

identifiers and returns true or false if the edge exists or not respectively. Therefore, in a hidden graph the

edge set E is not given explicitly and it is inferred by using the function f().

Hidden graphs constitute an interesting tool and a promising alternative to conventional graphs, since

there is no need to represent the edges explicitly. This enables the analysis of different graph types that

are implicitly produced by changing the function f(). Note that the total number of possible graphs that

can be produced for the same set of vertices equals 2(
n

2), where n = |V | is the number of vertices. It

is evident, that the materialization of all possible graphs is not an option, especially when n is large.

Therefore, hidden graphs is a tempting alternative to model relationships among a set of entities. On

the other hand, there are significant challenges posed, since the existence of an edge must be verified by

evaluating the function f(), which is costly in general.

Motivated by recent developments in the area [140, 159] for detecting the top-k nodes with the highest

degrees in bipartite graphs, in [139], an algorithm is proposed to discover if a hidden graph contains a

k-core subgraph or not, by applying as few edge probing queries as possible.

2.3 Generalized Core Decomposition

The k-core decomposition was initially introduced for the degree property of the nodes in a graph. A

natural inquiry would be “why do we focus on node degrees?”. An obvious answer to this question would

be that the degree of a node is relatively easily computed and it is a very simple concept. However, the

degree is not the only node property that could be applied in this framework. Batagelj and Zaveršnik

proposed the notion of generalized cores [17], which extends cores from degree to other node properties.

In fact, any node property can be used potentially to define a different kind of core decomposition, where

the concept of the core is associated with the node property under consideration.
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Definition 9 (Generalized Cores or p-cores) Let G = (V,E) be a graph and let w : E → R be a

function assigning values (or weights) to the edges of the graph. A node property function p() that assigns

real values on graph G, is defined as p(v, C), where v ∈ V and C ⊆ V . Then, a subgraph H(VH , EH)

induced by the set VH ⊆ V is called a p-core at level t ∈ R if and only if (i) ∀v ∈ VH : t ≤ p(v, VH) and

(ii) VH is a maximal set.

Recall that, a function p() is called monotone if and only if the following property holds:

C1 ⊆ C2 ⇒ p(v, C1) ≤ p(v, C2), ∀v ∈ V. (2)

In [17] it was shown that for a monotone function p, the p-core at level t of the decomposition can

be found be successively removing nodes with value of p less than t – as has been already described

for the k-core decomposition. Furthermore, the subgraphs corresponding to the cores are nested, i.e.,

t1 < t2 ⇒ Ht2 ⊆ Ht2 . In fact, if we consider that function p corresponds to the degree of a node, i.e.,

p(v, C) = dCv , where d
C
v is the degree of node v in subgraph C, this function is monotone. Also, many

other functions on the nodes v of the graph including the in-degree and out-degree, the weighted degree

(i.e., sum of weights of the adjacent edges) and the number of cycles of length l that pass through node

v, have been proven to be monotone; thus, the same procedure can be used to extract the corresponding

p-cores.

2.4 Extensions of the Core Decomposition

In this section, we describe various extensions of the core decomposition, covering among others the notion

of truss decomposition – a particular type of generalized cores based on the property of triangles.

2.4.1 Truss Decomposition

The K-truss decomposition extends the notion of k-core using triangles, i.e., cycle subgraphs of length

three [34, 150, 166]. Let G(V,E) be an undirected graph. We define as a triangle △uvw a cycle subgraph

of nodes u, v, w ∈ V . Additionally, the set of triangles of G is denoted by △G. The support of an edge

e = (u, v) ∈ E is defined as sup(e,G) = |{△uvw : △uvw ∈ △G}| and expresses the number of triangles

that contain edge e.

Given an undirected graph G, the K-truss, K ≥ 2, denoted by TK(VTK
, ETK

), is defined as the

largest subgraph of G, where every edge is contained in at least K − 2 triangles within the subgraph,

i.e., ∀e ∈ ETK
, sup(e, TK) ≥ K − 2. Based on that, the truss number of an edge e ∈ G is defined as

tedge(e) = max{K : e ∈ ETK
}. Thus, if tedge(e) = K, then e ∈ ETK

but e 6∈ ETK+1
. We use Kmax to

denote the maximum truss number of any edge e ∈ E. The K-class of a graph G(V,E) is defined as

ΦK = {e : e ∈ E, tedge(e) = K}. Figure 4 shows an example graph and its K-classes.

Based on the above definitions, we can now introduce the concept of K-truss decomposition.

Definition 10 (K-truss decomposition) In a graph G(V,E), the K-truss decomposition is defined as

the task of finding the K-truss subgraphs of G, for all 2 ≤ K ≤ Kmax. That is, the K-truss can be obtained

by the union of all edges that have truss number at least K, i.e., ETK
=

⋃

j≥K Φj.

Since the K-truss decomposition is defined based on the number of triangles – a more “strict” criterion

compared to the one of degree – it can intuitively be considered as the “core” of the k-core subgraph.

Lastly, we mention here that the concept of K-truss decomposition has recently been extended to the

case of probabilistic (or uncertain) graphs [72, 170].
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Figure 4: Example of a graph and its K-classes, 2 ≤ K ≤ 5. The figure is courtesy of Wang and Cheng
[150]. c©2012 VLDB Endowment.

2.4.2 Density-friendly Core Decomposition

One of the drawbacks of the k-core decomposition is that the nested k-core subgraphs do not satisfy a

natural density property – simply defined as the ratio between the number of edges and nodes of the

subgraph. In other words, the maximal k-core subgraph is not necessarily the densest subgraph of the

graph. Based on this observation, Tatti and Gionis [141] introduced the concept of density-friendly graph

decomposition, where i) the density of the inner core subgraphs given by the decomposition is higher than

the density of the outer ones, and ii) the most inner subgraph will correspond to the densest subgraph.

Furthermore, the authors of [141] have shown that the locally-dense decomposition can be computed

in polynomial time. Note that, more recently, Danisch et al. [38] proposed a scalable algorithm for

computing such a decomposition, based on convex programming.

2.4.3 Peak Decomposition

Another drawback of the k-core decomposition defined earlier has to do with the fact that it is computed

globally; if the graph contains distinct regions of different densities, the sparser among these regions might

be neglected by the decomposition. To deal with this issue, the authors of [66] have proposed the notion

of k-peak decomposition, which aims at finding the centers of distinct regions in the graph – viewing the

global structure of the graph as a set of regions, each one resembling a mountain with a central peak.

More precisely, given a graph G, the k-contour can be defined as follows:

Definition 11 (k-contour) Given a graph G(V,E), a k-contour is the induced subgraph over the max-

imal set of nodes, such that i) the k-contour does not contain nodes from a higher contour (i.e., values

higher than k), and ii) each node in the k-contour has at least k links to other nodes in the k-contour.

Based on that, we can define the peak number of a node as the value k such that the node belongs to a

k-contour. Then, a k-peak decomposition of a graph G is defined as the assignment of each node to exactly

one contour. Figure 5 shows an example graph and the corresponding k-core and k-peak decomposition.

Definition 12 (k-peak) Given a graph G, a k-peak is the induced subgraph of the union of j-contours,

∀j ≤ k.

Lastly, as shown in the paper [66], similar to the case of k-core decomposition, the k-peak decompo-

sition is also unique, i.e., each node has a single unique peak number.
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(a) k-cores and k-shells (b) k-contours and k-peaks

Figure 5: Example of the k-core and k-peak decomposition. The peak number of a node is at most its
core number. The figure is courtesy of Govindan et al. [66]. c©2017 International World Wide Web
Conference Committee.

Figure 6: (3, 4)-nuclei subgraphs for a snapshot of the Facebook graph [130]. Branching depicts the
different regions in the graph. The figure is courtesy of Sarıyüce et al. [130]. c©2015 International World
Wide Web Conference Committee (IW3C2).

2.4.4 Nucleus Decomposition

Another extension of the core decomposition is the nucleus decomposition [130]. The basic motivation here

comes from the problem of dense subgraph detection, where the goal is to identify structures of dense

subgraphs within a large graph and to understand how those structures are related to each other. In

particular, we are interested in extracting a global, hierarchical representation of many dense subgraphs.

To this direction, the authors of [130] defined the notion of nuclei in a graph: an (r, s)-nucleus, for

fixed and small positive integers r < s, is defined as a maximal subgraph where every r-clique (i.e.,
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complete graph of r nodes) is part of many s-cliques. Furthermore, nuclei subgraphs that do not contain

one another, cannot share an r-clique. Based on that, for various values of r and s (r < s), it can be

shown that the (r, s)-nuclei form an hierarchical decomposition of the graph – where the density of the

nuclei is increasing as we move towards the leaves of the decomposition. In practice, the authors of

[130] have observed that the (3, 4)-nuclei provide the most interesting decomposition of real-world graphs.

Figure 6 depicts an example of the hierarchical structure of (3, 4)-nuclei decomposition in a snapshot of

the Facebook graph composed by 88K nodes. Each node of the structure corresponds to a (3, 4)-nucleus,

and the tree edges indicate containment. More generally, an ancestor nucleus contains all descendant

nuclei. The figure also shows the scale and densities of the various nuclei subgraphs.

2.4.5 Distance-based Core Decomposition

In the basic formulation of the k-core decomposition, the k-core subgraph is defined as the maximal

subgraph where every node has at least k neighbors within the subgraph. Bonchi et al. [25] introduced a

generalization of the k-core decomposition, taking into account the shortest path distance among nodes.

In particular, they proposed the concept of distance-generalized core decomposition, refering to as the

(k, h)-core, i.e., the maximal subgraph in which every node has at least k neighbors within the subgraph

at distance smaller or equal to h.

Definition 13 (h-degree of a node) Let G(V,E) be an undirected graph, and let G[S] = (S,E[S]) be

the subgraph induced by S. Given a positive integer h ∈ N
+, the h-neighborhood of a node v ∈ S in G[S]

is defined as NG[S](v, h) = {u ∈ S|u 6= v, degG[S](u, v) ≤ h}, where dG[S](u, v) is the shortest-path distance

between u and v computed on G[S]. The h-degree of a node v is defined as the size of its h-neighborhood,

i.e., deghG[S](u) = |NG[S](v, h)|.

Definition 14 ((k, h)-core) Given a threshold integer h ∈ N
+ and an integer k ≥ 0, the (k, h)-core (or

h-neighborhood k-core) of a graph G is a maximal subgraph G[Ck](Ck, E[Ck]) in which all nodes have

h-degree at least k, i.e., degh
G[Ck]

(v) ≥ k.

Note that, the traditional k-core decomposition is an instance of the (k, h)-decomposition, where the

degree of a node v corresponds to the number of nodes in the graph which have distance ≤ 1 from v, i.e.,

the size of the 1-neighborhood of v. Figure 7 shows an example of the distance-based core decomposition.

Contrary to the traditional k-core decomposition which can also be interpreted as the (k, 1)-core (Fig. 7

(left)), the (k, 2)-core decomposition (Fig. 7 (right)) is able to detect groups of nodes (nodes 4 to 13)

that form a denser and more well-structured region.

In a similar spirit, Zhang et al. [164] extended the notion of core decomposition to capture pairwise

similarities among nodes, based on node attributes. In particular, the concept of (k, r)-core was introduced

– being able to capture both graph structural constraints as well as node similarity constraints. Let

G(V,E,A) be an attributed graph, where A denotes the attributes of the nodes. Let sim(u, v) be the

similarity of two nodes u, v ∈ V , based on their attribute values (e.g., user profile information and interests

in social networks). Given a positive integer k and a subgraph S, the structural constraint refers to the

traditional degree-based requirement of core decomposition, i.e., deg(v, S) ≥ k∀v ∈ S. In addition, for

a node v and a similarity threshold r, DP (v, S) denotes the number of nodes in S that are dissimilar

to v (based on the threshold r). Then, we say that subgraph S satisfies the similarity constraint if

DP (v, S) = 0 for each node v ∈ S. Based on the structural and similarity constraints, we can define the

notion of (k, r)−core.
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Figure 7: Example of (k, h)-core decomposition. (Left) The traditional k-core decomposition (k = 2),
which corresponds to the (k, 1)-core under the distance-generalized setting. (Right) The (k, 2)-core de-
composition. The figure is courtesy of Bonchi et al. [25]. c©2019 Association for Computing Machinery.

Definition 15 ((k, r)-core) We say that a subgraph S is a (k, r)-core if S satisfies both the structural

and similarity constraints.

2.4.6 k-tip Decomposition

Motivated by the task of dense subgraph detection in bipartite networks, Sarıyüce and Pinar [128] in-

troduced the concept of bipartite graph peeling to detect dense subgraphs and the relationships among

them. The main idea is to rely on higher-order structural motifs [19] that are able to capture cohesiveness

in bipartite graphs. More precisely, the authors of [128] have used a particular motif, called butterfly

subgraph, which corresponds to a (2, 2)-biclique (bipartite clique with 2 nodes at each partition) – the

overall goal is to discover bipartite subgraphs including many butterfly structures and to construct rela-

tions among them. Then, two types of decomposition can be defined: the tip decomposition and the wing

decomposition.

Definition 16 (k-tip decomposition) A bipartite subgraph H(U, V,E) ⊂ G induced on U , is a k-tip

if and only if: i) each node u ∈ U takes part in at least k butterflies; ii) each node pair (u, v) ∈ U is

connected by a series of butterflies; iii) H is maximal, i.e., there is no other k-tip that subsumes H.

Note that, two nodes u,w ∈ U are connected by a series of butterfly subgraphs, if there exists a sequence

of nodes u = v1, v2, . . . , vk = w such that some butterfly contains vi and vi+1, for each i.

Definition 17 (Tip number θ(u)) The tip number θ(u) of a node u ∈ U is the largest value t such that

there exists a t-tip that contains u. Then, the tip decomposition of a bipartite graph G(U, V,E) is to find

the tip numbers of nodes in U .

Figure 8 gives an example graph and its k-tip decomposition. Notice that, the k-tip decomposition does

not allow node overlaps, which might be the case in many real-world bipartite networks (e.g., author-

paper collaboration networks). To allow node overlaps, the authors of [128] have introduced the concept

of k-wing decomposition, where the focus is on the edges of the network instead of the nodes.

Definition 18 (k-wing decomposition) A bipartite subgraph H(U, V,E) ⊂ G induced on U , is a k-

tip if and only if: i) each edge (u, v) ∈ E participates in at least k butterflies; ii) each edge pair

(u1, v1), (u2, v2) ∈ E is connected by a series of butterflies; iii) H is maximal, i.e., there is no other

k-wing that subsumes H.

18



2-tip

!(     )=2

a b c

2 31

d e f

5 64

g

Figure 8: Example of k-tip decomposition. Nodes a, b, e, and f participate at two butterfly subgraphs,
while nodes c and d at three. Notice that, nodes c and d cannot have a tip number of 3 since their
induced subgraph has just one butterfly. Therefore, nodes a to f form a 2-tip, and their tip number will
be θ(a − f) = 2. The figure is courtesy of Sarıyüce and Pinar [128]. c©2018 Association for Computing
Machinery.

Definition 19 (Wing number ψ(e)) The wing number ψ(e) of an edge e ∈ E is the largest value s such

that there exists a s-wing that contains e. Then, the wing decomposition of a bipartite graph G(U, V,E)

is to find the wing numbers of edges in a graph G.

2.4.7 Radius-Bounded Decomposition

Motivated by the fact that geo-social networks (a.k.a. geo-spatial social networks or location-based social

networks (LBSNs)) have emerged recently [14], the work in [151] studies the adaptation of the core

decomposition process in cases where additional spatial information is available. More precisely, let

G(V,E) be a geo-social graph, where each vertex v ∈ V is associated with location information (v.x, v.y),

which corresponds to the position of v in the two-dimensional space. Given a set of vertices, we can now

define the notion of minimum covering circle (MCC).
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Figure 9: Example of a geo-social network, where edges represent friendship relationships among users
and locations on the map correspond to home locations of users. The figure is courtesy of Wang et al.
[151]. c©2018 IEEE.

Definition 20 (Minimum Covering Circle (MCC)) Given a set of vertices S ⊆ V , the minimum

covering circle of S is the circle which encloses all the vertices v ∈ S with the smallest radius. The vertices

which lie on the boundary of an MCC are called boundary vertices.
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Based on the definition of MCC, we can now define the concept of radius-bounded k-core, which extends

k-core decomposition to geo-social graphs.

Definition 21 (Radius-bounded k-core) Given a geo-social network G(V,E), a vertex w ∈ V , a posi-

tive integer k and a query radius r, subgraph Gr
k ⊆ G is defined as a radius-bounded k-core if the following

constraints are satisfied:

1. Connectivity constraint: Gr
k ⊆ G is a connected subgraph that contains w;

2. Social constraint: for all vertices v of Gr
k, degGr

k
(v) ≥ k;

3. Spatial constraint: the MCC of the nodes belonging to Gr
k has a radius r′ ≤ r;

4. Maximality constraint: there exists no other radius-bounded k-core G′
k
r ⊇ Gr

k satisfying constraints

(1), (2) and (3).

Figure 9 shows an example of a geo-social network, where edges correspond to friendship relationships

among users and spatial locations on the map correspond to home locations of users. Setting r = 3 and

k = 3, there are two radius-bounded k-core subgraphs recommended to the user named Leo, as illustrated

by the two shadowed areas, i.e., {Leo, Ken, Jim, Adam} and {Leo, Bill, Frank, Bob, Lee}.

3 Algorithmic Techniques

In this section, we focus on algorithmic techniques for the computation of the k-core decomposition in

different settings. The design of an algorithm for core decomposition depends on many diverse factors such

as the type of the graph (simple, directed, signed, weighted, probabilistic), the hardware infrastructure

(memory-based, disk-based, parallel, distributed), the type of the output (exact, approximate), just to

name a few. The goal of this section is to provide details for representative algorithmic techniques that

solve the k-core decomposition problem under different settings. Since there is a plethora of different

algorithmic techniques we are going to discuss the most representative ones. In addition, we note that the

techniques presented in this section are generic, meaning that potentially they can be applied to many

different types of graphs reported in Section 2.

3.1 In-Memory Computation

The computation of the k-core decomposition of a graph can be performed through a simple process that

is based on the following rationale: to extract the k-core subgraph, all nodes with degree less than k and

their adjacent edges should be recursively deleted [133]. That way, beginning with k = 1, the algorithm

removes all the nodes (and the incident edges) with degree equal to or less than k, until no such node

remains in the graph. Also notice that, removing edges that are incident to a node may cause reductions

to the degree of neighboring nodes; the degree of some nodes may become at most k, and thus, they

should also be removed at this step of the algorithm. When all remaining nodes have degree dv > k, k is

increased by one and the process is repeated until no more remaining nodes are left in the graph.

A straight-forward implementation of this algorithm requires a priority queue to store the nodes,

prioritized by their degree. The removal of a node requires in the worst case the deletion of n− 1 edges

which translates to the execution of n− 1 decrease-key operations in the priority queue. Since each edge

is examined exactly once, the worst case complexity of the naive algorithms becomes O(m · log n).
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However, the problem can be solved in linear time, by using bin-sorting as it was demonstrated in [18]

by Batagelj and Zaveršnik. However, the same idea was applied by Matula and Beck [105]. All nodes

are maintained sorted with respect to their degrees by using a comparison-free sorting algorithm which

maintains separate bins for each degree value. Clearly, for a graph with n nodes, the minimum degree

of a node is 1 (assuming no isolated nodes exist) and the maximum is n − 1. Thus, by keeping an in-

memory array of all possible degree values and keeping track of bin boundaries, each edge deletion can

be handled in O(1) time, resulting in a total complexity of O(m+ n). Note that, maintaining the k-core

decomposition of a graph is equivalent of keeping the core number c(ui), ∀ui ∈ V .

3.2 Disk-Resident Graphs

A natural extension to the previous algorithm is based on the fact that most of the interesting real-world

networks are too large to fit in main memory. Therefore, we need efficient algorithmic techniques for

providing the core decomposition in cases where the graph is stored in secondary storage (i.e., on disk).

The first algorithm (EMCore) to attack the problem in secondary storage was reported in [32]. EM-

Core assumes that the graph resides on disk and it performs the following steps: i), graph partitioning,

ii) core number estimation and iii) recursive top-down processing.

Graph partitioning. The purpose of this step is to decompose the graph into small subgraphs, so

that core number computation can be performed in each subgraph separately. Evidently, each of these

subgraphs must fit in main memory.

The algorithm scans the input graph only once and partitions the vertex set V into a set of p mu-

tually disjoint vertex subsets U = {U1, ..., Up}, where V =
⋃

i Ui and for any i, j, Ui ∩ Uj = ∅. The

graph partitioning algorithm starts reading nodes from the disk-resident graph and maintains in memory

as many nodes as possible. Let Umem denote the current memory-resident part of the graph. For any

examined node u, if u is not connected to any of the vertex subsets currently in Umem, a new partition

is created and u becomes the only member of it. Otherwise, u is assigned to the vertex subset to with u

has the most connections. In case we reach the block limits, a new block is flushed to the disk. Also, if

the memory capacity is reached, the largest partition of the memory-resident part Umem is flushed to the

disk. This process continuous until all nodes have been scanned.

Core number estimation. For each subgraph determined by the partitioning process, the upper bound

of the core number of each node is determined. This bound becomes tighter during the course of the

algorithm. Initially, the upper bound ψ(u) of the core number of each node u, is set to the degree of u,

i.e., ψ(u) = deg(u).

The refinement of the upper bound is performed by using the following observation: for a vertex u let

Z denote the subset of the neighbors of u such that their upper bound is strictly less than ψ(u). Then,

for any nonempty subset Z ′ ⊆ Z, if deg(u) − |Z ′| < ψ(u), then the upper bound ψ(u) can be tighten as

ψ(u) = max{deg(u)− |Z ′|, ψmax(Z
′)}, where ψmax(Z

′) denotes the maximum upper bound found in Z ′.

The algorithm is executed every time a block needs to be flushed to disk during the partitioning

process described previously. Note that in order to determine the subset Z ′, there is no need to generate

all possible subsets of Z which would lead to checking 2|Z| subsets. Instead, nodes in Z are sorted in

decreasing order of ψ(u) and keep the first nodes in the order that minimize the value of f(Z ′). This

results in a much more efficient computation, since we only need to check at most |Z| subsets.
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Recursive top-down processing. Based on the upper bound of the core number, the k-classes are

recursively computed for a convenient value of k. The value of k is determined so that the relevant

subgraph can fit in main memory. More specifically, a range of values [kl, ku] is determined, where

kl ≤ ku. The target is to determine the value of kl, given the value of ku and b, which is the maximum

number of blocks that can be accommodated in main memory. The value of b is simply ⌊M/B⌋, where

M is the total memory capacity and B is the size of the disk block.

Let Ψku
kl

denote the subset of nodes with core upper bound estimation in the range [kl, ku], i.e.,

Ψku
kl

= {u : u ∈ V, kl ≤ ψ(u) ≤ ku}. At each recursive step, the algorithm constructs a subgraph that is

relevant for the computation of the exact core numbers of the nodes v ∈ Ψku
kl
.

Let K be the set of values of k such that the nodes in the set Ψku
k are distributed in at most b different

vertex sets of U . Formally, the set K is computed as follows:

K = {k : 1 < k ≤ ku, |Ux : Ux ∈ U,Ux ∩Ψku
k 6= ∅| ≤ b}

Based on this, the value of kl is set to min{k : k ∈ K} if K 6= ∅ or it is set to ku otherwise. This way, at

each recursive step, the algorithm loads as many parts of the graph as possible into main memory. Since

both kl and ku are determined, the algorithm proceeds with the computation of the core numbers of all

nodes in Ψku
kl

by loading in main memory the corresponding subgraphs. Then, the core number of each

node u currently in main memory is refined. Before the execution of the next recursive step, the nodes

that have their core number refined are removed from main memory (together with the corresponding

edges) after depositing some important bookkeeping information that may be needed by the next recursive

step.

In conclusion, EMCore manages to compute the core number of all nodes without the requirement

that the graph fits in main memory. This fact enables the computation of the core decomposition of

large disk-resident graphs. The algorithm performs O(kmax) iterations over a graph G, where kmax is the

maximum core number of G.

A limitation of EMCore is that it may require a significant number of I/O operations to detect

the appropriate partitions. In [65] a space-efficient algorithm is proposed (NimbleCore), that provides

accurate estimates of the core numbers by using O(n) space for graphs with power-law degree distribu-

tion and O(n log dmax) space for arbitrary graphs, where dmax is the maximum node degree. Another

implementation of EMCore has been reported in [77], which is based on GraphChi [84]. In the same

work, the classic code decomposition algorithm [18] is implemented using the Webgraph [22] framework.

Webgraph is a graph compression framework that provides efficient access to a compressed graph.

The limitations of EMCore are highlighted in [153] especially concerning the amount of main memory

it might need. The authors note that the worst case memory complexity is that of O(n+m) and provide a

better bounded algorithm for computing the degeneracy of a graph while maintaining most of it stored in

disk. Their approach relies on maintaining only the vertices of the graph in memory with some additional

properties and having the edges stored in disk. They start with the basic property of locality for the core

number of a vertex that is also used in [109] for the design of a distributed k-core algorithm.

The locality property states that the core number core(v) of a node v ∈ V can be calculated based on

the following recursive function :

core(v) = max k s.t. |{u ∈ N(v)|core(u) ≥ k}| ≥ k (3)

The intuition of this function is that one may start with an upper bound of the core number for each

node and keep updating it based on the core numbers of its’ neighbors until it converges. The upper
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bound can be the degree of the node as the core number cannot be higher than that.

The authors of [153] start with this as their first (out of three) and most naive algorithm (SemiCore)

and calculate the core numbers while having to load the list of neighbors from disk (where the edges of

the graph are stored). They further optimize the I/O requests (from the disk) of SemiCore by noticing

that not all nodes need to be checked at each iteration. In fact if the neighbors of a node v have not

been updated in iteration i then v does not need to be updated with the aforementioned equation in

iteration i + 1. By maintaining the range of node ids that have been updated (with a vmin and vmax

value) they present SemiCore+ which does less requests as it skips the neighbor loading for nodes outside

the (vmin, vmax) range. The final improvement (SemiCore*) is introduced by maintaining for each node v

the number of neighbors u with core(u) ≥ core(v). This information remains in memory and when they

calculate the core of v they update the count for each u. Then on each iteration if the count is larger

than core(v) the node is skipped as it already satisfies the minimum requirement for having its current

core value (i.e., the number of neighbors with greater or equal core number are enough to support the

current core number of v).

The authors of [153] present again their improvements in their subsequent work of [154] where they

also tackle the problem of degeneracy ordering. In this problem, we may consider a topological (acyclic)

ordering of the graph where the nodes are ordered arbitrarily and the original non-directed edges are

given a direction from the earliest node to the latest. We can define the degeneracy of the ordering as

the maximum out-degree and the degeneracy of the graph can be shown to be the minimum degeneracy

of any ordering [48]. An ordering whose degeneracy is equal to the original degeneracy of the non-direct

graph is an degenerate ordering. This task of ordering a graph falls outside the scope of this survey but

the specific ordering can be useful in other algorithmic problems (e.g., finding shortest paths in a graph).

In [154] they utilize the algorithms first introduced in [153] to build degenerate orderings and maintain

when the graph is updated. Given an arbitrary original ordering, their solution to build the degenerate

ordering relies on calculating the core value of each node with SemiCore* and then add the nodes that

have a degree lower than the graph degeneracy at the end of the ordering while removing them from the

graph.

3.3 Core Decomposition in Dynamic Environments

The previous techniques discussed so far mainly assume that the input graph is available in the very

beginning of the execution. However, many modern applications are characterized by frequent updates,

meaning that the structure of the graph may change over time by insertions/deletions of nodes or edges.

Evidently, if the graph changes then one can reevaluate the core numbers by running the core decompo-

sition algorithm again. Although this approach will provide the correct results, it is expected that the

performance will degrade, especially if updates are frequent.

As an example, consider the graph shown in Figure 10(a). The core numbers are shown in parentheses

near each node identifier. Assume that a new edge between nodes 6 and 8 is inserted. The updated core

numbers are shown in Figure 10(b). It is evident that only the core numbers of node 8 will change from

1 to 2. No other changes are required, since the core number of the rest of the nodes does not change.

A possible alternative is to maintain the previous core numbers and perform only incremental changes

to the core numbers, based on the parts of the graph that have change. For example, the insertion of

a new edge in the graph may impact the core numbers of specific nodes. The basic idea is to detect

the set of affected nodes and recompute their core numbers without recomputing the core numbers for

all the nodes. A similar approach can be followed when an edge is deleted from the graph. Performing

incremental changes is expected to be much more efficient than re-executing the core decomposition
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(a) initial graph (b) after inserting edge (6,8)

Figure 10: Changes performed to the core numbers after inserting a new edge linking nodes 6 and 8. Only
the core number of node 8 needs to be updated.

algorithm from scratch. In this section, we discuss the methodology proposed in [127], which provides

an incremental way to update the core numbers. The incremental algorithm is based on the following

foundations:

1. If an edge is inserted to or removed from G, the core number of any node u can change by at most

one.

2. If an edge (u, v) is inserted to or removed from G, where c(u) < c(v), then c(v) cannot change.

3. If an edge (u, v) is inserted into G, then all of the vertices whose core numbers have changed should

form a connected subgraph. Similarly, if an edge (u, v) is removed from G, then all the vertices

whose core numbers have changed should form a connected subgraph.

4. If an edge (u, v) is inserted (removed) and c(u) ≤ c(v), then only the vertices w that have c(w) = c(u)

and are reachable from u via a path that consists of vertices with core numbers equal to c(u), may

have their core numbers incremented (decremented).

In [127], three different algorithms are studied: i) SubCore, which is based on the aforementioned

foundations, ii) PureCore, which applies some additional optimizations and iii) Traversal, which

manages to reduce the number of examined nodes even further and shows the best overall performance.

Based on the experimental results in [127], even the SubCore algorithm, which is the simplest among

the three proposed, manages to update the core numbers up to 14,000 faster than the standard baseline

algorithm which recomputes the core decomposition from scratch. Interestingly, a very similar set of

foundations is also defined in [93] for the same topic. The two pieces of work are seemingly developed

in parallel and there is no direct comparison of their proposed algorithms but the theorems appear to be

equivalent.

The later work in [157] addresses [127] and [93] as being impractical for large graphs (in the aspect

of the number of nodes). Dynamic graphs are referred to as temporal in [157] and the number of edges

between two vertices may be more than one as a mean to describe an edge being in multiple instances in

time (i.e., if an edge exists in t1 and t2 then it is counted as two edges). This transforms the problem of

k-core decomposition to a (k, h)-core decomposition where the h is the number of edges a node shares with

all of its neighbors and it is an additional degree/dimension in the core decomposition model. Effectively,

by thresholding h (similar to k) one calculates cores as different temporal instances.

A proposal for improving the Traversal algorithm is presented in [167] where the authors focus on

limiting the cardinality of the set of nodes need to be examined. While this work comes after [157], it

does not compare against it but one may see it as a direct evolution of the technique proposed in [127].
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The main point of [167] is that the Traversal algorithm may visit a very large number of edges to

decide the set of affected nodes by the insertion of edges. The improvements of their solution rely on the

following ideas:

• An ordering of the nodes by the sets of the k-core decomposition. (i.e., nodes belonging to core k−1

are before nodes in k) and a further ordering in each core by the order the nodes where removed

during the decomposition algorithm.

• Two degrees for each node u :

– deg(u)+ : The number of nodes that are after u. This is essentially the number of nodes that

can potentially support the increment of the current core number of u by being after u in the

ordering (and can have their core number increased).

– deg(u)∗ : The number of nodes that are before u have the same core number as k and could

potentially have their own core number increased. In order to determine if their core number

may increase they use deg(u)∗ + deg(u)+.

The latter recursive check takes a crucial part in their algorithm as it creates a chain effect through the

ordering in the visitation of the nodes and their exclusion from the set of nodes that will have their core

number increased. The case of edge deletion follows the Traversal algorithm in logic.

In the scenario of low-memory environments, [153] -beyond the presentation of memory efficient

decomposition algorithms- also tackles the topic of core maintenance. In fact, it is shown that a small

modification of the SemiCore* is enough to handle the maintenance of the core number for the case of a

single edge deletion. The basic intuition of this modification is that the main algorithm can be called on

the current core values by only updating beforehand the count property of one of the nodes connected by

the edge. The node with the lowest core number out of the two is selected or both if they have equal core

numbers. The case of edge insertion is more complicated as the core number of a node v may increase and

that can cascade to all nodes that are reachable from v on a path of nodes u where core(u) = core(v). In

a baseline attempt, the authors provide a modification of SemiCore* where the neighbors of a node v

are labeled for a possible update if they belong in the aforementioned path (i.e., if v is in the path and the

core number has the expected value). This is further improved by modifying the original “count” logic (of

SemiCore*) to take into account the updated core value only. In this aspect, the path is restricted by

the count of neighbors (of a candidate node v) which have a core value equal or greater than the updated

one.

Moreover, in [154] (presented in the “Disk-Resident Graphs” section ), we also see solutions regard-

ing maintenance in the degeneracy ordering task. This approach relies on maintaining two additional

properties for each node upon insertion and deletion of an edge:

• Level-value: a partitioning of the nodes where each partition contains nodes that their removal order

would not affect the final ordering. The neighbors of the nodes of each partition have to be in the

same or higher level partition.

• Upper-degree: the number of neighbors that are in the same or higher level-value partition.

In other publications, two distributed algorithms are proposed for the calculation of the temporal core

decomposition. The first is based on the Pregel model [100] and is similar to the classic k-core algorithm

on Pregel but it is considered inefficient as it has high memory, communication and computation costs. A
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more efficient distributed algorithm is then presented based a block-centric model for graph computations

[158] (Blogel) which is elaborated in the Distributed Computation section.

In [52] cores in a temporal graph are considered to exist in temporal internals ∆ and are named

span-cores. The authors then make the the note that a span-core at k,∆ is contained in a span core k,∆′

if k′ ≤ k & ∆′ ⊆ ∆. Based on this, they define a maximal span-core as one where it is not contained in

another span core (the previous condition cannot be satisfied by another core).

In order to figure out whether a graph of ∆ = [ts, te] contains a maximal span-core, the authors

prove that one only needs the core numbers from ∆′ = [ts − 1, te] and ∆′′ = [ts, te + 1]. This eventually

motivates the authors to start from larger temporal spans instead of calculating the core decomposition at

each time-instance t of the graph. In this manner, the authors do not consider every core decomposition

at each t as a maximal one.

3.4 Local Computation of Core Numbers

The main characteristic of the aforementioned techniques is that the core number of a node is determined

by taking into account the whole graph. Moreover, the output in all cases is the core number of every

node u ∈ V . In interesting alternative is to try to estimate the core number of a node u by considering

only the neighborhood of u (e.g., the 1-hop, 2-hop 3-hop neighborhood, etc). The main advantage of

such an approach is that we do not need to consider the whole graph, which potentially leads to more

efficient computation. Also, in many cases we need to compute the core number of a small subset of

nodes. However, we expect that the core number determined by such a local computation may not much

the core number determined if the whole graph is taken into account.

The first work towards local core number estimation was reported in [114]. For a node u let Nd(u)

denote the set of nodes at a distance at most d from u. In its simplest form, the distance can be the

shortest path distance, which, in the case of unweighted graphs, translates to the minimum number of

hops between two nodes. Let Gu
d denote the graph induced by the d-neighborhood of u. One possible

approach is to compute the core number of node u in the induced subgraph Gu
d . Let cd(u) denote the

core number of node u computed in the induced subgraph Gu
d . By increasing d it is expected that a more

accurate estimate of the core number may be achieved, since a larger induced subgraph is being used.

Evidently, if d is large enough so that Gu
d = G, then cd(u) = c(u), meaning that the core number will be

accurately computed. It is not hard to prove that always cd(u) ≤ c(u), i.e., the core number computed in

the induced subgraph Gu
d is a lower bound on the exact core number c(u) computed in the whole graph.

In the sequel, we elaborate on a more sophisticated estimator which, in contrast to the previous one,

uses some additional foundations to provide tighter bounds for the core number. Let u the node we

are interested in. In case d = 0, the only available bound that we may use is the degree of u, since

c(u) ≤ deg(u). By setting d = 1, we may use additional information related to the 1-hop neighborhood

of u. For example, if the core numbers of the direct neighbors of u are known, then the value of c(u) can

be computed accurately, by utilizing the following rationale:

• A node u belongs to the k-core of G, if and only if u has at least k direct neighbors in the k-core.

• Let u1, u2, ... be the direct neighbors of u with known core numbers. Then, it holds that:

c(u) = max
1≤i≤deg(u)

(min(c(ui), deg(u)− i+ 1)) (4)

Evidently, the assumption that the core numbers of all neighbors of u are known, is quite restrictive.

However, the rationale of the previous idea is very useful in deriving an upper bound of the core number
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of a node, based on upper bounds of the core numbers if its neighbors. In fact, Equation 4 is valid for

any f(u) ≥ c(u), ∀u ∈ V . Thus, we can derive the following recurrence, where u1, u2, ... are the direct

neighbors of u ordered in increasing order based on ĉd−1(), i.e., ĉd−1(ui) ≤ ĉd−1(ui+1):

ĉd(u) =

{

max
1≤i≤deg(u)

(min(ĉd−1(ui), deg(u)− i+ 1)), d > 0

0, d = 0

Evidently, ĉd(u) is an upper bound for c(u).

Based on the previous discussion, the exact core number c(u) of a node u is bounded by the two values

cd(u) and ĉd(u):

cd(u) ≤ c(u) ≤ ĉd(u), ∀d ≥ 0

Based on the experimental results given in [114], both estimators provide satisfactory results for d = 2

for different input graphs. The accuracy of the estimators is quantified by considering the percentage of

the total number of nodes for which the estimators give the exact core number. In most of the cases, the

propagating estimator ĉd(u) is more efficient than the induced estimator cd(u) in terms of accuracy as

defined previously. In fact, the propagating estimator manages to achieve an accuracy between 80% and

90%, in the majority of the experiments performed, for d = 2. As a concluding remark, in cases were the

core number of specific nodes needs to be computed, the methodology described is an effective alternative

to the complete core decomposition process since it is more efficient with respect to runtime and provides

satisfactory accuracy results.

Truss and nucleus decomposition. In a more recent work, Sariyüce et al. [129] capitalized on the

relationship between core number and h-index [98], in order to propose efficient local algorithms for truss

and nucleus decomposition with convergence guarantees. Lu et al. [98] have introduced an alternative

formulation for the k-core decomposition that considers local information, utilizing the concept of h-index

which is widely used in scientometrics. In particular, the degree of the nodes are used as the initial core

number estimates; then, each node updates its estimates as the h-index of the neighbor’s core number

estimates. At the end of the process, it was shown that the estimates converge to the core numbers. As

we have presented in Section 2, the nucleous decomposition is a framework that generalizes the k-core

and k-truss decompositions, using higher order structures to find dense subgraphs. The authors of [129]

generalized the work by Lu et al. for any nucleus decomposition – providing also theoretical quarantess

about the convergence properties. In addition, the proposed algorithms are highly parallel due to the fact

that they operate based on local computations.

3.5 Parallel and Distributed Techniques

The main feature of the algorithmic techniques discussed so far is that they work in a centralized envi-

ronment. However, mining massive graphs in a centralized manner does not provide scalable solutions. A

very promising alternative is the exploitation of multiple resources to attack the problem. Towards this

goal, there are two different research directions based on architectural assumptions: i) solving the prob-

lem in a shared-memory multi-core machine (the parallel case) and ii) solving the problem in a cluster

of machines (the distributed case).
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3.5.1 Parallel Computation

Parallel computation of core decomposition in multi-core processors was first investigated in [134], where

the ParK algorithm was proposed. ParK was designed to work efficiently in multi-core processors where

locality of reference is very important. In contrast to other techniques, ParK carefully reduces the number

of random memory accesses performed. Note that random memory accesses may invalidate the caches in

a multi-core system leading to significant performance degradation.

ParK uses three data structures: Core, Curr and Next. Core is an array of size n, initialized to

the degrees of the nodes, i.e., initially Core(u) = deg(u) for any node u. Recall that the degree of a

node serves as an upper bound for its core number. Core is updated continuously during the course of

the algorithm and its final values correspond to the core numbers of the nodes. Curr contains the set of

nodes to be processed during the current iteration, whereas Next contains the nodes to be processed in

the next iteration.

The processing of a node u involves accessing the direct neighbors of u and decreasing their degree

if they have not already been processed. Computation is performed in different levels. While processing

level l, all nodes that belong to the l-shell are processed. This is performed in two steps, Scan and Loop:

• During the Scan phase, the array Core is scanned and all relevant nodes belonging to the l-shell

are collected in the set Curr. Formally: Curr = {u : deg(u) = l}.

• The Loop phase is executed in sublevels. In each sublevel, all nodes in the set Curr are processed.

While processing node u, if a neighbor v is moved to Curr, which means that deg(v) = l, then node

v is added to the set Next. At the end of the sublevel, the contents of Next are transferred to the

set Curr to be processed in the next sublevel.

In the previous discussion, the description of ParK is based on a centralized environment. In the

sequel we provide the changes need to be applied in order to use ParK in a parallel (shared-memory)

setting. First, we assume that processing will be performed by a set of threads T . Let t denote the total

number of threads in T . Graph nodes are split among the t threads, meaning that each thread handles

roughly n/t nodes. However, since the data structures used may need to be written by multiple threads

concurrently, race conditions may appear and they must be handled carefully to avoid inconsistencies.

To facilitate effective parallel processing, some modifications must be applied. Updates performed to the

Curr set must be atomic, which means that write operations must be protected due to race conditions.

For example, adding a new node id to Curr requires an atomicIncrement(). Similar atomic operations

are required in several other cases, to protect the consistency of the data structures.

In addition, we need to invoke fork() to create multiple instances that will execute in parallel and

also join() to wait for the threads to finish before we report the core numbers back to the caller of

ParK. Moreover, there is a need to include synchronization calls. The invocation of synchronize() sets

a barrier which must be reached by all running threads before code execution can continue.

To get an idea of the performance improvement that ParK achieves, for the Friendster graph [89]

which contains 65 million nodes and 1.8 billion edges, ParK needs roughly 160 seconds to compute the

core numbers whereas the centralized algorithm requires almost 1000 seconds on a machine with 8 physical

cores. Similar behavior is observed in the majority of the datasets used for experimental evaluation.

Based on the main idea of ParK, a more scalable algorithm (PKC) has been reported in [74]. The

main motivation for the design of PKC is that ParK does not scale well when the number of running

threads is increased beyond 32. This behavior implies that ParK cannot provide the required efficiency

when the number of physical cores is increased. On the other hand, PKC manages to scale well by
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increasing the level of parallelism. The first modification applied on ParK is based on the observation

that arrays Curr and Next are not need to be maintained. On the other hand, PKC utilizes only the

arrays Core and Buff and applies additional optimizations as follows:

• To process nodes at level l, the array Core is scanned and if the degree of a node is equal to l, it is

appended to Buff . Then, nodes in Buff are processed until Buff becomes empty. A node u of

Buff is processed by checking its neighbors. The current core value of u’s neighbors are examined

and if the current core number is larger than l, the core number of a neighbor is decreased. During

this process, new nodes may be added to Buff . The iteration is complete when all nodes contained

in the l-core have been determined and the array Buff is empty. The algorithm proceeds by setting

l← l + 1 and it terminates when all the nodes are examined.

• Based on the power-law degree distribution in real-world networks, is is observed that the vast

majority of nodes have a small core number. For example, in a typical case, more than than 90% of

the nodes have a relatively small core number. Thus, 10% of the nodes are classified as high-degree

nodes. For these high-degree nodes, we need to check the core numbers of their neighbors, although

we know that most of them have a smaller core number. PKC exploits this observation by creating

a new Core array as soon as a significant percentage of the nodes has been processed.

Based on performance evaluation results reported in [74], PKC is significantly more efficient and

scalable in comparison to ParK and thus, it is more suitable for large levels of parallelism.

A recent research work reported in [152] studies the parallel k-core computation in dynamic graphs.

An important contribution of that work is the definition of the superior edge set, which is composed by

edges that may change the core number of nodes by at most one. This observation enables the processing

of these edges in parallel. In addition, the authors provide sufficient conditions to enable the identification

of nodes whose core numbers will change when a superior edge set is inserted or deleted. These techniques

are able to increase the level of parallelism significantly, reducing the number of iterations required to

determine the final values of the core numbers.

3.5.2 Distributed Computation

Although the computation of the core decomposition using parallelism is very attractive compared to the

centralized approach, still there are significant limitations. The use of shared memory may become a

bottleneck by increasing the number of parallel resources in the system. Anyway, the level of parallelism

may increase up to a point using a shared-memory architecture. In addition, if the size of the graph grows

significantly, we may face storage problems since the graph may not be accommodated in main memory.

One may argue that in such a case, disk-based techniques, like the EMCore algorithm which was covered

in a previous section, could be applied. The problem with the algorithms that utilize secondary storage

is that they perform a large number of passes over the data. As the graph grows larger the number of

passes is expected to increase leading to inefficient computation.

During the last fifteen years we have witnessed a tremendous progress in data-driven distributed com-

puting. In addition to the numerous ad-hoc solutions, several unified distributed platforms like MapRe-

duce [39], Hadoop [155] and Spark [160] appeared and paved the way for nowadays cluster computing.

These platforms are based on a cluster of shared-nothing machines (usually of commodity hardware) and

they are able to execute complex data mining and machine learning algorithms over massive datasets

efficiently. For the remaining of this section we will focus on a distributed core decomposition algorithm
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that was initially designed for a cluster of machines without any specific organization. The only require-

ment is that the processors may communicate my exchanging messages through the interconnect (usually

a high-speed LAN). However, the algorithm was later adapted in order to be applicable in the Spark

distributed engine.

The first distributed core decomposition algorithm was reported in [109, 110]. In the general case,

each processing unit is responsible for multiple graph nodes. To simplify the presentation we will adopt

the one-to-one scenario, meaning that we assume that each graph node corresponds to a single processing

unit (a processor or a core). This model, resembles the Pregel’s [100] “think as a vertex” point of view.

In other words, to design an algorithm we should take the point of view of a graph node u and try to

provide the answer based on the information collected from the neighbors of u in an iterative manner.

Each graph node u maintains the following information:

• core(u): This is the currently most accurate estimate for the core number of u, which is initialized

to the degree of u.

• est[u1, ..., ul]: This is an array (or hashmap) storing the current estimates for the core numbers of

u’s neighbors. More specifically, est[uj ] is the most up-to-date estimate of the core number of uj
known by u. Initially, est[uj ]←∞.

• changed(u): This is a boolean flag that is set to true whenever the value of core(u) changes. This

attribute is initialized to false.

The computation for a node u begins by sending a message to all it’s neighbors. Since initially there

is no accurate estimate for c(u) (the core number of u), we may use the node degree as an upper bound.

Node u prepares a messagemsg[u, deg(u)] containing the node identifier of u and the current best estimate

of the core number. This message is transmitted to all neighbors of u.

Assume now that u receives a message msg[ui, k] from node ui (i.e., the i-th neighbor of u). From this

message, we know that k is the current best estimate for core(ui). Therefore, if k < est[ui], this means

that the previous estimate that node u knows about ui is larger than the last received, and it should be

updated by setting est[ui]← k. Once node u receives such a message, a new estimate for core(u) may be

produced. Let h denote the newly estimated value of the core number based on the information contained

in est[u1, ..., ul]. If h < core(u), then core(u)← h and also changed(u)← true, which means that a new

estimate for core(u) is available.

The main part of the algorithm is composed of three phases, depending on the event being handled.

Initially, and before the start of execution an initialization step is applied. In this step, the only valid

estimate for the core number of the degree of u. Therefore, the message send by node u to all its neighbors

simply contains the degree of u. Every time a new message is received by u from one of its neighbors ui,

an update is performed in case the new value received has an impact on the estimation the core(u). Node

u sends periodically (every ∆t time instances) the value of core(u) to its neighbors, in case core(u) has

changed. The algorithm terminates when no change is performed on any core number. If this happens,

then the core number estimate for each node equals its actual core number. To be able to achieve this

convergence several techniques may be applied, e.g., centralized, decentralized, barrier synchronization.

Another more efficient technique is to execute the algorithm for a fixed number of rounds. The main

motivation for this alternative is that after the first few rounds the core number estimates are quite close

to the actual core numbers. Therefore, there is an efficiency vs. accuracy trade-off since on one hand the

number of rounds is fixed but on the other hand the core numbers reported may not be 100% accurate.

We have performed some experiments to test the accuracy of the algorithm by using a fixed number of
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iterations. Table 4 presents some representative results. More specifically, the table shows the percentage

of nodes that have the correct core number after 20 rounds (iterations). We observe, that the accuracy

is adequate for most realistic scenarios taking into account that an exact computation would require a

significant number of rounds (shown in column max num of iters). All datasets are available at [89].

Table 4: Percentage of nodes with correct core numbers after 20 iterations (Accuracy@20).

Graph Max Num of Iters Accuracy@20

Orkut 191 88.76%

LiveJournal 99 98.49%

Web-Stanford 538 90.2%

Enron Email 28 99.7%

In [157], the Pregel model is deemed inefficient for large temporal graphs and an alternative is

proposed based on the Bogel model [158]. This approach partitions the graph into blocks Vb that are

accompanied with the information of which vertices are also connected to Vb (V
+
b ). The core numbers in

each Vb are computed and then the core numbers of the V +
b vertices are used to update their respective

block (Vb). The degree of a node in Vb takes into account also V +
b . The main intuition of the update

is that the vertices in V +
b with a core number lower than the minimum degree of Vb will not contribute

to the core number of vertices in the future. Those vertices are removed from V +
b and core numbers are

recomputed in Vb recursively.

An interesting technique reported in [12], involves the distributed core decomposition computation

in dynamic graphs. In the previous section, we have discussed a similar topic which was related to

parallel processing of dynamic graphs. The proposed distributed algorithms exploit the graph topology

to compute all k-cores and maintain them under frequent insertions and deletions of edges. The main idea

is that when an edge is inserted or deleted, a limited number of core numbers is updated. The proposed

technique is implemented by using the AKKA framework3 and the experimental evaluation has shown

that the algorithm is efficient when applied in large dynamic graphs.

3.6 Probabilistic Core Decomposition

The aforementioned algorithmic techniques operate on certain graphs, meaning that graph nodes and

edges are present with certainty (they always exist). However, as stated in Section 2, many applications

require some kind of uncertainty associated with nodes or edges. In such a case, the graph becomes

uncertain or probabilistic, meaning that the edge (or node) will be present in the network with some

probability. For the following discussion, we will assume that graph nodes are certain (i.e., they exist at

all times) whereas uncertainty is associated only with edges.

In the sequel we describe the algorithm reported in [24]. Let G = (V,E, p) be an uncertain (a.k.a

probabilistic) graph, where p : E → (0, 1] is a function that assigns probabilities to the edges of the

graph. A widely used approach to analyze uncertain graphs is the one of possible worlds, where each

possible world constitutes a deterministic realization of G. According to this model, an uncertain graph

G is interpreted as a set {G = (V,EG)}EG⊆E of 2|E| possible deterministic graphs [123, 115, 116]. Let

3https://akka.io
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Figure 11: A probabilistic graph G and two possible instances G1 and G2. The numbers near the edges
denote existential probabilities.

G ⊑ G indicate that G is a possible world of G. Then, the probability that G = (V,EG) is observed as a

possible world of G (assuming independence of edge existence) is given by the following formula:

Pr[G|G] =
∏

e∈EG

p(e)
∏

e∈E\EG

(1− p(e)) (5)

As an example, consider the probabilistic graph G shown in Figure 11(a). Two possible instances of G

are given in Figure 11(b) and 11(c). High-probability edges are expected to show up more frequently in

instances of G in comparison to low-probability edges. In this example, G1 and G2 are two of the possible

worlds that can be produced by using G as a template.

One of the novelties of the approach proposed in [24] is that the degree of a node is expressed by

using probabilistic arguments. First, we need an expression of the probability that the degree of a node

u is more than k. Note that this is a natural concept taking into account that the degree of a node is

in general different in different instances of the probabilistic graph G. This probability is expressed as

follows:

Pr[deg(u) ≥ k] =
∑

G∈Gk
u

Pr[G] (6)

where Gku is the set of instances of G where u has a degree at least k. Next, we introduce the η-degree of

a node u, denoted as ηdeg(u) and defined as follows:

ηdeg(u) = max{k ≤ |N(u)||Pr[deg(u) ≥ k] ≥ η} (7)

More specifically, the ηdeg(u) is the maximum k for which the probability that the degree of u is more

than k, is more than η. Recall that |N(u)| is the number of direct neighbors of u in the probabilistic graph

G. Based on the variables k and η, the concept of (k, η)-core is defined: the (k, η)-core of a probabilistic

graph G is a maximal subgraph H(VH, EH, p) such that the probability that each vertex u ∈ VH has

degree no less than k in H is greater than or equal to η, i.e., ∀u ∈ V : Pr[degH(u) ≥ k] ≥ η.

The probabilistic core decomposition problem is defined as follows: Given an uncertain graph G and a

probability threshold η ∈ [0, 1], find the (k, η)-core decomposition of G, that is the set of all (k, η)-cores

of G.

In contrast to the standard core decomposition approach, degree computation is substituted by η-

degree computation in the probabilistic case. More specifically, all η-degrees are computed at the beginning

of the processing and η-degrees of neighboring nodes are updated accordingly. However, while the degree
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computation is straightforward in the deterministic case, computing η-degrees are far from trivial. In [24],

interesting techniques are developed for computing η-degrees efficiently, based on dynamic programming.

Probabilistic core decomposition was also studied recently in [121], where (k, θ)-cores were proposed.

In contrast to (k, η)-cores, (k, θ)-cores capture the likelihood of a node to be a k-core member in different

instances of an uncertain graph G. Given k and the probability threshold θ, the technique of [121] detects

nodes such that with probability at least θ are included in the k-core in possible worlds.

4 Representative Application Domains

The core decomposition concept, despite its simplicity, has been applied successfully in many different

scientific disciplines. It turns out that the core number of network nodes plays different roles, depending

on the context being used and the type of the network applied. In this section, we present the most

representative use cases and the associated results obtained.

4.1 Network Modeling and Analysis

The k-core decomposition and its extensions have been extensively used in several applications. Seidman

[133] was the first that proposed to use the tool of k-core decomposition in social network analysis, as

an easy to compute and effective way to extract dense subgraphs. Later, other studies in large scale real

networks followed [69, 63], including the analysis of Microsoft Instant Messenger (MSN) [87] and Facebook

[146] social graphs. In a similar way, the decomposition has been applied to study [8, 9] and model [29]

the Internet graph.

Furthermore, several theoretical studies about the structure of real networks have been presented from

the statistical physics community [41, 148]. In [70], it was shown that the k-core plays a central role for

the modeling of real world graphs and their percolation properties. Based on that, a graph generation

model was introduced, and the properties of the generated graphs has been compared against a variety

of real networks.

On a conceptually opposite side, some works have studied how the concept of core decomposition

can been used to study the resilience or robustness of a network. Adiga and Vullikanti [1] examined the

robustness of the top (i.e., maximal) cores under sampling and in pertrubed (i.e., noisy) networks. The

authors of [161] have used the k-core as a heuristic tool in the process of graph decycling and dismantling.

Their corehd algorithm (which utilizes the core decomposition) provides an efficient manner for finding

a minimal set of nodes which if removed will decycle (and then dismantle) a graph. Their work is further

improved by the recent work in [132] which improves the heuristic by selecting nodes of high degree in the

k-core with low degree neighbors. In a similar spirit, the authors of [86] proposed metrics for measuring

core resilience in order to characterize the robustness of the core structure of a network when nodes and

edges are removed.

4.2 Temporal Evolution

An interesting application of temporal cores is found in the aforementioned work of [52] (Dynamic Graphs)

for the detection of anomalous contacts in social networks. Besides the extensions of the k-core structure

into temporal graphs, the evolution of degeneracy has also been studied as a property through time (e.g.

like density, diameter etc.). In [165] the authors use k-core to study the evolution of the Internet through

time and discover that the majority of new nodes are added to the periphery of the graph while the size

of the maximal k-core is quite stable through time.
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4.3 Anomaly Detection

Shin et al. [136, 137] examined the properties of the k-core decomposition in a wide range of real-world

networks. Their main observations include a set of empirical patterns that hold across several real-world

graphs and can further be used to detect anomalies. The main observation, called the mirror pattern,

indicates that the core number of the nodes of a graph has a strong positive correlation with the degree

(which essentially represents an upper bound for the core number).

Figure 12: The mirror pattern of an Email communication graph (left) and a snapshot of the Twitter
network (right). Each plot depicts the correlation between the degree and core number of the nodes of
the graph. The figure is courtesy of Shin et al. [136]. c©2016 IEEE.

Figure 12 depicts the mirror pattern of two real-world graphs: an Email communication network and

a snapshot of the Twitter graph. As one can observe, their is strong positive correlation between node

degree and core number. For example, in the case of the Email network, Spearman’s rank correlation

coefficient has value ρ = 0.99, while in Twitter network the correlation coefficient is ρ = 0.95. Intuitively,

the mirror pattern implies that nodes with high core number have also the tendency to have high degree

and vice versa.

Nevertheless, one may observe that some nodes deviate from this “ideal” behavior; as the authors

mention, these nodes correspond to two different types of anomalies: “lonerstars” (i.e., nodes mostly

connected to “loners”) and “lockstep behavior” (i.e., a group of similarly behaving nodes). In the Email

network of Figure 12 (left), the marked node has the highest degree but relatively low core number; this

node corresponds to a secondary email account of the former CEO of the company, which was used only

to receive emails.

In the case of the Twitter network, the nodes with the highest core number in Figure 12 (right)

have been marked. Those nodes, have relatively low degrees and slightly deviate from the mirror pattern.

Taking a closer look on the corresponding Twitter accounts, the authors noticed that at least 78% of those

nodes were directly involved in a “Follower-Boosting” service – thus, can be annotated as anomalies.

In order to conduct this analysis, they devised a novel approach for estimating the core number in

huge graphs (CORE-D, Algorithm). CORE-D is based on estimating the number of triangles by using

the work of [145] for sampling and estimating the triangle count in large networks. The degeneracy of

the graph can be estimated based on coefficients (w0, w1) which are computed from real data using linear

regression.

4.4 Detection of Influential Spreaders

Detecting influential spreaders is an important topic for understanding how information diffuses in social

networks. An intuitive notion in this domain is that individuals with high connectivity would contribute
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more in the diffusion process. This would naturally lead to metrics like betweenness centrality to be

utilized for the identification of good spreaders (e.g., [117]).

The work of Kitsak et al. [79] finds a contradiction to that – as being highly connected in a network is

not sufficient. It is pointed out that the quality of the connections are also important (i.e., the neighbors

must be also well connected) and that the k-core is better at finding highly influential nodes. The

observation that the core number of a node is a good predictor of its spreading capabilities, formed a new

line of research in the area of influence spreading. A similar study that was conducted in [119], including

PageRank as well as additional influence spreading metrics, lead to the same conclusion in favour of

k-core.

Naturally, several improvements and extensions have been made to this approach (e.g., [98, 118, 97,

168]). One such improvement ranks nodes of a network by the sum of the core numbers of its neighbors [95].

In [28], the authors apply k-core (k-shell) on data from Twitter and notice that the skew in the degrees

of the nodes creates a unnecessary number of cores (thousands) with most of the nodes existing in the

lowered ranked ones (up to 4). To limit the number of cores, instead of mapping k connection to the k-th

level, they assign 2k − 1 to k. In order to provide a more sophisticated decomposition, weights can be

introduced in the graph. The authors of [5] provide a weighting scheme that represents the interaction

among nodes and apply a weighted version of the k-core algorithm. This weight is specific to the nature

of the graph (e.g. based on retweets in Twitter).

Other extensions of the k-core decomposition can be utilized as well. A prime example is the use of

k-truss (triangle-based) [102]. This more restrictive version of graph degeneracy provides a smaller and

more refined set of nodes in the maximal k-truss subgraph (which is a subset of the maximal k-core). The

k-truss structure also captures the cohesiveness of the graph.

The work of [92] utilizes the k-core as a prepossessing step for an algorithm that extracts influential

communities. A basic assumption in that work is that we can weight the graphs with some influential

metric (e.g., Pagerank). Then the k-influential community is defined as an induced subgraph Hk of G

where:

• Hk is connected.

• Each node in Hk has a degree of k.

• There is no other subgraph that satisfies the other two criteria, is not a subgraph of Hk and has a

minimum weight (among its nodes) lower than Hk.

While there is a much more efficient algorithm presented in that work, we present here in Algorithm 1

the naive basic version of computing the top-r k-connected communities as it is more intuitive. The

authors note that this is better than k-truss as it includes the influence of each community (the minimum

node-weight) but there is no direct comparison.

The work of [137] uses k-core decomposition for detecting influential spreaders as well (besides anomaly

detection). In their approach (CORE-S Algorithm) for this application, they apply “vanilla” k-core

decomposition and rank the potential spreaders with their eigen-centrality within the core (instead of

the global graph). They compare their approach against k-core, k-truss, and eigen-centrality presenting

better results than them both in efficiency and accuracy.

4.5 Network Visualization

The nested decomposition of k-core organizes vertices efficiently into groups for visual analysis as well.

One of the earliest pieces of work for k-core based graph visualization focused on the presentation of the
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Algorithm 1: TopCom (G,W ,r,k)

Input: G(V,E), W , r, and k
Result: The top-r k-influential communities

1 G0 ← G, i← 0;
2 while Gi contains a k − core do
3 Compute the maximal k − core Ck(Gi);

4 Let Hk(i) be the maximal connected component

of Ck(Gi) with the smallest influence value;
5 Let u be the smallest− weight node in Hk(i);
6 Delete u;

7 Let Gi+1 be a subgraph of C
k(Gi) after

deleting u;
8 i← i+ 1;

9 if i ≥ r then
10 return Hk(i1), . . . , Hk(ir)

11 else
12 return Hk(i1), . . . , Hk(0)

Figure 13: Example of k-core-based ego network.

graph’s adjacency matrix [16]. The main idea is to reorder the vertices in rows and columns by their

core number.

In general, the k-core has been used to display examples of results from the analysis of real world

graphs by focusing in the most dense cores. In [63] the authors display dense cliques of collaboration

found in the academia with fractional (weighted) cores. Triangle cores are also used on publication data in

[166] as well as the Wikipedia graph and protein to protein interaction networks among others to display

examples of discovered cliques. A similar concept to the triangle cores, the m-core is defined based on

the number of triangles an edge (instead of a vertex) belongs to [169]. Based on the m-coreness of an

edge, a vertex will belong to an m-core if at least one of its endpoint vertices belongs to it. The m-core

is utilized in [35] on an internet graph as well as on the E. Coli metabolic network to support that real

world networks are organized with mechanisms that are based on local instead of global properties.
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Figure 14: Example of the model for graph visualization with k-cores of [6, 7].

A variety of system and software applications have been developed to provide visualizations of graphs

either at their entirety or at specific sub-graphs. Focusing on those that utilize graph degeneracy, Gephi

[15] is a popular graph visualization tool that includes -among many others- k-core as a vertex positioning

algorithm to organize vertices in concentric nested circles that are equal to the number of cores while the

position of the a vertex in each circle is random. In a work with a specific focus of evaluation of individuals,

the authors of [59], present a tool for selecting and displaying the ego network of researchers in the graph

of academic collaborations where only the colleagues of at least equal core number are included while the

rest are hidden (example shown in Figure 13).

Finally, [6, 7] offers a well-developed tool for degeneracy based graph visualization. An mock-up of

what it produces can be found in Fig 14. The nodes are organized in a nested manner that indicates

their core number while the degree of the vertices and their proximity among them is also taken into

account. Specifically the degree is represented by the size of the vertex while the proximity is displayed

by positioning them in relevant proximity at the nested circles.

4.6 Communities and Dense Subgraphs

In a recent work on community detection [61], the authors built upon the properties of the decomposition

to speed-up the execution time of computationally intensive graph clustering algorithms, such as spectral

clustering. In particular, they have proposed CoreCluster, an efficient clustering framework that can be

used along with any known graph clustering algorithm. The approach capitalizes on processing the graph

in a hierarchical way guided by its k-core decomposition. Nodes are clustered in an incremental manner

that preserve the clustering structure of the graph, while making the execution of the chosen clustering

algorithm much faster due to the smaller size of the graph’s partitions onto which the algorithm operates.

In addition to the community detection problem, another interesting problem, community search has

been addressed recently. In community search, given a node v the aim is to detect the most appropriate

community for v. This problem was introduced in [138] and it attracted significant interest. In most

of the cases, graph nodes have specific characteristics (i.e., attributes) that must be taken into account

during community search. This concept was introduced in [47], where node attributes play a key role

towards supporting a new query termed attributed community query (ACQ). In fact, one of the properties

that a subset S of nodes must satisfy to qualify as a potential answer is structure cohesiveness, which

essentially is the k-core property (i.e., for each node u ∈ S, degS(u) ≥ k). The structure cohesiveness
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property is used also in [46], where the focus is to support spatial-aware communities (SAC).

In [91] the concept of k-core is combined with the concept of skyline, in order to spot communities that

are not dominated. This technique is applied to graphs with d numeric attributes per node. Therefore,

each node may be seen as a point in the d-dimensional space. The skyline concept was introduced in the

data management community by [26]. In fact, the skyline concept is based on the concept of maximal

vectors which was studied before in Computational Geometry [83]. The dominance property states that

a point p1 dominates another point p2, if p1 is as good as p2 in every dimension, and p1 is strictly better

than p2 in at least one of them. The points that are not dominated, form the skyline set. In the case of

communities, a community c1 dominates another community c2, if c1 is at least as good as c2 in every

dimension and strictly better than c2 in at least one dimension. Comparisons are performed based on an

aggregation function fi() that takes into account the i-th dimension of all nodes of the community.

An interesting application of the k-core concept is the detection of persistent communities in networks

that change over time, reported in [90]. The main idea behind that work is that a persistent community

should exist during a specified period of time. One of the contributions of [90] is the definition of the

(θ, τ)-persistent k-core. The challenging part in this concept is that the problem of finding the largest

(θ, τ)-persistent k-core is NP-hard. The authors propose algorithmic techniques to solve the problem

efficiently.

Another “famous” application of the k-core decomposition is the identification of dense subgraphs;

Andersen and Chellapilla [10] were based on this to propose solutions with approximation guarantees for

variants of the densest subgraph problem. In a similar spirit, variants of the community detection problem

has been addressed utilizing the properties of k-core decomposition, including local community detection

techniques [37] and the influential community search problem [92, 4] where the notion of influence is

defined as the minimum weight of the nodes in that community.

4.7 Text Analytics

Recently, the concept of k-core decomposition has been also applied in information networks used to

represent textual information. Models for graph construction from textual data can be found at [108].

In short, one may consider elements of text (n-grams, single terms etc.) as vertices and as edges the

co-occurrence of those elements. The edges can be enriched with additional properties depending on

the application. One common approach assigns weights to the edges based on the frequency of term

co-occurrence withing a fixed window - where a sliding window is assumed over the text.

A variety of graph based techniques have been utilized on those graphs. For example, [108] utilizes

Pagerank and [96] uses HITS for ranking words in text based on their ranking in the corresponding

graph. This, in both cases, aims at of the task of keyword extraction. Naturally, the ranking provided

from degeneracy has been utilized as well for keyword extraction [124]. As the authors note in their work,

beyond better results than the he other aforementioned approaches, the maximal k-core automatically

decides the number of keywords in contrast with other methodologies where a fixed number is selected.

Later on, Tixier et al. [143] further refined the concept of core (and truss) decomposition for the task of

keyword extraction. Overall, the additional benefit of flexibility on the properties of the graph motivated

the utilization of advanced approaches and applications of the k-core in text mining.

One such example is found in the later work of detecting events in Twitter streams [106]. The

graph of words is build there from tweets in time-windows of fixed size and the detection of the event is

based on thresholding the vertex/term weighted degree in the maximal core (i.e. the degrees define the

event appearance). Another example [144], utilizes the k-core and k-truss structure for text visualization

and summarization as an online real-time application. Moreover, the degeneracy approach has found
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application on keyword extraction from multiparty conversations [107]. In all cases there is a benefit

from the efficient calculation of the k-core which allows almost instant results.

4.8 The Anchored k-Core Problem and Engagement Dynamics in Social Graphs

A common behavior of users in social networks is that their decisions are influenced by that of their

neighbors, exhibiting the so-called positive network effect : assuming some notion of utility or gain per

individual, this is increasing with the number of friends that behave in a certain way. For example, it

has been empirically observed that users are more likely to engage to the activities of a social network if

their friends do so. Based on that, how can we design or modify a social network in order to maximize

the engagement of its users?

Assume that all users in a community are initially engaged and each individual has two strategies:

to remain engaged in the activities of the community or to drop out [103]. An individual will remain

engaged if at least k of his/her friends are engaged (i.e., degree constraint). A user with less than k

engaged friends will decide to drop out, and his/her decision might spread over the network forming a

cascade of departures (i.e., other individuals might drop out too). When the collapse stops, the remaining

engaged users correspond to the k-core subgraph. That way, the size of k-core can be used to measure

the overall engagement of the social network. In the related literature, many empirical studies have used

the core number of nodes or the size of the maximal k-core subgraph to characterize the engagement

properties of individual nodes or even the engagement characteristics of the whole graph [103, 55, 104].

Based on the previously described model of user engagement in social networks, Bhawalkar et al. [20]

introduced the anchored k-core problem, which examines how to prevent unravelling on the network: we

aim at retaining (anchoring) some individuals, so as to maximize the number of users that will remain

engaged when the unraveling stops (i.e., the size of the maximal k-core subgraph). Once a node v in

G is anchored, it is always retained by the k-core decomposition regardless of its degree (i.e., it is never

removed by the decomposition) [162, 163].

Definition 22 (Anchored k-core subgraph) Given an undirected graph G and a vertex set A ⊂ G,

the anchored k-core subgraph, denoted by Ck(GA), is the corresponding k-core of G with vertices in A

anchored.

Definition 23 (Anchored k-core problem) Given an undirected graph G, a degree constraint k and a

budget b, the anchored k-core problem aims at finding a set A of b nodes, such that the size of the resulting

anchored k-core, Ck(GA), is maximized.

If we have a set A of anchor nodes, then we can directly use the linear time algorithm presented in

Section 3 to compute Ck(GA). However, finding the optimal A is a computational difficult problem; it

has been shown that, when k ≥ 3, the anchored k-core problem is NP-hard [20]. Zhang et al. [162] have

proposed an efficient heuristic algorithm, called OLAK, to deal with the complexity constraints of the

anchored k-core problem.

4.9 Graph Similarity

In a very recent work [113], the hierarchy of the core decomposition is utilized to provide a general

framework for computing similarity metrics among graphs.

Graph similarity is an upcoming topic in the domains of computational biology, chemistry and natural

language processing. Simply put, when computing similarities among graphs basic structures (e.g. trees,
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cycles) are compared between graphs in a local or global level with graph kernels. The aforementioned

work [113], contributes by utilizing existing kernels at equivalent core levels between graphs in order to

compare the structures at similar levels of connectivity.

Algorithm 2: GraphSimKernel(G,G′)

Input: A pair of graphs G and G′

Result: Result of the kernel function, val
1 val = 0
2 δmin = min(δ(G), δ(G′))
3 Let Ci, C

′
i be the i− core of G,G

′ for i = 0, . . . , δmin

4 for i = δmin to 0 do
5 val = val + kernel(Ci, C

′
i)

Algorithm 2 is straightforward as it accumulates the similarities of a base-kernel along with the

corresponding cores between two graphs. Despite its simplicity in implementation, it outperforms the

utilized baselines in comparison with the result if they (the baselines) were used without the framework.

The evaluation is performed on classification tasks of real world graphs from a variety of domains.

4.10 Physics, Biology and Ecology

Many interactions in real organisms are modeled as networks. Biological networks have been studied

significantly by many different perspectives. One of these, is related to the discovery of core/periphery

structure of biological networks. In [99] this idea is studied for protein-protein interactions networks

(PPI). It turns out that in addition to the discovery of interesting correlations between connectivity and

biological properties, the core/periphery structures help to reveal the existence of multiple levels of protein

expression dynamics. Moreover, as reported in [73], residues belonging to inner cores are more conserved

than those at the periphery of the network and also it seems that these groups are functionally and

structurally critical. Another important result was reported in [44] which studied the relation between

the core numbers of proteins and mutation rates. It turns out that the mutation rates for the interior

cores is lower.

In addition to homogeneous networks that appear in biology, bipartite networks are also quite frequent:

gene-protein, host-pathogen, predator-prey. In [56], two new visualization types are proposed that exploit

the structural properties of these networks to improve readability. The basis of these methods is the core

decomposition of the bipartite graph.

Other Biology-related works that use the concept of core decomposition include: [42], which applies

the concept in weighted biological networks, [120] that performs protein complex prediction and [49] which

uses core decomposition in plant metabolic networks.

The core decomposition has been effectively applied to other branches of Biology, such as Ecology.

For example, in [57] an application is presented to plot bipartite ecological networks. Also, in [58], the

authors study different techniques to identifying the species for which the networks are most vulnerable to

cascade extinctions. It turns out that the core decomposition concept sheds light on the understanding of

the robustness properties in mutualistic networks. Also, similar ideas can be found in [112], which studies

the concept of structural collapse in mutualistic ecosystems. More specifically, based on the authors, it

was shown that “when species located at the maximum k-core of the network go extinct as a consequence

of sufficiently weak interaction strengths, the system will reach the tipping point of its collapse”.
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In a surprising application of the classik k-core decomposition, [111] finds that when that modeling

viscosity in materials as a network of contacts leads to the k-core being the tool for explaining a phe-

nomenon referred as jamming (increment of viscosity with increment of density). In fact the network of

contacts show a behavior similar to an Erdos-Renyi graph model in the aspect of k-core percolation.

4.11 Neuroscience

The study and the understanding of the brain is an ongoing adventure. It turns out the core decomposition

concept plays an important role in this study. One of the first works that applied the concept was published

in [67]. In that work, the authors performed an in-depth analysis of the brain functional network which is

composed of parts of the brain that are functionally interconnected in a dense manner. The main result

of this study is that regions of the brain that belong to the structural core, share high degree, strength,

and betweenness centrality, and they operate as hubs linking other major structural modules.

In a similar line, the work in [147] demonstrates that parts of the brain with high connectivity (i.e.,

brain hubs) form a so-called “rich club”, which means that there is a tendency for high-degree nodes to

be more densely connected among themselves than nodes of a lower degree. The result is that this “rich

club” provides important information on the higher-level topology of the brain functional network.

Later, this idea was developed further in [135] in order to compare the brain organization of pigeons

and mammals. The main result of this study was that the pigeon telencephalon4 is organized in a similar

manner to that of a mammal.

Additional research efforts in the area that use the core decomposition concept as a first class citizen

include: [125] which studies the influence of wiring cost on the large-scale architecture of human cortical

connectivity, [21] which examines the way the brain functional network reorganizes during cognition, [156]

which links the concept of cell assemblies to that of k-core and studies a specific type of cell assembly

called k-assembly and [85] which studies the hierarchical cortical organization of the human brain.

5 Conclusions and Further Research

The core decomposition of a graph is a concept that has been studied for many years and is applied in

many different problems in diverse scientific areas – also displaying its value in real world applications.

The main reason for its ubiquity lies in the fact that it provides an efficient manner for organizing the

graph into hierarchical structures of increasing cohesiveness.

In this survey article, we have provided a thorough review on existing approaches for applications and

algorithmic techniques concerning degeneracy-based graph decompositions. In the application domain,

most of the works have focused primarily on real-world scale-free networks. A possible explanation is

that, random graphs do not exhibit interesting degeneracy-based properties. In other words, there is no

actual discrepancy of the core numbers of nodes in random graphs. Concerning algorithmic techniques,

we have examined k-core (and its variants) being applied to a multitude of computational models covering

many scenarios. One perhaps issue, we notice that in most cases the approaches are tailored by utilizing

specialized structures which makes difficult to utilize the same model in a more generic graph analysis

scenario (we elaborate on this below).

We have organized this review by three major axes i) graph types, ii) algorithmic techniques, and

iii) applications. We note that many publications could be mentioned in all of these axes as the graph

type is usually defined in a specific scenario for “not simple” graphs which in turn requires re-definition

4The telencephalon is the most highly developed and anterior part of the forebrain, composed mainly of the cerebral
hemispheres (https://en.wikipedia.org/wiki/Cerebrum).
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(or extension of the definition) of degeneracy and consecutively the re-design of the algorithm. For this

reason we place each piece work into one of these axes based on its major focus.

To the extend of our knowledge, this survey is the first in attempting to cover degeneracy to this

extend. Two notable attempts in similar reviews exist in the general literature as book chapters found

in “Encyclopedia of Social Network Analysis and Mining” [23] and in “Cohesive Subgraph Computation

over Large Sparse Graphs” [31] both covering to a lesser extend a subset of the main topics presented in

this manuscript.

Although core decomposition has been covered by many different perspectives, still there is room for

more work in the area. Next, we discuss briefly possible topics of interest for future research.

Algorithmic Aspects. A variety of techniques have been studied for k-core decomposition (in memory,

streaming, in parallel), but most of them focus on a single dimension of decomposition based on a function

upon properties of the node i.e., the degree, the number of triangles etc. As graph models become more

elaborate (direction, label, timestamp), the algorithms are redesigned for a specific computational model.

While this is expected (one designs an algorithm specific to the needs of application and core extension),

there is a lack for a uniform model regardless of the dimensions across which the core is computed. One

of the original works for Generalized Cores [17] attempted at providing such a general model but this

would not be applicable in e.g., temporal cores as the additional dimension can be used in a different

manner than the degree (which lead to a variety of works specifically for temporal cores).

Through out this review, the reader may notice that different models for graph decomposition try to

solve the same problem in principle for computing the decomposition -while they study different graph

properties. Nevertheless, a variety of algorithms has been introduced that solve the same problem (with

similar approaches). As such, it is expected in future research for ”generalized cores” to re-appear for a

greater extension of dimensions and computational models.

Furthermore, there is a lot of potential for graph computational models in general in distributed envi-

ronments due to the advances in this domain both in academia but in the industry as well combined with

need for scalable algorithms on fast evolving data. While we cover here cases for distributed, parallel and

streaming computation for large graphs, these approaches are yet to be adopted in general in real world

applications and for now are specific implementations. One major factor for this is due to the fact that

they require specific data structures and designs that do not generalize in usability by other algorithms

e.g., the model used in incremental k-core decomposition [?] is very efficient but it might not be very

efficient in other graph analysis tasks like eigen-centrality computation or triangle counting. As such, it is

hard to adopt a solution if it requires a great cost for transformation in order to use other graph mining

algorithms.

Core Decomposition in Machine Learning. While we saw here the potential of k-core decomposition

even in graphs that are extracted from non-graph data (e.g., in graphs of words), it seems that it has not

been explored in too many cases in the domain of Machine Learning or Data Science in general. While

the topic is beyond the scope of this review, there are many cases where a graph structure is assumed as

representation of the data in some form (e.g., manifold based decomposition [142], spectral clustering on

none graph data through affinity kernels [149]).

Despite that graph structures are used quite frequently through data transformations and affinity

kernels, the k-core structure of those graphs has not even been examined for its properties and potentials

(e.g., feature extraction). This is somewhat, surprising as the k-core algorithm is quite efficient and -as it

has been seen in this review- it offers the potential of finding out-liers or anomalies in real-world graphs.
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Of course, other types of data (e.g., points in the Euclidean space) will not have the same properties as

the graphs that are usually studied with degeneracy. Nevertheless, at the minimum a study is lacking on

the properties of “other” graphs.

Representation Learning on Graphs. A recent work (core2vec [131]) showed the potential of using

k-core decomposition in feature engineering with deep learning techniques. In general this work lies in

the domain of representing nodes with latent features – as an embedding in a multidimensional space –

that are learned automatically. Usually, this embedding represents similar vertices as vectors with a high

similarity in the vector space model. The aforementioned work describes an alternative to using random

walk during one of the phases of an existing technique, by biasing the walk with core-based information

(focusing the walk in the same core). Although this can be considered a marginal modification, it offers

motivation on working in this sub-domain of machine learning. We have seen throughout this review a

variety of core models with different interpretations – capturing different (structural) properties of the

vertices and subgraphs in general. While these properties can be considered as features, one could utilize

them in a similar way to the core2vec model (e.g., as prepossessing techniques), in order to optimize graph

embedding techniques.

Influence Maximization. The topic of influence maximization and the identification of influential

spreaders has received a lot of attention in the domain of online social networks and recommender systems

due to its economical applications but also due to the general emergence of interest in the study of

information diffusion.

As we have seen in Section 4, the k-core has played a major role in this domain and further improve-

ments did not involve only the extension of the k-core but also its combination with other methodologies.

As only a few basic models have been studied, the exploration of the more elaborate ones remains still an

open subject (e.g., in directed graphs). Moreover, any lateral property defined on this topic will always

have the potential of being combined with the k-core structure in similar manners to the ones reviewed.

Lastly, the k-core has mainly been used so far as a heuristic algorithm to identify nodes with good spread-

ing properties. It remains open problem how to combine the properties of the core decomposition with the

greedy algorithm by Kempe et al. [76], towards a scalable core-based influence maximization algorithm

with theoretical guarantees.
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[70] L. Hébert-Dufresne, A. Allard, J.-G. Young, and L. J. Dubé. Percolation on random networks with
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