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ABSTRACT

An alternative method to Fourier analysis is discussed for studying the scale dependence of variances and
covariances in atmospheric boundary layer time series. Unlike Fourier decomposition, the scale dependence
based on multiresolution decomposition depends on the scale of the fluctuations and not the periodicity. An
example calculation is presented in detail.

Multiresolution decomposition is applied to tower datasets to study the cospectral gap scale, which is the
timescale that separates turbulent and mesoscale fluxes of heat, moisture, and momentum between the atmosphere
and the surface. It is desirable to partition the flux because turbulent fluxes are related to the local wind shear
and temperature stratification through similarity theory, while mesoscale fluxes are not. Use of the gap timescale
to calculate the eddy correlation flux removes contamination by mesoscale motions, and therefore improves
similarity relationships compared to the usual approach of using a constant averaging timescale.

A simple model is developed to predict the gap scale. The goal here is to develop a practical formulation
based on readily available variables rather than a theory for the transporting eddy scales. The gap scale increases
with height, increases with instability, and decreases sharply with increasing stability. With strong stratification
and weak winds, the gap scale is on the order of a few minutes or less. Implementation of the gap approach
involves calculating an eddy correlation flux using the modeled gap timescale to define the turbulent fluctuations
(e.g., w9 and T 9). The turbulent fluxes (e.g., w9T9) are then averaged over 1 h to reduce random sampling errors.

1. Introduction

Our purpose is twofold: to (i) study the cospectral
gap that separates turbulent and mesoscale contributions
to the calculated fluxes of heat, moisture, and momen-
tum; and (ii) present a description of multiresolution
decomposition including a simple example. Multireso-
lution analysis applied to time series decomposes the
record into averages on different time scales and rep-
resents the simplest possible orthogonal decomposition.
Multiresolution (MR) spectra yield information on the
scale dependence of the variance as do Fourier spectra,
but unlike Fourier spectra, MR spectra satisfy Reynold’s
averaging at all scales and do not assume periodicity
(Howell and Mahrt 1997). The location of the peak of
MR spectra in the time scale domain depends primarily
on the timescale of the fluctuations, while the peak of
Fourier spectra depends on the periodicity. Howell and
Mahrt (1997) found that Fourier spectra tend to be shift-
ed to larger scales because local MR spectra respond to
event widths, whereas the global Fourier spectra are
influenced by the time between events. Multiresolution
spectra can be interpreted in terms of (i) using simple
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unweighted moving averages (the approach presented
here), (ii) the Haar transform method (Haar 1910; How-
ell and Mahrt 1997), and (iii) wavelets (Mallat 1989;
Katul and Vidakovic 1996). The multiresolution basis
set is a wavelet basis set with a constant basis function,
and is the only basis set that satisfies Reynold’s aver-
aging.

Eddy correlation flux calculations from tower data
require the researcher to choose a timescale t (or a
length scale for aircraft data) to define the fluctuations.
The calculated flux includes all scales of motion from
the smallest resolved by the instrumentation up to the
specified averaging timescale t, and therefore, the cal-
culated flux depends on the choice of t. Since the at-
mosphere typically contains motions and coherent ver-
tical transports (fluxes) on a wide range of timescales,
the selection of t is not always straightforward. The
choice of t varies in the literature, where a typical value
is 30 min. Differences in t may contribute to some of
the differences between studies, especially for the stable
boundary layer. The choice of t may be influenced by
the goal of the particular research. For example, while
studying similarity relationships, one might attempt to
remove all nonturbulent contributions to the fluxes,
while for balancing surface energy budgets one might
want to include heat fluxes at larger timescales, regard-
less of their origins.
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FIG. 1. Steps in multiresolution decomposition.

The scale dependence of the flux often reveals a cos-
pectral gap region that separates the turbulent scales of
the cospectra from the mesoscale transport (Smedman
and Högström 1975; Stull 1990). These mesoscale flows
can include deep convection, large roll vortices and local
circulations due to topographical or surface heteroge-
neity. In stable flows, mesoscale motions can include
internal gravity waves, drainage flows, and other less well
known motions. Wave-turbulence interactions at time-
scales as small as a few hundred seconds have been ob-
served to cause both gradient and countergradient heat
fluxes in very stable conditions (Smedman 1988; Sun et
al. 2002). Mahrt et al. (2001) found a spectral gap de-
lineating turbulence and mesoscale motions by examin-
ing MR spectra (variances) of the wind components for
a variety of different tower datasets. Howell and Sun
(1999) used MR cospectra of the heat flux and a random
flux sampling error criteria to determine a turbulence
cutoff timescale for the stable boundary layer.

When relating fluxes to the local mean wind shear
and temperature stratification, as in similarity theory,
the prescribed timescale t would ideally include trans-
ports on all turbulence timescales and exclude all me-
soscale and larger motions. Mesoscale motions do not
obey similarity theory and are poorly sampled on time
scales of a few hours or less (Mahrt et al. 2001). In-
cluding mesoscale transport in calculated fluxes poten-
tially degrades similarity relationships (Smedman
1988). This degradation is expected to be most signif-
icant for stable conditions, where the turbulent fluxes
are small and inclusion of the mesoscale contribution
can dramatically change the magnitude and even the
sign of the calculated flux. In unstable conditions the
turbulent flux is much larger, and therefore inadvertent
inclusion of mesoscale transport is thought to have less
impact on the calculated flux.

In this study, we address the issue of selecting a time-
scale for eddy correlation flux calculations that includes
the turbulence but excludes the mesoscale. Multireso-
lution decomposition is used to examine the scale de-
pendence of the momentum flux and the heat flux for
tower datasets over relatively flat, homogeneous sur-
faces with low vegetation. The multiresolution decom-
position method and a straightforward algorithm for cal-
culating spectra and cospectra are presented in section
2. A discussion of the data is included in section 3. In
section 4, the decomposition is applied to turbulence
data to identify and model the cospectral gap region
separating the contributions from turbulent and meso-
scale motions to the calculated eddy correlation flux.
We compare fluxes and similarity relationships using
the new gap scale model to those calculated using the
traditional approach of a constant averaging timescale
in section 5.

2. Multiresolution decomposition
Consider a time series wi consisting of i 5 1, 2 · · ·

2M points. A method for mapping the series for an ar-

bitrary number of points N onto 2M points is outlined
below. Multiresolution decomposition partitions the re-
cord into simple averages on different scales (segments)
of width 1, 2, 4, . . . 2M consecutive data points. The
lowest order mode (largest scale) is the simple average
over the record, which is then removed (Fig. 1a). The
next mode consists of the means of the two half records
(Fig. 1b), which are then removed. The third mode con-
sists of the averages of the four subrecords, and so forth.
This procedure can be thought of as a highpass filter
that, with each application, removes increasingly shorter
averaging timescale fluctuations.

For a given scale m, the averaging segments of width
2m points are sequenced as n 5 1, 2 · · · 2M2m, where n
identifies the position of the segment within the series.
The average for the nth segment at scale m is given by
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TABLE 1. Multiresolution orthogonal decomposition method applied to the time series with eight samples in Fig. 1.

m wri (m) w n (m) MR spectra (m 1 1)

3
2
1
0

1.00 3.00 2.00 5.00 1.00 2.00 1.00 3.00
21.25 0.75 20.25 2.75 21.25 20.25 21.25 0.75
21.75 0.25 20.75 2.25 20.75 0.25 20.75 1.25
21.00 1.00 21.50 1.50 20.50 0.50 21.00 1.00

2.25
0.50 20.50
20.75 0.75 20.25 0.25

—

—
0.25
0.3125
1.125

J1
w (m) 5 wr (m), (1)On im2 i5I

where wri(m) is the residual series with segment aver-
ages for windows of width .2m points removed. The
wri(M) is the original series wi. In Eq. (1), I 5 (n 2
1)2m 1 1 and J 5 n2m. In this notation, the lowest order
mode (largest averaging timescale) corresponds to m 5
M, while the highest order mode (shortest averaging
timescale) corresponds to m 5 0.

The MR spectra are the second moment about the
mean of the segment averages, given by

M2m21 2D (m 1 1) 5 w (m), (2)Ow nM2m2 n51

since the record mean of the segment averages is zero.
To calculate MR cospectra for two time series w and
f, the same averaging and reduction procedures are ap-
plied as discussed above for MR spectra except that
there are two time series and the cospectra are given by

M2m21
D (m 1 1) 5 w (m)f (m). (3)Owf n nM2m2 n51

The sum of Dwf(m) over averaging scales m 5 1, P
is precisely equal to the average eddy correlation flux
calculated using an averaging scale of 2P points,

P
PPD (m) 5 [(w 2 w )(f 2 f )], (4)O wf

m51

where the overbar refers to a 2P-point local averaging
scale and the square brackets denote the record mean.
The record length (2M points) determines the time period
over which the estimates of the flux are averaged. When
P 5 M there is a single timescale and the relationship
between the MR cospectra and the eddy correlation flux
simplifies to

M

D (m) 5 [(w 2 [w])(f 2 [f])]. (5)O wf
m51

The right-hand side of Eq. (5) is the traditional Reynolds
flux.

Fourier decomposition imposes periodic basis func-
tions, and therefore an explicit relationship between
Fourier spectra and MR spectra, or between Fourier
spectra and Reynold’s averaging, does not exist. The
correspondence between our MR spectra notation and
Fourier spectra is

D (m) ; fS ( f ) 5 kF (k),w w w (6)

where we use the notation of Kaimal and Finnigan
(1994) for the frequency-weighted ( fSw) and wavenum-
ber-weighted (kFw) forms of the Fourier spectrum. The
MR spectra and the two weighted forms of the Fourier
spectra in Eq. (6) have units of variance. The frequencies
and wavenumbers associated with the MR spectra av-
eraging timescales are f 5 (d t2m)21, m 5 1, M, and k
5 f /U, respectively, where d t is the time interval (s)
between data points and U is mean wind speed (m s21).
Normalized MR spectra are given by

D (n)wG (n) 5 (7)w DO w

such that Gw(n) is the fraction of the vertical velocity
variance associated with normalized frequency n, where
n 5 fz/U.

a. Example calculation

An example of the calculations for the time series in
Fig. 1 is shown in Table 1. First, Eq. (1) is applied with
m 5 M 5 3 to the original series wri(3). The segment
averaging scale of 8 points yields 1(3) 5 2.25 (linew
in Fig. 1a). This average is removed from all points in
the series wri(3) to yield the new residual time series
wri(2) (squares in Fig. 1b). Second, Eq. (1) is applied
with m 5 M 2 1 5 2 with a segment width of 4 points
yielding 1(2) 5 0.5 and 2(2) 5 20.5. The MR spec-w w
tra is calculated as the second moment about the mean
of the n(2), which in this case gives Dw(3) 5 0.25.w
The first segment average 1(2) is removed from allw
points in the residual series wri(2) within the n 5 1
segment, and the second segment average 2(2) is re-w
moved from all points in the n 5 2 segment to give the
new residual series wri(1) (squares in Fig. 1c). Third,
Eq. (1) is applied with m 5 M 2 2 5 1 with a segment
width of 2 points and the MR spectra is calculated using
Eq. (2) yielding Dw(2) 5 0.3125. The segment averages
are removed from wri(1) to produce wri(0). For m 5
0, the segment width is a single point, and n(0) 5w
wri(0). Applying Eq. (2) yields Dw(1) 5 1.125. This
completes the decomposition. Here, Dw(1) is the vari-
ance of wi associated with an averaging time scale of
21 data points, Dw(2) is for a scale of 22 points, and
Dw(3) is the variance associated with the largest scale
of 23 points. The sum of Dw(m), m 5 1, 2, 3, is equal
to the second moment of w about the record mean. Soft-
ware that performs the decomposition is available from
the author upon request. The code is available in For-
tran77, c, Matlab, and IDL languages.
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b. Mapping to 2M points

The orthogonal decomposition requires that the time
series consist of precisely 2M samples. An original series
of arbitrary length N is interpolated onto a new series
of length 2M, where M is the largest integer such that
2M , N. The time interval between samples of the new
series of length 2M is

(N 2 1)dtodt 5 , (8)
M(2 2 1)

where d to is the time interval of the original series and
d t . d to. Linear interpolation between the two nearest
points in the original series is used to calculate each
point in the new time series. With this approach, all the
data points in the original series are used. An alternative
might be to select some portion of the original series
and discard the remaining portion.

3. Data

The primary tower data is from the Cooperative At-
mosphere–Surface Exchange Study–1999 (CASES99)
grassland site in Kansas during October (Poulos et al.
2002). This dataset includes 16 different sonic ane-
mometers of either Campbell CSAT or ATI K-probe
design, deployed on 9 different towers tightly clustered
in a circular region of diameter 600 m centered on a
main 60-m tower. The sonics were deployed at a number
of vertical levels ranging from 0.5–55 m above ground.
We include sonic data from levels of 10, 20, 30, 40, 50
and 55 m on the NCAR ATD main 60-m tower; the
UConn mini tower located 10 m to the side of the main
tower with CSAT sonic anemometers at 0.5, 1.5, and 5
m; the Iowa flux tower with sonic anemometers at 1.5
and 5 m; and from the NCAR ATD network of 6 stations
surrounding the main tower site each with a sonic an-
emometer at 5 m. The lower sonic level on the UConn
tower was changed from 1.5 to 0.5 m during the ex-
periment. Sonic pathlength averaging may influence the
fluxes at the lowest deployment levels (below 2 m)
where a larger fraction of the flux is carried by eddies
with length scales which are not large compared to the
pathlength (10 cm).

We obtained one month of 20-Hz time series data for
all 16 of these CASES99 sonics. For the cospectra cal-
culations, we consider individual time series of 1-h
lengths. Flow through the tower and transition periods
just after sunrise and sunset were excluded. A small
amount of data were excluded based on the flux non-
stationarity parameter following Mahrt (1998). The
most nonstationary periods were discarded. A larger
amount of data were discarded based on quality control
testing (Vickers and Mahrt 1997). The most frequent
cause of discarded data was flow through the tower
structure prior to reaching the sensors.

Auxiliary tower datasets include (i) three Kaijo Denki
sonic anemometers at 2, 10, and 20 m, and a Gill Solent

sonic at 7 m above ground over a low heather canopy
in the Borris Moor of Jutland in Denmark for one week
in July 1995 (BORRIS95); and (ii) two ATI K-probe
sonic anemometers at 3 and 10 m above Kansas grass-
land during March 1995 (MICROFRONTS). We use the
auxiliary tower datasets to test the generality of the
conclusions based on CASES99 results.

A tilt correction (e.g., Kaimal and Finnigan 1994),
was applied to all of the above mentioned sonic ane-
mometer data. Our tilt correction (Mahrt et al. 2000) is
constructed by computing a practice tilt angle that elim-
inates the mean vertical motion for each 1-h record.
After eliminating outliers, the average of the tilt angle
is computed for each wind direction group of width 158
for all records with wind speeds exceeding 2 m s21.
The directionally dependent tilt correction is then ap-
plied to all of the data, regardless of wind speed. Our
tilt correction does not force the mean vertical motion
to be zero for any individual 1-h period. Our procedure
also searches for a nonzero, and possibly time-depen-
dent offset in the mean vertical wind. If an offset is
found, it is removed from the data before calculating
and averaging the practice vertical tilt angles.

For the purpose of characterizing the stability depen-
dence of the cospectral gap scale in the next section,
we prefer the bulk Richardson number to z/L. Here Rb

is independent of the fluxes, while the Obukhov length
L is defined by the fluxes. Calculating an eddy corre-
lation flux using a z/L dependent averaging time scale
could be difficult to implement for all flow situations
and would require an iterative approach since z/L would
depend on the averaging timescale, which would depend
on z/L, and so forth. Instead, we use a bulk Richardson
number calculated as

(u 2 u )gzz sfcR 5 , (9)b 2u Uz z

with z 5 15 m and where usfc is the 1-h average surface
radiative temperature based on measurements made at
the six stations in the ATD CASES99 network. Using
surface radiative temperature measurements over land
is often problematic due to irregularities in surface cover
and differences between the radiometer footprint and
the flux footprint. However, in CASES99, these prob-
lems are reduced by averaging the radiative temperature
estimates from six different locations all with similar
surfaces (grassland). Here, Uz is taken as the vector
average wind speed from an R.M. Young propeller vane
anemometer at 15 m on the main tower, and the air
temperature uz is taken from the ATD aspirated and
shielded temperature measurement at 15 m on the main
tower. Over 90% of the 1-h average bulk Richardson
numbers in CASES99 are in the range 21 to 1 (Fig. 2).

For the BORRIS95 dataset, we calculated Rb using
the temperature difference between thermocouples at
0.23 and 16.3 m above ground and the wind speed from
a sonic anemometer at 20 m. For MICROFRONTS, the
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FIG. 2. Frequency distribution of the bulk Richardson number in
CASES99 for 376 1-h periods.

FIG. 3. Averaging timescale dependence of the (a) sonic heat flux
(m s21 8C) and (b) alongwind component of the momentum flux (m2

s22), for CASES99 5-m sonic data for 18 stable 1-h periods on 12
different nights.

gradients were based on the temperature difference be-
tween ATD aspirated and shielded sensors at 2 and 10
m and the wind speed from a 10-m propeller vane.

4. Cospectral gap scale

The cospectral gap scale was examined by studying
MR cospectra of the momentum and heat flux for each
1-h period. We chose 1 h as a compromise. Longer time
periods are desirable to reduce random sampling errors,
while shorter periods reduce the influence of nonsta-
tionarity. In most stable cases, a gap region was clearly
evident in the MR cospectra. The fluxes of heat and
momentum at timescales larger than the gap scale are
often erratic, a strong function of averaging time and
can be of either sign, and unlike the turbulent scale
fluxes, have no clear relationship to the local shear or
stratification (Fig. 3). For averaging times shorter than
a few minutes, downward heat flux is nearly always
present in the stable boundary layer. A gap region was
not always evident for unstable periods where the dis-
tinction between large convective eddies that scale with
boundary layer depth and mesoscale motions becomes
blurred. The large difference in the spatial scales of
turbulent transport between unstable and stable condi-
tions is due to augmentation of the large eddies by con-
vection and suppression of the large eddies by stable
stratification.

An automated algorithm was developed to objectively
find the gap timescale. The algorithm scans the MR
cospectra [Eq. (3)] beginning with the shortest aver-
aging timescale and progressing to longer timescales.
The first peak in the cospectra is identified by a decrease
in magnitude with increasing scale and is associated
with turbulence. The gap between turbulence and me-
soscale motions is identified when the cospectra either
increase or level off at an averaging time scale longer
than the scale associated with the turbulence peak. A
leveling off is identified when the accumulative flux
changes by 1% or less with an increase in timescale.
Individual cospectra for 1-h time series are first
smoothed with a 1-2-1 filter to remove potential spu-
rious maxima and minima. Determination of the gap

region for individual records was most straightforward
for the heat flux, which often changed sign in the gap
region. The algorithm for the momentum flux is applied
to the magnitude of the stress vector.

For a few periods with very weak turbulence, the gap
detection algorithm fails to find any significant peak in
the cospectra at scales commonly associated with tur-
bulence. In these cases the cospectra at the shortest av-
eraging timescales are nearly flat and close to zero, in-
dicating that the turbulent flux is zero within measure-
ment error. Our approach was to exclude these cases,
and retain an estimate of the cospectral gap only when
there was measurable nonzero turbulent flux.

Figure 4 shows the averaging timescale dependence
of the fluxes of heat and momentum for a 1-h stable
period with a cospectral gap at 30 s. For timescales
slightly larger than the gap, the cospectra for both the
alongwind component of the momentum flux and the
heat flux change sign (Fig. 4a). As a result, the accu-
mulative flux, or equivalently the eddy correlation flux,
is a local maximum at the gap scale (Fig. 4b). The
accumulative flux for timescale t is found by summing
the contributions to the flux from the shortest timescale
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FIG. 4. CASES99 5-m sonic data for one stable period around
midnight for the sonic heat flux (solid line), alongwind component
of momentum flux (dash), crosswind momentum flux (dots), and mag-
nitude of momentum flux [dash–dot; (b) only] for (a) the cospectra,
and (b) the accumulative flux. Vertical line is the gap time scale
detected by the algorithm (26 s).

FIG. 5. The 5-m sonic heat fluxes (m s21 8C) vs bulk Richardson
number for (a) fluxes calculated using a constant 30-min averaging
time and (b) fluxes calculated using the gap timescale.

up to timescale t. In the region around the gap (20–40-
s averaging timescale), the accumulative flux curve is
flat, and the flux is not a strong function of averaging
time. By contrast, for longer timescales outside the gap
region, the accumulative fluxes in this example increase
rapidly with increasing averaging time and are highly
sensitive to the precise timescale chosen, and therefore
are not well posed. At averaging timescales 5 min and
longer, the crosswind component of the momentum flux
in this example dominates the magnitude of the mo-
mentum flux vector. In the small-scale region of the
cospectra associated with turbulence, the crosswind
component of the momentum cospectra is much smaller
than the alongwind component.

Use of the gap timescale from the automated algo-
rithm to calculate the flux does indeed appear to reduce
the scatter in stable similarity relationships (Fig. 5). The
sonic heat flux calculated using a constant 30-min time-
scale (Fig. 5a) is counter to the potential temperature
gradient in 20% of the stable 1-h periods, while for the

identical time periods, the heat flux calculated using the
variable gap scale (Fig. 5b) is countergradient only 4%
of the time. Upward heat fluxes in stratified conditions
are not predicted by similarity theory and here are due
to inadvertent capture of poorly sampled mesoscale mo-
tions.

One approach for application of this method would
be to determine the gap scale for each individual 1-h
data record and use that timescale as the averaging time-
scale in the eddy correlation flux calculation for that
particular 1-h period. We chose not to use this approach
because the random sampling error in the cospectra for
an individual 1-h record is large, especially for the larg-
est averaging timescales that are the most poorly sam-
pled. That is, there is significant random sampling error
in an individual 1-h estimate of the gap scale. Instead
of this approach, we determine the gap scale for each
hour of data for each sonic anemometer and then av-
erage the gap scale over the entire experiment to reduce
random errors. In the next section, we develop rela-
tionships between the averaged gap scale and the height
above ground and the bulk stability.

The gap scale estimated from tower data is naturally
considered as a timescale since the measurements are
made by sampling in time at a fixed location in space.
We also calculate a corresponding gap length scale using
Taylor’s hypothesis (Taylor 1938); however, such a
length scale is subject to all the errors associated with
application of this hypothesis. Results in this section
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FIG. 6. Height dependence of the composite gap timescale (s) and
length (m) scale in CASES99 for the main 60-m tower and UConn
tower (solid line and dots), the Iowa flux tower (dashed line and
circles), and the six 5-m stations (squares) for (a) near neutral sta-
bility, (b) unstable, and (c) weakly stable conditions.

will focus on the gap scale for the CASES99 sonic heat
fluxes. The momentum flux cospectra are generally less
well behaved than the heat flux cospectra, although the
gap timescales for both are similar in neutral and stable
conditions. For unstable conditions, the momentum flux
gap scale is typically smaller than the heat flux gap scale.
This suggests that large convective eddies transport heat
more effectively than momentum.

In addition to height above ground and stability,
which are the influences we will explicitly consider, the
gap scale may also be related to boundary layer depth.
Shallow boundary layers could suppress the largest tur-
bulent eddies and reduce the gap scale. At night, the
gap scale may be related to the location and intensity
of the low level jet, which was commonly observed in
CASES99 (Banta et al. 2002). The observations needed
to test the boundary layer depth and low level jet in-
fluences were not routinely available in our datasets and
will not be available in many anticipated applications.

Height and stability dependence

The gap timescale and gap length scale (using Tay-
lor’s hypothesis) generally increase with height in near
neutral and unstable conditions (Fig. 6). This increase

with height is expected due to the presence of the
ground, which inhibits the turbulent eddy size. In stable
conditions, no clear height dependence of the gap time-
scale is observed above 1.5 m (Fig. 6c). A possible
explanation is that in stable conditions the larger tur-
bulent eddies are limited by the temperature stratifica-
tion and buoyancy destruction of turbulence such that
height above ground becomes a secondary influence.
Using Taylor’s hypothesis, the gap length scale increases
with height in stable conditions due to the increase in
the mean wind with height.

While similarity theory provides guidance for the
height dependence of the turbulent mixing length and
for the peak of the turbulent cospectra, it does not pro-
vide any clear guidance for the height dependence of
the gap scale separating turbulence and mesoscale mo-
tions. For neutral conditions, the mixing length is pre-
dicted to increase linearly with height in the surface
layer as

u*
l [ 5 kz, (10)mix ]U/]z

where k . 0.4 is von Kármán’s constant. However, the
relationship between the mixing length and the gap scale
is not known. Kaimal and Finnigan (1994) found that
height dependent cospectra of the momentum flux for
the neutral surface layer collapse onto a single curve
when viewed as a function of the normalized frequency
n, where n 5 fz/U, and f is the dimensional frequency.
The interpretation is that the length scale associated with
the peak of the turbulent cospectra scales linearly with
z. The relationship between the scale of the peak of the
turbulent cospectra and the gap scale, however, is not
known. In particular, the gap scale can be influenced by
the smallest scales of significant mesoscale motion.

We find that the neutral gap length scale does increase
approximately linearly with height in the lowest 20 m,
but increases at a rate much less than linear above 20
m (Fig. 6a), possibly due to the influences of boundary
layer depth. Least squares regression for the neutral gap
length scale at 0.5, 1.5, 5, 10, and 20 m above ground
in CASES99 gives

l 5 816 m 1 320z.gap (11)

This relationship explains a substantial fraction of the
variance but has two problems: (i) the nonzero intercept
(816 m for z 5 0) is unexpected since in the theoretical
limit lgap should approach zero as z approaches zero, and
(ii) it grossly overpredicts the gap length scale above
20 m. When interpreting the large asymptotic value at
the surface, it must be remembered that the gap scale
is the scale that includes all of the turbulent flux and is
therefore larger than the scale of the main transporting
eddies. This relationship is of more practical value than
theoretical value.

A potential reason for the slower increase with height
of the neutral gap length scale above 20 m is that a 1-
h record may be too short to adequately capture the
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FIG. 7. Stability function f (Rb) in CASES99 for the main and
UConn towers (solid lines and dots), the Iowa tower (dotted lines
and circles), and the six 5-m stations (dashed lines and squares). The
heavy line is a fit to the data [Eqs. (13)–(14)].

larger cospectral gap scales that might be anticipated at
these heights. However, after examination of individual
cospectra from the highest levels on the tower, it is not
obvious that the diagnosed gap scale is limited by the
record length. In addition, making our record length
longer than 1 h would introduce an unacceptable amount
of nonstationarity, conflicting with our goal of improv-
ing eddy correlation flux calculations for evaluation of
similarity theory.

The turbulence length scale is physically more ap-
pealing than the timescale to pass the tower, but to assess
the length scale from tower data one needs to assume
Taylor’s hypothesis. The transformation between time
and space has two problems: (i) Taylor’s theory may
not apply because the eddies do not move with the mean
wind speed or they evolve significantly during the time
required to pass the tower, and (ii) the eddies generally
become more elongated in the wind direction with stron-
ger winds. Given that there is no available alternative,
and that we are not attempting to develop a new tur-
bulence theory, we chose to empirically model the gap
timescale directly to improve turbulent flux calculations.
We select a form for the gap timescale of

pt 5 a (z/z ) f (R ),r r b (12)

where ar is the neutral gap timescale (seconds) at ar-
bitrary reference height zr 5 10 m, and f (Rb) is a sta-
bility function equal to unity for neutral flow. The CAS-
ES99 neutral data yield ar 5 540 s and p 5 1/3.

Despite considerable scatter between the different
sonic anemometers, a good relationship was found be-
tween the gap timescale and stability as measured by
the bulk Richardson number (Fig. 7). A fit to the stability
dependence based on all the CASES99 data is given by

1/4f (R ) 5 (1 2 50R ) ; R , 0 (13)b b b

21/2f (R ) 5 (1 1 100R ) ; R . 0, (14)b b b

where the stability function was found by first removing
the neutral height dependence. Some of the scatter in Fig.
7 is due to the stability dependence of the height depen-
dence, which for simplicity has been excluded from the
model. The coefficients for f (Rb) may be sensitive to the
levels used to calculate the gradients in the bulk Rich-
ardson number. For extreme positive or negative bulk
Richardson numbers, where f (Rb) either vanishes or be-
comes very large, we constrain the gap timescale to be
no smaller than 30 s and no larger than 1200 s.

The gap scale model is applied to the calculation of
eddy correlation fluxes as follows. The bulk Richardson
number is estimated from the 1-h average wind speed
and the 1-h average temperatures [Eq. (9)]. The gap
timescale is evaluated using the height and stability-
dependent model [Eqs. (12)–(14)]. Quantities such as
the vertical velocity w and temperature T are decom-
posed into a mean and a fluctuating part, as in standard
Reynold’s decomposition, using the gap timescale to
define the local averaging time and therefore the fluc-
tuations (e.g., w9 and T9). The fluxes (e.g., w9T9) are
then averaged over 1 h to reduce random sampling er-
rors.

We now test the generality of the model for the cos-
pectral gap timescale based on CASES99 data by com-
paring to the auxiliary datasets, which were not con-
sulted in developing the model. For the comparison, gap
timescales within a factor of 2 represent good agreement
since the calculated fluxes are usually not sensitive to
the precise timescale as long as the timescale is in the
gap region, where the accumulative flux is not changing
rapidly with averaging scale. We find good general
agreement for the other datasets (Fig. 8), with the pos-
sible exception of the 2-m sonic in BORRIS95, where
the stability dependence is weaker than the other da-
tasets. The bulk Richardson number in MICRO-
FRONTS was small compared to CASES99 due to
stronger winds and more frequent cloudy conditions.
For near neutral conditions, the gap scale for 10-m MI-
CROFRONTS data (800 s) is larger than the model
based on CASES99 (540 s). For BORRIS95, the three
highest measurement levels are in general agreement
with the model, and the height dependence for near-
neutral conditions was similar to that found for CAS-
ES99 and MICROFRONTS. We conclude that the aux-
iliary datasets generally support the conclusions based
on CASES99 data.

5. Implications for similarity theory

The expectation of applying the gap scale model to
calculate fluxes is that the fluxes will better represent
turbulent transport and be more tightly coupled to the
local wind shear and temperature stratification. That is,
the scatter in similarity relationships should be reduced
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FIG. 8. Stability dependence of the gap timescale for BORRIS95
data at levels of 2 (solid dot), 7 (dash circle), 10 (dotted square), and
20 m (solid square), and for MICROFRONTS data at levels of 3
(diamond) and 10 m (diamond–dot). The heavy line is the model
based on the CASES99 data for z 5 10 m.

TABLE 2. Percent difference in mean fluxes averaged over the entire experiment for comparing systematic differences in fluxes calculated
using a constant 30-min and 5-min averaging timescale to fluxes calculated using the gap scale model. The range and mean are for 9 different
sonic anemometers below 10 m in CASES99. The data were partitioned into two stability categories based on the sign of the heat flux.

Unstable

Min Max Mean

Stable

Min Max Mean

u* 30-min minus gap
u* 5-min minus gap
w9T9 30-min minus gap
w9T9 5-min minus gap

0.3
22.8

0.7
24.6

1.7
20.1

1.9
20.8

0.9
21.4

1.3
22.7

1.1
20.4
23.2
23.9

4.2
1.1
4.6
1.8

2.5
0.5
1.3

20.3

using the gap scale fluxes. This result is not guaranteed
however because the model [Eqs. (12)–(14)] is based
on the average gap timescale for 16 sonic anemometers
in CASES99, and there is considerable scatter in the
gap timescale for a given height and stability. Some of
the scatter is probably due to the different height de-
pendence of the gap scale for different stabilities. It is
not clear what the systematic influence on the magnitude
of the fluxes will be, since the flux at scales larger than
the turbulence does not appear to be predictable. In this
section, we will focus on the measurements made at and
below 10 m above ground in CASES99. We will address
the systematic influence on the fluxes first and then ex-
amine scatter in similarity relationships.

Averaging over the entire experiment, the friction ve-
locity u* increases slightly with increasing averaging
timescale (Table 2). These friction velocities are cal-
culated as the square root of the magnitude of the mo-
mentum flux vector. For unstable conditions, the friction
velocities are larger (0.9%) when using a 30-min time-
scale compared to using the gap scale model, and small-
er (1.4%) when using a 5-min timescale compared to

the gap model. For stable conditions, where the gap
model timescale ranges from a few minutes down to 30
s, the gap scale u* is smaller than the 5-min u*, which
is smaller than the 30-min u*, when averaged over the
entire experiment. One factor responsible for the sys-
tematic increase in u* with averaging time is the in-
crease in the crosswind component of the momentum
flux with averaging time (e.g., Fig. 4). Since u* is cal-
culated as a magnitude from two components, a cross-
wind stress of either sign increases u*. The directional
shear of the mean wind observed at the main tower was
typically small, indicating that the crosswind stress is
probably not related to the mean local shear, but possibly
is due to larger-scale (mesoscale) meandering of the
wind and possible momentum transport by gravity
waves.

Small but systematic differences were also found for
the sonic heat fluxes (Table 2). During daytime con-
vective periods, the upward heat flux increases with
increasing averaging timescale such that heat fluxes
based on 30-min averages are slightly greater (1.3%)
than the gap scale heat fluxes, which use an averaging
time of 20 min or less. Larger upward heat fluxes nor-
mally improve the surface energy budget. In fact, Sakai
et al. (2001) recommend using an averaging time of
several hours for convective conditions to balance the
surface energy budget. Here the intention is to include
only the turbulent heat flux. For stable conditions, the
systematic heat flux difference is small although there
is large scatter between the different sonic anemometers
(Table 2).

To test whether the scatter in similarity relationships
can be reduced for the CASES99 stable dataset, we
calculated the stability parameter z/L, where L is the
Obukhov length scale:

3u*
L 5 2 . (15)

w9u9(g /u)ky

The Obukhov length is a function of the momentum
flux ( ) and the virtual heat flux ( ) (or sonic heat2u w9u9y*
flux), and therefore depends on the averaging timescale
used to calculate the fluxes. For stable conditions, higher
correlation between z/L and the bulk Richardson number
[Eq. (9)] would be associated with less scatter in sim-
ilarity relationships.

For stable conditions, z/L calculated using the model
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FIG. 9. Correlation coefficient between z/L and Rb for 14 sonic anemometers in CASES99 stable
conditions for (a) 30-min averaging time vs gap model for Rb , 1, (b) 5 min vs gap model for
Rb , 1, (c) 30 min vs gap model for Rb , 0.5, and (d) 5 min vs gap model for Rb , 0.5.

FIG. 10. Bulk Richardson number dependence of z/L for fluxes
calculated using the gap timescale model (solid), a constant 5-min
timescale (dashed), and a 30-min timescale (dot). The data include
8 different sonic anemometers at or below 5 m in CASES99.

gap scale is indeed more highly correlated with bulk
stability than when calculated using a 30- or 5-min time-
scale (Fig. 9). Averaging the correlation coefficients for
the 14 sonic anemometers in Fig. 9 for conditions with
0 , Rb , 1, the correlation coefficient increases by a

factor of 1.8 (1.2) using the gap scale model compared
to using a 30- (5-) min timescale. In the calculations
for Fig. 9, we have excluded a few outliers with near
zero momentum flux where the 1-h average z/L was
,25 or .10.

Regardless of which timescale is used to calculate the
fluxes, the correlation between z/L and Rb for stable
conditions decreases with height on the tower (not
shown). This is probably due to shallow stable boundary
layers where the fluxes in the top half of the tower layer
become partially decoupled from the bulk stability be-
low 15 m, as represented by Rb. Mahrt and Vickers
(2002) found that thin stable boundary layers of depth
30 m or less were commonly observed in CASES99. In
these conditions, the surface layer where similarity the-
ory applies becomes very shallow (a few meters) and
most of the measurement heights are above the surface
layer.

Use of the gap scale model systematically increases
the estimate of the stability parameter z/L for the strongest
bulk stability conditions (Fig. 10). In Fig. 10 we have
grouped 1-h values of z/L by Rb category and then av-
eraged over the entire experiment. These averages were
then composited for the lower-level sonic anemometers.
For strong stratification and weak winds, z/L decreases
as the averaging timescale used to calculate the fluxes
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increases. For a 30-min timescale and strong stability (Rb

. 0.25), the mean z/L decreases with increasing Rb, con-
trary to expectations. This result does not seem physical
and is due to erroneous inclusion of flux at larger scales.
By comparison, for the 5-min and the gap scale fluxes,
z/L increases with increasing bulk stability over the entire
range of stability.

Heat fluxes that are directed counter to the local tem-
perature gradient are not predicted by similarity theory
and contribute to scatter when evaluating similarity re-
lationships. Compared to using a fixed 30-min time-
scale, employing the gap scale model reduced the num-
ber of time periods with countergradient heat fluxes by
a factor of 2–5, depending on the level and sonic an-
emometer considered. These calculations include the en-
tire CASES99 dataset.

We now examine the influence of the averaging time-
scale used to calculate the fluxes on the stability de-
pendence of the drag coefficient. Similarity theory pre-
dicts that the drag coefficient is a function of z/L and
z/zo,

2
k

C 5 , (16)d [ ]log(z/z ) 2 co m

where zo is the aerodynamic roughness length and
cm(z/L) is the stability function for momentum. We use
a constant aerodynamic roughness length of 3 cm for
CASES99 based on calculations for near-neutral con-
ditions, and the form of cm given by Paulson (1970)
and Businger et al. (1971) for unstable conditions. For
stable conditions, we use cm 5 25z/L after Dyer
(1974). The function cm is positive for z/L less than
zero (unstable), and negative for z/L greater than zero
(stable), such that the drag coefficient is augmented
relative to the neutral value in unstable conditions and
reduced relative to the neutral value in stable condi-
tions. In the surface layer with Monin–Obukhov sim-
ilarity, the height dependence of the fluxes is neglected
while the mean wind speed increases with height such
that Cd always decreases with height. The drag coef-
ficient is calculated from data as Cd 5 (u*/Uz) 2 . The
stability parameter z/L and the friction velocity u* are
dependent on the averaging time scale used to calculate
the fluxes.

The observed and predicted stability dependences of
the drag coefficient for 5- and 10-m sonic anemometer
data in CASES99 are shown in Fig. 11. The mean un-
stable Cd from the gap scale fluxes is closer to the pre-
diction than is Cd calculated using either the 5- or 30-
min fluxes. The decrease in Cd with increasing insta-
bility for some ranges of negative z/L for the 5- and 30-
min flux sets in Fig. 11 does not seem physical and is
not predicted by similarity theory. This behavior occurs
in the stable nocturnal boundary layer where Rb is pos-
itive yet the heat flux calculated using a 5- or 30-min
averaging time is upward, thus falsely indicating unsta-
ble conditions and negative z/L. The heat fluxes cal-

culated using a 5- or 30-min averaging time scale are
upward due to erroneous inclusion of flux at scales larg-
er than the turbulence. The gap model timescale for
these periods is typically 1 min, and the gap scale heat
flux is downward, consistent with the temperature strat-
ification and the small values of the drag coefficient.
Use of a time scale greater than a few minutes in these
conditions can lead to small Cd at large negative z/L,
contrary to the similarity prediction and physical ex-
pectations.

6. Conclusions

Multiresolution cospectra of the heat and momentum
fluxes generally identifies a gap region that separates
turbulent and mesoscale transport, especially in the sta-
ble boundary layer, where gap timescales of a few min-
utes or less are commonly observed. We develop a sim-
ple model for the gap timescale as a function of height
above ground and bulk atmospheric stability to provide
guidance in choosing the averaging timescale that de-
fines the fluctuations for eddy correlation flux calcula-
tions. Regardless of the gap timescale, we average the
fluxes (products of fluctuations) over a 1-h period to
reduce random flux sampling errors. The gap scale flux-
es are an improvement over fluxes calculated using a
constant averaging time in the sense that they lead to
less scatter in similarity relationships. Including me-
soscale transport in calculated fluxes can degrade sim-
ilarity relationships. An estimate of the bulk Richardson
number is required for application of the model. The
model does not include any potential influence on the
gap scale due to boundary layer depth since such in-
formation is not routinely available in many applica-
tions.

A model of the gap timescale was developed from a
large tower dataset that includes 16 sonic anemometers
deployed for a 1-month period. The model compares
favorably with two other smaller independent datasets
that were also over a relatively flat homogeneous surface
with low vegetation. Because the gap scale is influenced
by the degree of mesoscale activity, the gap timescale
may be different at sites not tested here. In particular,
local circulations due to terrain and surface heteroge-
neity could enhance mesoscale motion and lead to a
smaller gap scale compared to the more homogeneous
case.

The gap timescale generally increases with height in
the lowest 50 m due to the presence of the ground which
inhibits the turbulent eddy size. In stable conditions,
where the temperature stratification limits the turbu-
lence, the gap scale is more nearly independent of
height. The gap timescale increases with instability due
to augmentation of the large eddies by convection, and
decreases with stability due to suppression of the large
eddies by the stratification. For neutral conditions at 10
m above ground, the average gap timescale is 9 min.
The gap scale decreases sharply with increasing stability
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FIG. 11. Stability (z/L) dependence of the drag coefficient (Cd 3 1000) for fluxes calculated
using (top) the gap timescale model, (middle) a 5-min averaging time, and (bottom) a 30-min
averaging time to define the fluctuations for the (left) 5-m UConn sonic and (right) the 10-m sonic
on the main tower in CASES99. Error bars show plus/minus one standard deviation. Dashed line
is the similarity theory prediction.

to 100 s for strong stability (Rb 5 0.25). For the stron-
gest stratification and weakest wind speed cases, where
Rb becomes large, we do not allow the gap timescale
to be smaller than 30 s. A clear gap region was not
always evident for unstable conditions where large con-
vective eddies and mesoscale motions overlap.

Use of the variable averaging timescale, as compared
to the common approach of using a constant averaging
timescale, reduces the scatter in stable boundary layer
similarity relationships as measured by the correlation
between Rb and z/L. The scatter is reduced by excluding
mesoscale contributions to the calculated fluxes. These
mesoscale fluxes are typically not related to the local
wind shear or temperature stratification in a systematic
way and are poorly sampled.

In stable conditions, fluxes calculated using the short
averaging time of the gap model lead to systematically
larger values of the stability parameter z/L. This is pri-
marily due to a smaller estimate of the friction velocity
for the shorter averaging time (a few minutes or less)
of the model. The momentum fluxes at scales larger

than the gap scale are commonly dominated by the
crosswind component, even when there is little direc-
tional shear of the mean wind. The crosswind compo-
nent of the stress is associated more with large scale
meandering of the wind and possibly gravity waves than
with turbulence.

Numerous cases are found where the heat flux cal-
culated using a timescale as short as 5 min is upward
in the stably stratified boundary layer, contrary to the
similarity prediction. For these same cases, the heat flux
cospectra clearly show downward flux at shorter time-
scales. Use of the gap scale captures the downward heat
flux at short timescales by excluding the upward flux at
longer timescales. This significantly reduces the number
of countergradient heat flux cases. Use of the adjustable
averaging timescale reduces the scatter in the z/L de-
pendence of the drag coefficient. Fixed averaging time-
scales can lead to an erroneous decrease in the mean
drag coefficient with increasing instability due to the
incorrect sign of the heat flux resulting from contami-
nation by mesoscale motions.
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