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#### Abstract

This paper investigates the relationship between external debt and economic growth in poor countries. The adverse effects of external debt on economic performance are due to the crowding out of public investment and to the disincentive effects, because of debt overhang and uncertainty. Notwithstanding a general agreement on theory, empirical evidence is not conclusive and lacks of robustness. This contribution aims to shed more light on the relationship between external debt and economic growth and to draw some policy implication for debt relief. This work highlights the critical role of econometric and methodological issues. The results for a panel of 152 developing countries over the period 1977-2002 support a negative linear relationship between external debt and economic growth, and between debt service and investment. These effects are found to be stronger in the Low-Income Countries than in the overall sample, raising concern about the dramatic effect that debt has on economic performance in the world's poorest countries. In LICs, a debt reduction from a debt-to-exports ratio of 300 to the HIPC threshold of 150 is estimated to add more than one percentage point to per capita GDP growth, and a debt service reduction is found to be more than two times more effective than an equal increase in foreign aid. Eventually, external debt impairs economic growth through the liquidity constraint, the creation of macroeconomic instability, the lower efficiency of investment, and its effect on macroeconomic policies and institutional development.
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[^0]
## 1. Introduction

The HIPC Initiative, launched jointly by the World Bank and the International Monetary Fund in 1996, has highlighted the great relevance that high external debts has for economic performance. The presence of a large indebtedness has different effects on poor countries, not only related to their macroeconomic performance, but also to political and institutional aspects. High debts could undermine the effectiveness of structural reforms aimed to enhance growth and poverty reduction. The permanent fiscal crisis and the heavy administrative burden - due to the number of rescheduling and different creditors (at least 31, in HIPCs) and to the large number of currencies (at least 26) in which debt is denominated - can undermine the development of sound institutions, capable of making strategic choices [Moss and Chiang, 2003].
However, this paper focuses exclusively on the economic consequences of high debts in poor countries, with the goal of re-examining the channels through which external debt impinges on investment and on economic growth. In fact, even if the theoretical literature on this topic is well established and it is basically based on the debt overhang hypothesis and on the liquidity constraints due to debt service payments, the empirical evidence is mixed and lacks of a general agreement on the real effects of debt on economic performance.
Having a clearer idea of which are the channels through which the debt-investment and the debt-growth relations work is important in order to design better policies in Highly Indebted Poor Countries (HIPC), giving different weights and priorities to stock or flows reductions. The Initiative, in fact, is designed to reduce the external indebtedness up to a certain threshold, fixed at a Net Present Value of external debt-to-GDP ratio of 150, which is considered sustainable. However, there are no theoretical reasons behind the choice of this particular threshold, which is based on historical values and on the general presumption that the debt growth relationship in described by a bell curve ${ }^{2}$.

The aim of this paper is to investigate the debt-growth nexus, looking directly both at the debt-growth, and at the debt-investment relationships, in order to find empirical evidence the so-called "disincentive effects" of high debts, due to the debt overhang and to macroeconomic instability, as well as the "liquidity constraint", which refers to the adverse effect that debt service has on investment and growth.
Therefore, we will look at a dynamic growth equation and at an investment model, which are estimated taking the System-GMM estimator as a benchmark, and checking the robustness of the main results using different estimators (Differenced-GMM, LSDV, OLS).
The main contribution of this work is that we find a linear and negative relationship between external debt and growth in poor countries. Contrary to recent empirical studies [Pattillo et al., 2002 and Clements et al., 2004], we do not find any evidence of an inverse U-shaped curve representing the debt-growth relation (the so-called Debt-Laffer curve). Indebtedness is generally found to reduce significantly income growth, with a semi-elasticity of debt-toexports ratio estimated to be approximately 1.2-1.4. The magnitude of the debt effect on GDP growth is estimated to be much larger in the LICs and in the HIPCs, than in the overall sample, suggesting that debt is a critical issue in the world's poorest countries, which do not have the capacity to deal with large indebtedness. A debt forgiveness in LICs, that reduces the NPV of debt-to-exports ratio from 300 to the HIPC Initiative threshold of 150 , is estimated to raise per capita GDP growth by 1.15 percentage point.

[^1]Furthermore, the main channel through which external debt is found to affect economic growth seems to be to a reduction in the quality and efficiency of investment, rather than its level.
In order to check the validity of this finding, we investigate the debt investment relationship, starting with the estimation of a basic static model, as done in the literature [Clements et al., 2004] and, then, looking at a dynamic specification. The dynamic model does not confirm the negative relation between external indebtedness and investment, suggesting that large debt stocks do not actually lower the investment rate, but instead they could affect the economic performance because of a reduction in the quality and efficiency of investment and because of the macroeconomic instability that they generate. What really seems to affect the investment rate are debt flows, even if they do not have a direct effect on GDP growth: an increase in debt service payments crowds out investment by a factor of 0.2 . The liquidity constraint is generally much more severe in Low-Income countries, and, in those countries, a reduction of debt service is found to be more than twice effective than an equal amount of foreign aid, suggesting that the fungibility of aid is a critical issue in the poorest countries.
Eventually, our data imply that external indebtedness is a dramatic issue, particularly in the world's poorest countries. Debt service payments are a harsh constraint to investment, while the presence of a large external debt is likely to reduce the pace of economic growth. In fact, it generates an instable macroeconomic environment, which leads to short-termism and to less efficient investment, and it is also likely to delay economic reform and to obstruct sound macroeconomic policies, which are a critical determinant of economic growth.
It is worth noting that this preliminary conclusions need to be confirmed by further research on this topic. The analysis should focus on the Net Present Value of external debt and it has to include the institutional aspect, since policies are likely to affect both the debt management and the rate of economic growth. Furthermore, it is necessary to address the direction of causality between debt and growth and try to disentangle the crowding out of both public and total investment.

The remainder of the paper is as follows: the first section briefly reviews the theoretical and empirical literature on the debt growth nexus, section 3 presents the dataset, section 4 discusses some methodological and econometric issues, while section 5 and 6 discuss the empirical findings of the growth and investment models, and section 7 concludes and illustrates the future development of this field of research.
Annex A presents all the regression Tables.

## 2. Theoretical and Empirical Literature

High debts, particularly in LICs, have an adverse effect on the rate of investment and on economic growth, according to empirical evidence. There are disincentive effects, due to debt overhang and uncertainty, cash flow effects, since debt service repayments crowd out public investment, and moral hazard effects [Claessens et al., 1996].

### 2.1 Debt Overhang

One of the main channels through which high debts impair economic performance is the "Debt Overhang" effect [Krugman, 1988 and Sachs, 1989]: a large debt burden squeezes investments, because the returns are "taxed away" by the foreign creditors. Debt overhang could disincentive investments in human capital and new technologies, and the government's
willingness to adopt structural reforms and fiscal adjustments, leading to a poverty trap [Sachs, 2002].
The relationship between debt and growth is generally represented by an inverse U-shaped curve, even if some early studies [Cline, 1995 and Cohen, 1993] reject the hypothesis that the debt burden reduces investment.
The most recent evidence finds different levels of debt ratios ${ }^{3}$ at which the impact of external debt on growth becomes negative, because of different sample of countries. Pattillo et al. [2002] find that the critical value, for 93 developing countries, is roughly 160-170; Clements et al. [2003] look at 55 LICs and estimate a ratio of debt to exports of approximately 115-120; while in Elbadawi et al. [1997] the maximum of the inverse-U shaped curve in 99 developing countries corresponds to a ratio of the current stock of debt to GDP equal to 97. Pattillo et al. [2002] and Clements et al. [2003] estimate that debt relief, as designed by the HIPC Initiative, could contribute to roughly a one percentage point increase in output growth. In two very recent papers, Cordella et al. [2005] and Imbs and Ranciere [2005] find evidence of non linearities in the debt growth relation: the former move from the previous literature arguing that the relation is a bell shaped curve but, over a certain threshold, the debt effect on growth is nil; the latter use a non parametric technique to support the Debt-Laffer curve, arguing that better institutions reduce the magnitude of the debt overhang.

## 2.2 "Crowding Out" effect

Also debt flows affect economic performance: a reduction in current debt service increases the current level of investments, for any given level of future indebtedness. Since the HIPCs receive net positive resource transfers, the disincentive effect of a large debt burden might be mitigated and the debt service payments could be a critical constraint to economic growth.
Some authors [Pattillo et al. 2002, 2004] does not find evidence of a significant "crowding out" effect, while others (i.e. Chowdhury [2004], Clements et al. [2003], Elbadawi et al., [1997]) find that both debt burden and debt service obligations squeeze investment and economic performance. Cohen [1993] rejects empirically the "debt overhang" hypothesis and supports the "crowding out" effect, whose magnitude is 0.35 . Hansen [2004] estimates that debt service has a negative impact on investment (the point estimate is 0.33 ) and growth, while Presbitero [2005] find empirical evidence supporting the crowding out effect of investment due to the burden of debt service payments on the budget constraint (the point estimate ranges from 0.27 to 0.15 ). Clements et al. [2003] calculate that a reduction in debt service from $8.7 \%$ of GDP to $3 \%$ will increase public investment by $0.7-0.8 \%$, and this augmented investment will be translated in a per capita GDP growth increase of 0.1-0.2\%.

### 2.3 Uncertainty

The stock of debt has another effect on economic performance, due to uncertainty associated with the level of external debt (i.e. high and volatile inflation, interest rates). Risk of default, rescheduling and arrears are likely to increase the volatility of future inflows and additional lending, while the access to capital markets depends on the perceived sustainability [Gunning

[^2]and Mash, 1998]. The outcome is a situation in which domestic and foreign investors are likely to exercise the "waiting" option [Serven, 1996]. Moreover, an unstable macroeconomic environment is likely to generate a misallocation of resources, maybe due to short-termism [Moss and Chiang, 2003], which reduces the efficiency and productivity of capital, leading to a slowdown of economic growth.
Pattillo et al. [2002] argue that the main channel through which debt affects economic growth is the quality and efficiency of investment instead of its level, because the exclusion of the investment rate from their growth regression does not change significantly the adverse debt effect.
Eventually, the evidence of a direct link between debt and growth remains unclear, since econometric results lack of robustness [Moss and Chiang, 2003]. In particular, empirical works should focus on a more accurate investigations of the real effects of indebtedness on economic performance in the HIPCs (or LICs), instead of dealing with all LDCs, since high debts are likely to affect economic growth through different channels, according to the specific macroeconomic environment. Furthermore, in order to draw a more realistic estimate of the impact of debt dynamics on economic performance, there should be a careful analysis of the debt effects on investment (and not only on economic growth), and also of the relevance of a policy or institutional variable, which is often neglected in this sort of studies.

## 3. Sample and Data.

To highlight the effect that the external stock of debt has on the economic growth and investment rates, this paper uses data for a panel of 152 developing countries, over the period 1977-2002.
Macroeconomic data are taken from the 2004 World Development Indicators (WDI) and from 2005 Global Development Finance. The educational variable, the gross primary enrolment rate, is integrated with the Barro-Lee dataset ${ }^{4}$. Data on the Net Present Value of external debt are from the World Bank and they cover 52 Low-Income countries over the period 1980$2002^{5}$. The use of the NPV of debt has the advantage of taking into account the degree of concessionality embedded in multilateral and bilateral loans made to developing countries. Therefore, it is a better indicator of debt burden, since it considers the real stock of debt that impinges on the budget constraint. Descriptive statistics of the main variables are reported in Table A, while the pairwise correlations are in Table B (in Annex A).
Among the 152 developing countries, it is possible to identify different sub samples, according to the WB classifications (64 Low Income Countries, 48 Severely Indebted Countries, and 38 High Indebted Poor Countries] and to previous studies (Pattillo et al. [2002], related to 92 developing countries) and Clements et al. [2004], 55 LICs).
The institutional variables are from the IRIS-3 dataset, constructed by Stephen Knack and the IRIS Center, University of Maryland, from monthly ICRG data provided by the PRS Group. The institutional indicators cover only the period 1984-1997, so that their inclusion into the analysis reduces the sample size, dropping 9 years. In particular, Rule of Law and the Quality of Bureaucracy range in value from $0-6$, with high values indicating respectively sound political institutions and strength and expertise to govern; and Risk of Expropriation of Private Investment ranges in value from $0-10$, with high values indicating a low probability of outright confiscation and forced nationalization.

[^3]In order to wash out at least part of the business cycle effects, we check the robustness of our main findings using three-year averages, according to the literature [Clements et al. 2003]: this procedure has the drawback of reducing the time horizon to eight periods. For that reason, we do not use five-year averages, which would reduce the time dimension even further.

## 4. Model and Econometrics

The empirical literature about the estimation of growth models started with the cross-country growth regressions à la Barro, which allows for testing conditional convergence and the augmented Solow model [Mankiw, Romer and Weil, 1992]. However, this sort of empirical research is flawed by different shortcomings, since the explanatory variables are generally endogenous, and also because there are many country specific effects that cannot be identified, leading to the omitted variable bias ${ }^{6}$.
The availability of panel datasets allows for the overcoming of these problems, since the basic within group estimator is able to wash out the country specific effect and makes the conditional convergence estimate no more biased by the omitted initial level of efficiency. Furthermore, the availability of yearly data provides more instruments in order to solve the endogeneity problem.

### 4.1 The Growth model

The growth equation that has to be estimated is:

$$
\begin{equation*}
\Delta y_{i t}=\alpha+(\beta-1) y_{i t-1}+\sum_{j=1}^{k} \delta_{j} x_{i t j}+\sum_{h=1}^{2} \gamma_{h} d e b t_{i t h}+n_{i}+\varepsilon_{i t} \tag{1}
\end{equation*}
$$

Which is equivalent to:

$$
\begin{equation*}
y_{i t}=\alpha+\beta y_{i t-1}+\sum_{j=1}^{k} \delta_{j} x_{i j j}+\sum_{h=1}^{2} \gamma_{h} d e b t_{i t h}+n_{i}+\varepsilon_{i t} \tag{2}
\end{equation*}
$$

where $y_{i t}$ is the logarithm of per capita GDP of country $i$ at time $t$ (and $\Delta y$ is the GDP growth rate calculated as $\log$ difference), $\mathrm{y}_{\mathrm{it}-1}$ is the $\log$ of lagged income, that should capture the conditional convergence of income across countries, $\mathrm{x}_{\mathrm{itj}}$ is a set of control variables (including macroeconomic, institutional and social variables), debtith are different indicators of the external debt burden, $n_{i}$ captures the effects of the country $i$ that are time invariant, and the classical error term $\varepsilon_{\mathrm{it}}$ is referred to the variability across time and countries.
The variables of interest are related to the stock of debt and to the debt service and the theoretical hypothesis that are tested are:

- the "crowding out" effect, which predicts a lower growth due to lower investment, since the debt service payments soak up resources from budget balance, and
- the "debt overhang" effect, that highlights the adverse effect that the stock of debt has on the rate of investment and, as a consequence, on the rate of economic growth.

[^4]
### 4.2 The Choice of the Estimator

The baseline analysis of the paper is done using the LSDV estimator, for taking into account the individual country specific effects. Even if this estimator is flawed by the dynamic structure of the growth model and by the endogeneity of the variables included into the regression, large part of the literature keeps on using the LSDV estimator, at least as a benchmark (see, i.e. Clements et al. [2003], Pattillo et al. [2002, 2004] and Gupta et al. [2005]).
The dynamic structure of the model makes the OLS estimator upwards biased and inconsistent, since the lagged level of income is correlated with the error term. However, even the within transformation does not solve the problem: the LSDV estimator transforms the model (2) subtracting out the time series means of each variable for each country and than estimate the new model using OLS:

$$
\begin{equation*}
y_{i t}-\bar{y}_{i .}=\beta\left(y_{i t-1}-\bar{y}_{i .-1}\right)+\sum_{j=1}^{k} \delta_{j}\left(x_{i t j}-\bar{x}_{i . j}\right)+\sum_{h=1}^{2} \gamma_{h}\left(\operatorname{debt}_{i t h}-\overline{\operatorname{debt}_{i . h}}\right)+\left(\varepsilon_{i t}-\bar{\varepsilon}_{i .}\right) \tag{3}
\end{equation*}
$$

This procedure has the advantage of wiping out the country specific effects $n_{i}$ that are invariant over time, but the coefficients are likely to be biased downwards and Nickell [1981] has showed that for a finite T the within group estimator is biased and inconsistent, since the first regressor (lagged income) is still correlated with the new error term [Baltagi, 1995].
Among the possible solutions, Anderson and Hsiao [1981] propose the first difference transformation of the model and the use of the past level of income in t-2 as instrument for the first difference $\Delta \mathrm{y}_{\mathrm{it}-1}$. This instrumental variable technique leads to consistent but not necessarily efficient estimates, because it does not use all the available moment conditions [Baltagi, 1995].
Therefore, the growth equation can be estimated using the Generalized Method of Moments (GMM) technique, using both the Differenced-GMM estimator [Arellano and Bond, 1991] and the System-GMM [Blundell and Bond, 1998].
The Arellano and Bond estimator (Differenced-GMM, thereafter also AB) starts from the first differenced equation (4), which gets rid of the time invariant effects, and extends the Anderson and Hsiao idea considering also the past values lagged more than two periods as valid instruments:

$$
\begin{equation*}
y_{i t}-y_{i t-1}=\beta\left(y_{i t-1}-y_{i t-2}\right)+\sum_{j=1}^{k} \delta_{j}\left(x_{i t j}-x_{i t-1 j}\right)+\sum_{h=1}^{2} \gamma_{h}\left(\operatorname{debt}_{i t h}-\operatorname{debt}_{i t-1 h}\right)+\left(\varepsilon_{i t}-\varepsilon_{i t-1}\right) \tag{4}
\end{equation*}
$$

The $A B$ estimator uses all the feasible lagged values of the predetermined variables ( $\mathrm{x}_{\mathrm{j}}$ and debt $_{\mathrm{h}}$ ) as valid instruments for equation (4), and it obtains more efficient and consistent (asymptotically) estimates than the Anderson-Hsiao IV estimator (AH).
Blundell and Bond [1998] show that when $\beta$ approaches to one, so that the dependent variable follows a path close to a random walk, the differenced-GMM has poor finite sample properties, and it is downwards biased, especially when T is small. This is due to a weak instrument problem, since the lagged level of income is weakly correlated with the first differences: in terms of equation (4), the $\log$ of GDP in $t-3, t-4$ and so forth are poor instrument for $\Delta \mathrm{y}_{\mathrm{it}-1}$. Bond et al. [2001] argue that this is likely to be a serious issue for autoregressive model, like the growth equation (2), when the per capita GDP is observed in 3 or 5 years averages and T is necessarily small (no more than 10 periods).

Therefore, Blundell and Bond [1997] propose another estimator - the System-GMM (thereafter also BB ) - derived from the estimation of a system of two simultaneous equations, one in levels (with lagged first differences as instruments) and the other in first differences (with lagged levels as instruments). The BB estimator is shown to perform better than the AB one when series are persistent ( $\beta$ close to unity) and there is a dramatic reduction in the finite sample bias due to the exploitation of additional moment conditions. Blundell et al. [2002] confirm that this results hold also for multivariate dynamic panel models: Monte Carlo simulations show that the first differenced GMM is characterised by a large bias and low precision when series are persistent, while the system-GMM both improves the precision and reduces the finite sample bias.

Among the GMM estimators, another choice is between the one-step and the two-step estimator, which are asymptotically equivalent if $\varepsilon \sim \operatorname{IID}\left(0, \sigma^{2}\right)$ [Blundell and Bond, 1997]. The one-step GMM estimator, built under the strong assumption that the weighting matrix is known, is efficient under the restrictive assumptions of homescedasticity and not correlation of the error terms. On the other hand, in the presence of heteroscedasticity and serial correlation, efficient GMM estimation requires the two-step GMM, which uses a consistent estimate of the weighting matrix, using the residuals from the one-step estimate [Davidson and MacKinnon, 2004]. Though asymptotically more efficient, the two-step GMM presents estimates of the standard errors that tend to be severely downward biased. However, it is possible to solve this problem using the finite-sample correction to the two-step covariance matrix derived by Windmeijer, which can make two-step robust GMM estimates more efficient than one-step robust ones, especially for system GMM [Roodman, 2003]

One of the main problems of using the GMM estimators is that their properties are valid asymptotically, because they are generally developed for micro data, in which the spatial dimension is very large.
A possible solution in dealing with dynamic panel data models and small samples was proposed by Kiviet [1995], who develops an approximation of the small sample bias for the LSDV estimator in balanced panel where N is small. In this way, he constructs a corrected within group estimator, that is shown to be more attractive and efficient than the AB and AH estimators, for small T and N [Adam, 1998]. Bruno [2005] overcomes the main shortcoming of the Kiviet's estimator, analysing the performance of the LSDV bias in unbalanced panels. Monte Carlo simulations show that the bias of the autoregressive parameter is decreasing in the time dimension and in the degree of unbalancedness. Bruno derives approximations of various order to the bias of the LSDV estimator in dynamic unbalanced panel and constructs a corrected LSDV estimator (LSDVC, or KIVIET, thereafter) which removes one of the main causes for the limited applicability of the within group estimator ${ }^{7}$. However, the second major weakness of this technique, the strictly exogeneity of the other regressors, remains unsolved and undermines the applicability of this estimators to dynamic growth models.

Dealing with macroeconomic and cross country data makes the small sample a critical issue, and it becomes very difficult to disentangle which kind of estimator is preferable.
Judson and Owen [1999], using Monte Carlo simulations with small N and T, confirm the upward bias of the OLS and the downward bias of the LSDV, and they make a comparison between these estimators and KIVIET, AH and AB. They argue in favour of the Kiviet's corrected LSDV estimator in balanced panel, while in unbalanced panel, the within group is

[^5]preferable when T is close to 30 , while when T becomes smaller ( $<10$ ) the differenced-GMM is the best alternative. Furthermore, they state that the one-step GMM outperforms the twostep one, and that a restricted version (with few instead of all feasible lagged values of the exogenous regressors as instruments) does not reduce the performance of the AB estimator.
Bond et al. [2001] provide a useful insight in the GMM estimation of dynamic growth models: they ague that the pooled OLS and the LSDV estimators should be considered respectively as the upper and lower bound, because of the individual specific effect (which biases upwards the OLS) and of the Nickel bias of the fixed effect model. As a result, a consistent estimate should lie between the OLS and LSDV ones and, whether the differenced GMM coefficient is close to or lower than the within group one, this is likely a sign that the AB estimates are biased downward (maybe because of a weak instrument problem). Thus, if this is the case, the use of system-GMM is highly recommended, and its estimates should lie between OLS and LSDV. This conclusion is supported by the empirical testing of the augmented Solow model, in which Hoeffler [2002] finds evidence of the downward bias of the AB estimator and states that the system-GMM is both valid and highly informative ${ }^{8}$.

With these insights, it seems clear that there is not a method which can be considered as the best solution. Therefore, the strategy of the empirical part is aimed to see if the expected debt effects are significant across different specifications and to find out the more consistent point estimate. Because of the lack of a dominant estimator, we look at different estimates, in order to find confirm of the fact that the differenced-GMM is likely to be biased downwards, because of the persistency of the series. For the system-GMM to be taken as a benchmark, there are three conditions that must be satisfied:

- the system-GMM lies between the upper and lower bound represented by OLS and LSDV,
- there is a gain in efficiency, and
- the instrument set is valid.

Whether this is the case, we look at the two-step system-GMM results, which econometric literature argues are more precise even for growth regressions [Bond et al., 2001, Nkurunzita and Bates, 2003, Hoeffler, 2002].

## 5. The Growth Model: Results

### 5.1 Choice of the Estimator

The first part of the empirical analysis concerns the estimation of the growth equation (1) using all the different estimators, in order to see whether the theoretical arguments against the Differenced-GMM and in support of the System-GMM are confirmed by the data.
The basic growth model includes the log of lagged income, two debt variables (total debt service as a share of GDP and the external debt-to-exports ratio) and, as additional controls, according to the empirical growth literature (see, among others, Easterly et al. [1997], Clements et al. [2004], Pattillo et al. [2002, 2004]), the population growth rate, a measure of openness, the investment rate, the budget balance, terms of trade, the primary school

[^6]enrolment rate (as a measure of human capital), inflation and M2 as financial sector indicators.
The results for 3-year average data, reported in Table 1, are consistent with the theoretical arguments against the differenced-GMM and supporting the BB estimator ${ }^{9}$. Considering the autoregressive parameter $\beta$, the estimates (which refers to $\beta-1$ ) show that the degree of persistence of GDP per capita is very high ( $\beta$ ranges between 0.94 and 0.99 ) and, because the series is similar to a random walk, the differenced-GMM is likely to be downward biased because of weak instruments. In fact, the AB values for $\beta-1$ are close or even below the LSDV lower bound, while the BB coefficients are higher and more similar to the upper bound represented by pooled-OLS.
With respect to the other variable of interest - the stock of external debt - the system GMM estimates lies again between the LSDV and the OLS values, while the differenced-GMM is even more biased than the within group estimator, reporting a coefficient of -1.86 , while the corresponding figure for the (two-step) system-GMM is -1.2 .
The use of yearly data (Table 2) allows for a larger sample, even if data are flawed by business cycle dynamics. However, the estimates confirm the basic findings about the behavior of the four estimators. The degree of persistence is slightly lower, while the range between OLS and LSDV is 2.4 times larger, meaning that the downward bias of LSDV and differenced-GMM is more severe using yearly data than averages ( $\beta$ is 0.85 instead of 0.98 , as reported by system-GMM). Contrary to the previous results, now the one-step GMM seem to be more efficient, especially for the BB estimator, where the standard errors make quite all the regressors not significant. With respect to the debt stock variable, the downward bias is exacerbated and the AB coefficients are much lower than the LSDV ones. Therefore, the results of the system-GMM seem more reliable, and the estimated coefficient is -1.3 , similar to what obtained using average data.

Another possible estimation technique, generally followed by the empirical literature (among others, Bond et al. [2004]), implies the use of a smaller set of instruments [Judson and Owen, 1999], limited to 2,3 or 5 lags, instead of all feasible lags. Tables 3 and 4 report the results obtained for the one-step and two-step System-GMM, both using average and yearly data. With respect to three-year average data, the comparison highlights that there are no striking differences: the point estimate on the autoregressive parameter becomes closer to the OLS, suggesting a possible upward bias, while the debt semi-elasticity is quite stable across different specifications. Looking at yearly data (Tables 2 and 4), the one-step estimator seems to converge to more reliable point estimates (lower than OLS) thanks to the smaller instrument set. For the two-step estimator there is also a dramatic increase in efficiency, since the coefficients of interest turn out to be significant and their estimates are close to the onestep ones, and lower than OLS.
The values of the Hansen J statistic test ${ }^{10}$ for over-identifying restrictions confirm that the instrument set can be considered valid, while tests for serial correlation point out, as expected,

[^7]that we reject the null of not autocorrelation of the first order, but we cannot reject the hypothesis of no autocorrelation of the second order. Moreover, the difference Sargan test, which compares the differenced-GMM and the System-GMM results, confirms the validity of the System-GMM: we cannot reject the null hypothesis of the validity of the level moment conditions [Blundell et al., 2000]. Therefore, we can be confident that System-GMM is a good estimator for the growth model, at least better than the differenced-GMM, which is severely downward biased.

### 5.2 Alternative Specifications of the Model

Given the previous findings, we could be confident about the efficiency and precision of the System-GMM estimator, at least in comparison with differenced-GMM and the basic within group. Therefore, the focus will be on the results obtained using the BB estimator ${ }^{11}$, even if the validity of results is checked using different estimators (AB, OLS and LSDV) and different specifications [Bond et al., 2001, Hoeffler, 2002].
Looking at the previous estimates at some other preliminary findings [Presbitero, 2005], it is possible to estimate a more parsimonious model dropping the measure of openness, the M2 indicator, which are generally not significant. Furthermore, since the aim of the paper is the evaluation of the debt-growth nexus, we keep on controlling for the debt service ratio and we will check the possibility of a quadratic relationship between external debt and growth, as suggested by Clements et al. [2004] and Pattillo et al. [2002, 2004].
Eventually, we use different debt indicators (total debt service-to-export ratio, and external debt-to-GDP ratio), in order to test the robustness of our findings, and we estimate the growth equation without the investment ratio variable. This is done because the inclusion of investment is likely to bias the results, since part of the negative effects that debt has on economic performance should already be embedded in a lower investment ratio. Thus, without investment, we expect the debt semi-elasticity to be higher, since it should include the debt overhang effect on investment together with the general negative effect on economic growth.

### 5.2.1 Different Debt Indicators

Table 5 reports the results obtained with different debt indicators, using the parsimonious specification and the System-GMM estimator: debt stock indicators are always significant at $5 \%$ level of confidence, while the debt service variables are not significant across all specifications ${ }^{12}$. Therefore, it does not seem that there is any evidence that debt service repayment have an adverse effect on the rate of economic growth. The main channel through which debt impinges directly on economic performance appears to be the presence of a high level of indebtedness. The point estimate of this negative effect ranges between 0.73 to 1.13 for the debt-to-exports ratio, and from 1.02 to 1.50 for the debt-to-GDP ratio, according to different specifications. This means that, on average (column 3), a $10 \%$ increase in the debt-to-export ratio reduces the rate of per capita GDP growth by 0.11 ., while a reduction of the ratio from its average level to the HIPC threshold of 150 will boost economic growth by 0.30 , and halving the ratio from $300 \%$ to $150 \%$ will add half point to GDP growth.

[^8]
### 5.2.2 Quadratic Specification

The empirical evidence does not confirm the hypothesis of a non-linear relationship between debt and growth, as stated in Pattillo et al. [2002] and Clements et al. [2004]. In fact, just one out of eight specifications in Table 6 is consistent with a quadratic model, while the other regressions are misspecified. However, there is not an inverse U-shaped curve, but just a negative relation between debt and growth: the point estimate confirms that the minimum of the curve is for a very high level of the debt ratio, higher than the 95 th percentile of the sample, meaning that the basic relationship is negative and follows a downward sloping U shaped curve. ${ }^{13}$ This basic negative link between debt and growth (and the lack of an inverse U-shaped curve) could be explained by the sample of countries: we are dealing with poor countries, in which debt is likely to impair economic growth. The left side of the curve, in which the effect of debt is positive, should be occupied by industrialized and low indebted countries, in which more debt leads to more growth.

### 5.2.3 Exclusion of investment

The last part of the empirical estimation of the debt-growth nexus implies the exclusion of the investment variable from the model, to control for the possibility that part of the debt effect is embedded in a lower investment ratio, biasing the estimates. In fact, if the debt effect is much larger when investment is excluded, this means that high debts reduce the investment rate, as well as its efficiency, while, if the difference is not really strong, this means that the main channel through which debt affects economic growth is the quality and efficiency of investment.
Table B presents the differences in debt stock indicators when investment is included or not in the regression: the coefficients are not significantly different, and only for the complete specification (Model 1) there is a sizable difference in the point estimate of the debt-to-export ratio, even if, as expected, the exclusion of investment rate increase slightly the semielasticity of debt ratios. Furthermore, the quadratic specification does not fit the data even excluding investment, and the debt service ratio remains not significant, suggesting that its adverse effect works through the crowding out of investment, and that it does not affect directly the rate of GDP growth (see Table 7 for details). These findings support the hypothesis that high debts do not lower significantly the investment level, but they reduce the quality and the efficiency of investment: this misallocation of resources could be due to shorttermism, to lack of innovation, and it is consistent with the theoretical hypothesis of debt overhang, which states that return of investment will be taxed away to repay the debt, leading to short run projects.

Table B: Exclusion of Investment

|  | Model 1 |  | Model 2 |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Investment | No investment | Investment | No investment |

[^9]| log of External | -0.691 | -1.180 | -1.393 | -1.213 |
| :--- | :---: | :---: | :---: | :---: |
| Debt/Exports | $(0.09)$ | $(0.00)$ | $(0.00)$ | $(0.01)$ |
| log of External | -1.507 | -1.731 | -1.374 | -1.446 |
| Debt/GDP | $(0.00)$ | $(0.00)$ | $(0.00)$ | $(0.10)$ |

Notes: P-values in brackets. All coefficients are significant at $10 \%$ level of confidence. Model 1 refers to the general growth model (see Table 1), while Model 2 is the parsimonious specification, without M2 and openness (see Table 5). All estimates refer to three lags System-GMM, 3-years average data.

### 5.3 Debt Effects and Determinants of Economic Growth

Until now, the empirical work supports the use of System-GMM, which perform quite similarly using the complete or the restricted instrument set, and a linear-log specification between economic growth and external debt, excluding the possibility of an inverse U-shaped curve, both using the debt-to-export and the debt-to-GDP ratios. Turning to the magnitude of the different growth determinants, the semi-elasticity of GDP growth to debt-to-export ratio is quite stable at 1.2-1.3, across different specifications. A sound fiscal stance have a positive and strong effect on growth, since a $1 \%$ reduction in budget deficit boosts income growth by roughly a fifth of percentage point. The coefficients on investment rate and population growth are consistent with the Solow model, since a $1 \%$ increase in the investment rate enhance GDP growth by approximately $0.2 \%$, while the negative population effect is generally stronger ( $1 \%$ more in population growth rate decrease GDP growth by around half percentage point). The proxy for human capital, the primary school enrolment rate, is not always significant, even if the sign is positive, as predicted by the augmented Solow model.
The behavior of terms of trade and openness is instead contrary to expectations, since they have a negative effect on economic performance, even if it generally turns not significant with yearly data, probably because of their volatility. Looking at the financial sector indicators, M2 is usually not significant, while high inflation hinders economic growth, supporting the reasons for stabilization plans and macroeconomic adjustment. Furthermore, high inflation, together with high debts, is a proxy for the degree of uncertainty and instability of the macroeconomic environment, which necessarily reduce investment and the pace of economic growth. Eventually, there is evidence of a conditional convergence between developing countries, since the level of lagged GDP has a significant and negative effect on income growth.

### 5.4 Different Sub-samples

Until now, empirical evidence confirms that high debts impair economic growth, particularly through a reduction in investment efficiency and quality. The magnitude of the debt constraint in all the developing countries included in the analysis, however, is not really strong, since a debt reduction consistent with the HIPC Initiative will boost per capita GDP growth by half of a percentage point.
None the less, this conclusion is referred to the average country of the sample, while it is reasonable to believe that large external debt could have a different impact, according to the level of income and indebtedness of a country. In particular, middle income countries, which are also generally better governed, could afford larger debts, while in the world's poorest countries, high debts could have more dramatic effect on income growth. This could be due to
more severe budget constraint, to bad management and governance, and to poor institutional quality ${ }^{14}$.
To test this hypothesis, we estimate the growth equation (1) only for a particular subset of countries, namely the LICs and the HIPCs, in order to establish if the debt semi-elasticity is significantly larger than in the overall sample. The comparison is done referring to yearly data, because otherwise the sample size becomes too small (less than 140 observations) ${ }^{15}$.
The comparison between the overall sample, LICs and HIPCs, highlights that in the poorest countries external debt has a negative effect on income growth two times higher than in the overall sample (Table 8), both including or excluding investment: a $10 \%$ increase in external indebtedness reduces the growth rate by a fifth of percentage point in LICs, instead than a tenth. Furthermore, in the highly indebted poor countries, the exclusion of the investment rate implies an increase in the magnitude of the debt effect, suggesting that, in those countries, high debts adversely affect not only the quality, but also the level of investment.

### 5.5 Net Present Value of Debt

One of the main drawbacks of this analysis is that it relies on the use of nominal values of debt, which do not take into account the degree of concessionality: using of the Net Present Value of debt overcomes this problem and provides more reliable estimates, since it measures the real debt burden. However, historical data on NPV of debt are not available for all the sample, but only for 52 Low-Income countries. The estimation of the growth model (Table 9), both using the complete and the parsimonious specification, confirms the basic findings about the positive impact of budget balance and investment rate on GDP growth, the conditional convergence hypothesis, and the negative relationship between debt and growth ${ }^{16}$.
The inclusion of the quadratic term makes the debt-growth relationship non linear (column 3-$5-7$ ), but it is a U-shaped curve. The point estimates, however, suggest that the basic relation is negative, since the minimum of the $U$ curve is for very high value of the NPV of external debt to export (or GDP) ratio. According to Pattillo et al. [2002] and Clements et al. [2004], who estimate an inverse U-shaped curve, the marginal effect becomes negative when the debt ratios are close to 60 or 80 : in our sample, the $5^{\text {th }}$ percentile of debt-to-exports ratio is 84 , so that the $95 \%$ of our observations should be in the negative-sloped side of the inverse U shaped curve, justifying the reliability of our findings.
In terms of the impact of debt relief, these results show that a debt reduction from 300 to 150 of the NPV of debt-to-exports ratio contributes to more than 1 percentage point increase in the per capita GDP ratio (columns 1 and 2), which is an estimate slightly larger than in Pattillo et al. [2002] and in Clements et al. [2004].

### 5.6 The Debt-Growth Nexus: Main Findings

The empirical results confirm the basic conclusion of the Solow model, with a positive effect of investment and a negative effect of population dynamics an economic growth. Furthermore, the proxy for human capital has generally a positive impact, while inflation, which could be considered a proxy for the instability of the macroeconomic environment,

[^10]reduces the pace of economic growth. Eventually, a 1\% reduction of fiscal deficit is showed to boost GDP growth by a fifth of percentage point.
Turning to the debt-growth nexus, the relationship between external debt and economic growth is linear and negative, and it does not find evidence of an inverse U-shaped curve. Debt service, instead, does not have a direct impact on GDP growth. These results are confirmed using different debt indicators, estimating different specifications of the growth equation, excluding investment from the regression, and considering different sub-samples. The semi-elasticity of GDP growth to the debt-to-exports ratio is quite stable at 1.2-1.4, meaning that a $10 \%$ increase in the debt ratio reduces the rate of per capita GDP growth by 0.12 percentage point. However, this debt effect is doubled in LICs, probably because in the word's poorest countries, poor institutional quality, weak policies and widespread corruption aggravate the adverse effect that indebtedness has on economic performance. The same level of debt, in fact, could be sustainable in a particular country, but it could be a dramatic burden for a country with worse governance.
Furthermore, high debts do not lower significantly the investment level, but they reduce the quality and the efficiency of investment: this misallocation of resources, maybe due to shorttermism, is consistent with "debt overhang", which states that return of investment will be taxed away to repay the debt, leading to short run projects.
A more reliable estimate of the real debt burden could be obtained using the Net Present Value of debt, which take into account the degree of concessionality embedded in multilateral and bilateral loans to poor countries: data for 52 LICs confirm that external debt has a strong negative impact on economic performance, since a debt reduction from a debt-to export ratio of 300 to the HIPC threshold of 150 is estimated to add more than a percentage point to per capita GDP growth rate.

## 6. The Investment Model

In order to perform an in-depth analysis of the debt-growth nexus, it is better to disentangle it in a two-step relationship, in which the first is the direct link between debt and investment, and the second is the usual growth equation we first study an investment model, as done, among others, by Cohen [1993] and Clements et al. [2004].
A first approach to the investment model ${ }^{17}$ is the LSDV estimation of a static equation (5) in which the dependent variable is the investment ratio ${ }^{18}$, the x variables are a set of determinants of investment, and the variables of interest are the debt indicators:

$$
\begin{equation*}
y_{i t}=\alpha+\sum_{j=1}^{k} \delta_{j} x_{i t j}+\sum_{h=1}^{2} \gamma_{h} \operatorname{debt}_{i t h}+n_{i}+\varepsilon_{i t} \tag{5}
\end{equation*}
$$

The previous static model is likely to be misspecified, since the current level of investment clearly depends on the level in the previous period and, furthermore, all the right-hand side variable are endogenous, leading to biased LSDV estimates. Thus, we specify a very simple

[^11]dynamic model - equation (6) - in which the investment rate $y_{i t}$ depends on its past value $y_{i t-1}$ and on the usual set of control and debt variables ( $\mathrm{x}_{\mathrm{itj}}$ and debt dith ). In this way, it is also possible to disentangle the short run and the long run effects:
\[

$$
\begin{equation*}
y_{i t}=\alpha+\beta y_{i t-1}+\sum_{j=1}^{k} \delta_{j} x_{i t j}+\sum_{h=1}^{2} \gamma_{h} d e b t_{i t h}+n_{i}+\varepsilon_{i t} \tag{6}
\end{equation*}
$$

\]

According to a large body of theoretical and empirical literature, we include in the analysis the degree of openness, an indicator of external shocks, the growth rate of GDP, which captures the accelerator effect [Agenor, 2005] ${ }^{19}$, the revenues rate, and human capital and institutional quality indicators. In addition, we include two financial indicators - the inflation rate and the share of domestic credit on GDP - and we control for the level of foreign aid, and different debt indicators, which test the "crowding out" and the "debt overhang" effects.
The rationale of this specification lies in the expected positive effect that the degree of openness, the level of GDP and schooling have on investment decisions. The effect of aid inflows is uncertain because of its fungibility: more aid not necessarily implies more investment [Easterly, 2001, 2002, Erixon, 2005]; moreover, there is evidence that aid effectiveness is related to institutional quality [Burnside and Dollar, 2000] and in countries with high corruption, aid is bounded to fail its targets. The inflation rate, the credit constraint and external shocks are expected to have a negative impact, even if inflation presents generally a small quantitative effect (see, e.g. Barro and Sala-i-Martin [2004], Agenor [2005] and Cohen [1993] $)^{20}$.
The first tables (10 and 11) present the results obtained using different estimators - LSDV, OLS, System-GMM, Differenced-GMM - which point out the bias of the AB estimates and support the use of the BB estimator as a benchmark. We compare model (6), using the quadratic specification for the debt-to-export ratio and both yearly and three-year average data: the same qualitative results are confirmed with different debt indicators.
Looking at the autoregressive parameter $\beta$, the estimates confirm, especially for the three-year average dataset, that the System-GMM lies between the upper bound of the OLS and the lower bound of the LSDV estimator. The difference-GMM, instead, is more downward biased than the LSDV. As a consequence, since the instrument set is tested to be valid and also the difference-Sargan test confirms the validity of the additional level moment conditions, the System-GMM estimator is taken as a benchmark. Furthermore, whether the sample size does not become too small, we take the results from the three-year average dataset as more reliable, because of the likely limited effect of business cycle dynamics on the estimates.

Looking at the last two columns of Table 10, all the coefficients except openness and the external debt ratios are significant with the expected signs. The autoregressive parameter is 0.63 , (while with yearly data it is 0.84 ), GDP growth, foreign aid, domestic credit, revenues and the level of schooling have a positive impact on investment. The positive coefficient on inflation could be explained by the so-called Tobin-Mundell effect, because higher expected inflation lowers the real interest rate, leading to a shift from money balances to physical investment [Agenor, 2005, p. 62]. However, the link between investment and inflation is

[^12]generally ambiguous, since the level of inflation, and (foremost) its variability triggers macroeconomic instability and, thus, reduce investment.
With respect to the debt effect, there is evidence of the relevance of the liquidity constraint, while not of debt overhang, which is significant only across the LSDV and pooled-OLS estimates. The short run point estimate of the crowding out effect is $0.21-0.22$, while, in the long run, a $1 \%$ reduction in debt service will increase the investment rate by $0.57 \%$, which is a quantitative strong effect.
Since the quadratic specification is not significant, we estimate a linear-log relation, and we also look at different debt indicators. The results (see Table 14) confirm the negative effect of debt service payments on investment, while the debt stock indicator is generally not significant. The level of external indebtedness, therefore, does not have any explanatory power, once we control for the investment rate in the previous period, and we take into account revenues, aid, GDP growth, schooling, openness, credit and inflation. The magnitude of the crowding out effect ranges between 0.15 and 0.20 , so that a reduction of one percentage point in the debt service-to-GDP ratio adds a fifth of percentage point to the investment ratio. For a policy purpose, it is important to disentangle if the crowding out of investment due to debt serviced payments is larger in LICs than in all the developing countries of the sample. Table C actually shows that in LICs an increase in debt service has an adverse effect whose magnitude is more than two times higher than in the overall sample, both considering yearly and average data. Furthermore, the liquidity constraint seems to work only in LICs, because, in the non-LIC sample, the debt service ratio is not a significant explanatory variable. Eventually, the comparison between the overall sample and the LICs points out that the effectiveness of aid is quite small, so that in LICs only the $13 \%$ of foreign assistance is channelled in more investment, while this positive effect vanishes in the other developing countries. From a quantitative point of view, therefore, a good growth policy should prefer a reduction in debt service, as the last G8 meeting has done in June $2005^{21}$, instead of an increased foreign assistance, which is likely to be more fungible.

Table C: Crowding out of investment in LICs.

|  | 3-years average data |  |  | Yearly data |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All sample | LIC | Non-LIC | All sample | LIC | Non-LIC |
| TDS (\% of | $-0.21^{*}$ | $-0.44^{*}$ | -0.05 | $-0.08^{*}$ | $-0.20^{*}$ | -0.03 |
| GDP) | $(0.01)$ | $(0.02)$ | $(0.68)$ | $(0.00)$ | $(0.01)$ | $(0.74)$ |
| Aid (\% of | $0.11^{*}$ | $0.13^{*}$ | 0.05 | 0.02 | 0.002 | -0.14 |
| GDP) | $(0.01)$ | $(0.04)$ | $(0.74)$ | $(0.32)$ | $(0.97)$ | $(0.37)$ |
| Obs. | 375 | 148 | 227 | 766 | 287 | 479 |

Notes: the reference is the model estimated in column 1 of Table I5 (two-step System-GMM). The statistical tests (OIR and autocorrelation tests) validate the specification in both the samples.

In order to confirm the presence of a financial constrain in the world's poorest countries, and the lack of relevance of the debt overhang, we estimate the debt-investment nexus using the NPV indicators of external debt, which provide a more reliable indication of the real debt burden. The estimates (Tables 13 and 14) support the previous findings, since external debt ratios are not significant, both using linear and quadratic specifications and yearly or average data. Debt service, instead, crowds out investment, and the point estimate are larger than in the overall sample: a one point increase in debt service means a reduction in the investment ratio ranging from 0.28 and 0.39 percentage points. The preferred specification (column 2,

[^13]Table 13) points out that the magnitude of the crowding out effect (0.39) is much larger than the effectiveness of foreign aid (0.15), implying that is desirable to forgive debt repayment instead of additional aid. The long run equilibrium, eventually, is consistent with a one-toone relationship between debt service and investment: a reduction of debt service of $1 \%$ of GDP raises the investment-to-GDP ratio by 1 percentage point. The significant and negative effect of the debt stock indicator is consistent with the idea that external debt squeeze investment, especially in HIPCs, but it is not robust across different specifications.

In sum, the dynamic model suggests that the relevant debt effect on investment works through the liquidity constraint channel. The stock of debt, coherently, with the findings of the growth model, is likely to affect the quality and the efficiency of investment, instead of its level. Eventually, comparing a $1 \%$ increase in foreign aid and a $1 \%$ reduction in debt service, our estimates show that in LICs the fungibility of aid is a critical issue, so that reducing debt service payment has a much stringer effect, because it frees up resources in the government budget constraint that can be used for investment.
Looking at the NPV indicators, and considering Tables 9 and 13, a debt reduction from 300 to 150 of the NPV of debt-to-exports ratio raises the growth rate by 1 percentage point, and a $1 \%$ reduction in debt service, in steady state and other things equal, adds another $0.20-0.25 \%$ to the growth rate of GDP, while the short run impact is a $0.1 \%$ increase in the growth rate.

## 7. Concluding Remarks

This paper underlines the great relevance that high external debts have on economic performance in poor countries. Notwithstanding the different theoretical hypothesis on the possible effects that debt flows and stocks could have on investment and economic growth, the empirical evidence is mixed and has not reached a firm conclusion about the channels through which indebtedness impinges on economic growth in Low-Income countries. This is due mainly to the lack of robustness of econometric results, and this paper aims to fill part of the gap analysing how high debts affect economic growth rate and investment, making a distinction between the overall sample of developing countries, and a smaller sample of LICs. This is only part of the work that should be done in this research area. Further developments require a careful inclusion of: 1) the institutional aspect, 2) the direction of causality between debt and growth, 3) a more detailed investigation of debt effects in low income countries, 4) the effect of macroeconomic uncertainty on economic growth, including a measure of instability (e.g. volatility of exchange rate), and 5) the distinction between a total and public investment model.
Institutions and policies are likely to affect the debt-growth relationship, since a minimum level of institutional quality is required in order to reap the benefits of debt relief [Asiedu, 2003]. The specificity of a single country's economic and institutional environment is found to be relevant for a country's capability of managing debt and fostering growth [Kraay and Nehru, 2004]. Addressing the causality issue between debt and growth is necessary because it is not obvious that indebtedness is the source of low economic growth. Solving this problem could provide more relevant policy recommendations and it could be done using past values of the debt ratio and testing the Granger causality. Besides, from a policy perspective, it is also relevant to have a clear picture of the macroeconomic effects of large debts in Low Income countries exclusively. Eventually, the distinction between public and total investment in the investment model allows for a more detailed analysis of the liquidity constraint.

The analysis suggests that the methodological issues have to be carefully taken into account. The estimation of a dynamic growth regression with panel data has the advantage of overcoming the two main drawbacks of the classical growth regression à la Barro: the omitted variable bias and the endogeneity of the right-hand side variables. However, the choice of the estimator is not easy, since there is not a first-best solution. The paper argues that the System-GMM could be taken as a benchmark, after having verified some conditions that should assure its superiority against the Arellano-Bond and the LSDV estimator. Nevertheless, GMM technique is developed for micro data and has asymptotic properties, so that the results should be taken with caution because of the finite sample and, thus, their robustness is checked using different estimators.

The empirical results of the growth equation confirm the basic conclusion of the augmented Solow model. With respect to the debt-growth nexus, the relationship is linear and negative, and there is not evidence of an inverse U-shaped curve. Debt service, instead, does not have a direct impact on GDP growth, even if it is found to crowd out investment. These results are confirmed using different debt indicators, estimating different specifications of the models, and considering different sub-samples. The semi-elasticity of GDP growth to the debt-toexports ratio is quite stable at $1.2-1.4$, meaning that a $10 \%$ increase in the debt ratio reduces the rate of per capita GDP growth by 0.12 percentage point. Furthermore, high debts do not lower significantly the investment level, but they reduce the quality and the efficiency of investment. This presumption is confirmed by the investment model, which points out the effectiveness of the liquidity constraint and the lack of an adverse effect of debt ratios on the investment level. This misallocation of resources, maybe due to short-termism, is consistent with "debt overhang".
The effects of high debt on investment and economic growth are much larger in the poorest countries than in the other developing countries, probably because in LICs, poor institutional quality and weak policies worsen the adverse effect that indebtedness has on economic performance.
Data for 52 LICs show that a debt reduction from a debt-to-export ratio of 300 to the HIPC threshold of 150 adds more than a percentage point to per capita GDP growth rate, while a $1 \%$ reduction in debt service raises the growth rate of GDP by another $0.1 \%$.

In sum, this paper underlines the great relevance that debt issues have in Low-Income countries and investigate the adverse effect that a large indebtedness has on the rate of economic growth, finding support for the liquidity constraint and the disincentive effects: debt service payments, debt overhang and the creation of an uncertain and unstable macroeconomic environment are a constraint to investment and growth. The investment level is reduced by debt service, while its efficiency is affected by high external debts, because of the instability that indebtedness generates.
As a consequence, what really matters for the debt-growth nexus is the liquidity constraint and the uncertainty that high debts create in the macroeconomic environment. Reducing debt service alone, even if it is effective, is no more than a form of aid and it is likely to fail the target of helping the world's poorest countries to have a foothold on the development ladder. Debt relief, instead, could be a way to start a new path of economic growth, because it reduce uncertainty and it could foster the development of sound institutions and the implementation of growth and market oriented policies, that are the main determinant of economic growth. Eventually, even if debt relief is proved to be effective in LICs, it should be included in the more general framework of foreign assistance, which relates to the issues of degree of conditionality and selectivity, and includes considerations of moral hazard and
incentives, along with a careful analysis of alternative sources of financing and the risks due to a rising domestic debt in poor countries.
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Annex A: Descriptive Statistics and Regression Tables

Table A: Descriptive Statistics

| Variable | Observations | Mean | Std. Dev. |
| :--- | ---: | ---: | ---: |
|  |  |  |  |
| per capita GDP growth rate | 2743 | 0.789 | 7.375 |
| GDP per capita , PPP | 2789 | 3825.966 | 3567.368 |
| Population growth rate | 3585 | 1.957 | 1.630 |
| Openness [(M+X)/GDP] | 2660 | 78.030 | 43.785 |
| Budget Balance (\% of GDP) | 1900 | -3.349 | 5.451 |
| M2 (\% of GDP) | 2752 | 36.014 | 91.461 |
| Investment (\% of GDP) | 2830 | 21.743 | 24.437 |
| Gross Primary enrolment rate | 1717 | 92.892 | 666.759 |
| Inflation (Consumer price, annual \%) | 2514 | 75.029 | 12.318 |
| Revenues (\% of GDP) | 1905 | 19.475 | 24.080 |
| Domestic credit (\% of GDP) | 2724 | 28.128 | 14.242 |
| Aid (ODA as a \% of GDP) | 2916 | 9.433 | 39.955 |
| Terms of trade | 2012 | 109.974 | 4.687 |
| Total Debt Service (\% of GDP) | 2694 | 5.370 | 15.302 |
| Total Debt Service (\% of exports) | 2517 | 19.721 | 639.280 |
| NPV Debt/Exports | 1069 | 400.260 | 120.808 |
| NPV Debt/GDP | 1204 | 82.915 | 501.205 |
| Debt/Exports | 2517 | 333.689 | 97.550 |
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Table B: Correlation Table
gdp_growth $\underset{\substack{\text { gdp_growth } \\ 1.000}}{\text { gdd_pc_ppp popgrowth }}$ open



Notes: A star means a 5\% level of significance, while the second line is the level of significance of the correlation coefficient.
Table 1: Growth equation, 3-years average data, different estimators

| Dependant variable: <br> GDP growth | System-GMM (one-step) |  | $\begin{aligned} & \text { System-GMM } \\ & \text { (two-step) } \end{aligned}$ |  | Diff-GMM (one-step) |  | Diff-GMM (two-step) |  | LSDV |  | OLS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (p-value) |  | (p-value) |  | value) |  | value) |  | (p-value) |  | value) |
| $\log$ of GDP (t-1) | -0.0113 | 0.003 | -0.0114 | 0.220 | -0.0616 | 0.001 | -0.0502 | 0.018 | -0.0553 | 0.000 | -0.0076 | 0.029 |
| Population growth | -0.5561 | 0.008 | -0.5965 | 0.125 | -0.1501 | 0.642 | -0.1464 | 0.716 | -0.3206 | 0.480 | -0.5548 | 0.012 |
| Openness | -0.0178 | 0.008 | -0.0154 | 0.075 | 0.0158 | 0.293 | 0.0163 | 0.355 | 0.0151 | 0.388 | -0.0166 | 0.013 |
| Budget Balance | 0.1453 | 0.001 | 0.1598 | 0.001 | 0.1909 | 0.000 | 0.2133 | 0.001 | 0.1823 | 0.002 | 0.1334 | 0.004 |
| M2 (\% of GDP) | 0.0010 | 0.902 | -0.0035 | 0.774 | -0.0834 | 0.002 | -0.0784 | 0.005 | -0.0811 | 0.001 | 0.0046 | 0.637 |
| Investment | 0.1889 | 0.000 | 0.1853 | 0.000 | 0.1910 | 0.000 | 0.1800 | 0.006 | 0.2782 | 0.000 | 0.2064 | 0.000 |
| Primary enrolment | 0.0117 | 0.177 | 0.0115 | 0.226 | 0.0128 | 0.349 | 0.0059 | 0.737 | 0.0223 | 0.226 | 0.0146 | 0.124 |
| Inflation | -0.0007 | 0.156 | -0.0007 | 0.184 | -0.0008 | 0.231 | -0.0009 | 0.176 | -0.0008 | 0.031 | -0.0010 | 0.006 |
| Terms of trade | -0.0172 | 0.028 | -0.0195 | 0.032 | -0.0122 | 0.381 | -0.0107 | 0.465 | -0.0136 | 0.027 | -0.0188 | 0.000 |
| Total debt service (\% of GDP) | 0.0411 | 0.409 | 0.0364 | 0.573 | 0.1921 | 0.030 | 0.1681 | 0.117 | 0.1819 | 0.021 | 0.0245 | 0.645 |
| log of External Debt/Exports | -1.2030 | 0.000 | -1.2397 | 0.011 | -1.8563 | 0.033 | -1.8631 | 0.047 | -1.5108 | 0.014 | -0.8520 | 0.007 |
| Constant | 15.9009 | 0.001 | 16.7335 | 0.088 |  |  |  |  | 47.8705 | 0.000 | 9.5288 | 0.017 |
| Observations |  | 350 |  | 350 |  | 234 |  | 234 |  | 350 |  | 350 |
| F-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| m1 (p-value) |  | 0.012 |  | 0.013 |  | 0.003 |  | 0.004 |  |  |  |  |
| $m 2$ (p-value) |  | 0.405 |  | 0.404 |  | 0.247 |  | 0.297 |  |  |  |  |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  |  |  |  |

[^14] confidence of the difference-Sargan test is 43.19 , while the test statistic is 7.57 : the null that the level moment conditions are valid cannot be rejected.
Table 2: Growth equation, yearly data, different estimators

| Dependant variable: <br> GDP growth | System-GMM (one-step) |  | $\begin{aligned} & \text { System-GMM } \\ & \text { (two-step) } \end{aligned}$ |  | Diff-GMM (one-step) |  | Diff-GMM (two-step) |  | LSDV |  | OLS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (p-value) |  | (p-value) |  | (p-value) |  | (p-value) |  | (p-value) |  | (p-value) |
| $\log$ of GDP (t-1) | -0.0174 | 0.000 | -0.0110 | 0.651 | -0.1478 | 0.000 | -0.1382 | 0.000 | -0.1299 | 0.000 | -0.0168 | 0.000 |
| Population growth | -0.7684 | 0.014 | -0.7735 | 0.127 | -0.8316 | 0.180 | -0.7864 | 0.266 | -0.8583 | 0.024 | -0.7233 | 0.001 |
| Openness | -0.0141 | 0.168 | -0.0067 | 0.734 | 0.0203 | 0.422 | 0.0214 | 0.506 | 0.0103 | 0.575 | -0.0140 | 0.062 |
| Budget Balance | 0.2386 | 0.008 | 0.2396 | 0.011 | 0.3409 | 0.000 | 0.2848 | 0.041 | 0.2604 | 0.000 | 0.2305 | 0.000 |
| M2 (\% of GDP) | 0.0025 | 0.799 | -0.0323 | 0.443 | -0.0781 | 0.163 | -0.0896 | 0.316 | -0.0643 | 0.027 | 0.0097 | 0.359 |
| Investment | 0.1995 | 0.000 | 0.2492 | 0.008 | 0.1735 | 0.014 | 0.2098 | 0.127 | 0.2599 | 0.000 | 0.2037 | 0.000 |
| Primary enrolment | 0.0291 | 0.011 | 0.0308 | 0.305 | -0.0058 | 0.855 | 0.0078 | 0.916 | 0.0124 | 0.580 | 0.0317 | 0.008 |
| Inflation | -0.0013 | 0.053 | -0.0013 | 0.050 | -0.0012 | 0.123 | -0.0013 | 0.065 | -0.0013 | 0.002 | -0.0013 | 0.003 |
| Terms of trade | -0.0065 | 0.511 | -0.0051 | 0.598 | -0.0185 | 0.288 | -0.0146 | 0.508 | -0.0136 | 0.112 | -0.0130 | 0.059 |
| Total debt service (\% of GDP) | 0.0433 | 0.681 | 0.0423 | 0.697 | -0.0019 | 0.993 | 0.0539 | 0.834 | 0.0607 | 0.411 | 0.0200 | 0.724 |
| log of External Debt/Exports | -1.3051 | 0.002 | -0.9282 | 0.182 | -3.7827 | 0.000 | $-3.3543$ | 0.042 | -2.9228 | 0.000 | -1.0740 | 0.002 |
| Constant | 18.6564 | 0.000 | 10.8713 | 0.571 |  |  |  |  | 119.8741 | 0.000 | 17.5055 | 0.000 |
| Observations |  | 614 |  | 614 |  | 441 |  | 441 |  | 614 |  | 614 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.006 |  | 0.006 |  | 0.005 |  | 0.008 |  |  |  |  |
| m2 (p-value) |  | 0.766 |  | 0.720 |  | 0.651 |  | 0.702 |  |  |  |  |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  |  |  |  |

Notes: m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set). The critical value at $95 \%$ level of confidence of the difference-Sargan test is 75 , while the test statistic is 5.04 : the null that the level moment conditions are valid cannot be rejected.
Table 3: Growth equation, 3-years average data, System-GMM, different lags

| Dependant variable: <br> GDP growth | System-GMM (one-step) 2lags |  | System-GMM (one-step) 3lags |  | System-GMM (one-step) 5lags |  | System-GMM (two-step) 2lags |  | System-GMM (two-step) 3lags |  | System-GMM (two-step) 5 lags |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | value) |  | value) |  | value) |  | value) |  | value) |  | value) |
| $\log$ of GDP (t-1) | -0.0074 | 0.112 | -0.0094 | 0.029 | -0.0113 | 0.003 | -0.0071 | 0.084 | -0.0075 | 0.016 | -0.0092 | 0.062 |
| Population growth | -0.5164 | 0.012 | -0.3663 | 0.096 | -0.5561 | 0.008 | -0.4176 | 0.257 | -0.1523 | 0.587 | -0.5725 | 0.009 |
| Openness | -0.0190 | 0.027 | -0.0190 | 0.013 | -0.0178 | 0.008 | -0.0234 | 0.127 | -0.0211 | 0.044 | -0.0127 | 0.163 |
| Budget Balance | 0.2131 | 0.000 | 0.1894 | 0.000 | 0.1453 | 0.001 | 0.1936 | 0.001 | 0.1874 | 0.000 | 0.1684 | 0.000 |
| M2 (\% of GDP) | -0.0112 | 0.304 | -0.0027 | 0.783 | 0.0010 | 0.902 | -0.0123 | 0.290 | -0.0100 | 0.443 | -0.0095 | 0.497 |
| Investment | 0.2454 | 0.000 | 0.2095 | 0.000 | 0.1889 | 0.000 | 0.2494 | 0.000 | 0.2135 | 0.000 | 0.1797 | 0.000 |
| Primary enrolment | 0.0157 | 0.150 | 0.0127 | 0.201 | 0.0117 | 0.177 | 0.0122 | 0.412 | 0.0111 | 0.322 | 0.0122 | 0.457 |
| Inflation | -0.0007 | 0.192 | -0.0007 | 0.207 | -0.0007 | 0.156 | -0.0007 | 0.172 | -0.0007 | 0.247 | -0.0008 | 0.124 |
| Terms of trade | -0.0177 | 0.020 | -0.0175 | 0.024 | -0.0172 | 0.028 | -0.0180 | 0.036 | -0.0180 | 0.036 | -0.0159 | 0.076 |
| Total debt service (\% of GDP) | 0.0403 | 0.457 | 0.0531 | 0.322 | 0.0411 | 0.409 | 0.0663 | 0.376 | 0.0754 | 0.296 | 0.0229 | 0.705 |
| log of External Debt/Exports | -1.1229 | 0.003 | -1.1960 | 0.001 | -1.2030 | 0.000 | -1.2034 | 0.017 | -1.3928 | 0.004 | -1.1608 | 0.004 |
| Constant | 11.5129 | 0.025 | 13.7410 | 0.007 | 15.90085 | 0.001 | 11.9204 | 0.013 | 13.3032 | 0.000 | 14.2540 | 0.018 |
| Observations |  | 350 |  | 350 |  | 350 |  | 350 |  | 350 |  | 350 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.010 |  | 0.010 |  | 0.012 |  | 0.011 |  | 0.010 |  | 0.013 |
| m2 (p-value) |  | 0.410 |  | 0.411 |  | 0.405 |  | 0.428 |  | 0.423 |  | 0.391 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |

Notes: ml and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
Table 4: Growth equation, yearly data, System-GMM, different lags

| Dependant variable: <br> GDP growth | System-GMM (one-step) 2lags |  | System-GMM (one-step) 3lags |  | System-GMM (one-step) 5lags |  | System-GMM (two-step) 2lags |  | System-GMM (two-step) 3lags |  | System-GMM (two-step) 5lags |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | value) |  | value) |  | value) |  | value) |  | value) |  | value) |
| $\log$ of GDP (t-1) | -0.0227 | 0.000 | -0.0199 | 0.000 | -0.0174 | 0.000 | -0.0179 | 0.004 | -0.0185 | 0.093 | -0.0282 | 0.133 |
| Population growth | -0.7711 | 0.030 | -0.8016 | 0.014 | -0.7689 | 0.014 | -0.8133 | 0.077 | -0.6271 | 0.134 | -0.5228 | 0.166 |
| Openness | -0.0147 | 0.191 | -0.0170 | 0.086 | -0.0141 | 0.169 | -0.0087 | 0.611 | -0.0087 | 0.644 | 0.0010 | 0.971 |
| Budget Balance | 0.2301 | 0.015 | 0.2402 | 0.006 | 0.2385 | 0.008 | 0.2619 | 0.024 | 0.2600 | 0.025 | 0.2365 | 0.017 |
| M2 (\% of GDP) | 0.0025 | 0.832 | 0.0047 | 0.639 | 0.0025 | 0.799 | -0.0005 | 0.969 | 0.0021 | 0.873 | -0.0090 | 0.636 |
| Investment | 0.2190 | 0.000 | 0.2050 | 0.000 | 0.1995 | 0.000 | 0.1818 | 0.063 | 0.2086 | 0.006 | 0.1653 | 0.014 |
| Primary enrolment | 0.0403 | 0.008 | 0.0318 | 0.005 | 0.0291 | 0.011 | 0.0295 | 0.216 | 0.0436 | 0.089 | 0.0579 | 0.167 |
| Inflation | -0.0013 | 0.059 | -0.0013 | 0.067 | -0.0013 | 0.053 | -0.0013 | 0.068 | -0.0012 | 0.084 | -0.0013 | 0.053 |
| Terms of trade | -0.0078 | 0.405 | -0.0078 | 0.422 | -0.0065 | 0.515 | -0.0013 | 0.925 | -0.0118 | 0.357 | -0.0126 | 0.441 |
| Total debt service (\% of GDP) | 0.0641 | 0.591 | 0.0587 | 0.572 | 0.0431 | 0.682 | 0.0423 | 0.723 | 0.0347 | 0.792 | 0.0319 | 0.751 |
| log of External Debt/Exports | -1.4349 | 0.000 | -1.4734 | 0.000 | -1.3040 | 0.002 | -1.2945 | 0.007 | -1.5822 | 0.002 | -1.5863 | 0.005 |
| Constant | 22.1341 | 0.000 | 21.3626 | 0.000 | 18.6431 | 0 | 18.6514 | 0.027 | 19.4037 | 0.073 | 26.2101 | 0.049 |
| Observations |  | 614 |  | 614 |  | 614 |  | 614 |  | 614 |  | 614 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| m1 (p-value) |  | 0.006 |  | 0.006 |  | 0.006 |  | 0.006 |  | 0.005 |  | 0.005 |
| m2 (p-value) |  | 0.786 |  | 0.791 |  | 0.765 |  | 0.782 |  | 0.759 |  | 0.765 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |

Notes: m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set)
Table 5: Growth equation, 3-years average data, System-GMM, different lags, different debt indicators.

| Dependant variable: <br> GDP growth | All feasible lags | 3 lags | All feasible lags | 3 lags | All feasible lags | 3 lags | All feasible lags | 3 lags |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p$-value | p -value | $p$-value | p -value | p-value | $p$-value | $p$-value | p -value |
| $\log$ of GDP (t-1) | -0.0081 0.164 | -0.0094 0.076 | -0.0127 0.003 | -0.0133 0.342 | -0.0103 0.026 | -0.0160 0.004 | -0.0092 0.028 | -0.0103 0.188 |
| Population growth | -0.5780 0.006 | -0.5824 0.019 | -0.7310 0.002 | $-0.70190 .149$ | -0.5854 0.017 | -0.5179 0.073 | -0.6333 0.004 | -0.5526 0.190 |
| Budget Balance | 0.15480 .002 | 0.20350 .000 | 0.17340 .000 | 0.20310 .000 | 0.21280 .000 | 0.24190 .000 | 0.18340 .000 | 0.21130 .000 |
| Investment | 0.17780 .000 | 0.20940 .000 | 0.18390 .000 | 0.19910 .001 | 0.19960 .000 | 0.23590 .000 | 0.18770 .000 | 0.21000 .000 |
| Primary enrolment | 0.00910 .311 | 0.01560 .142 | 0.01010 .417 | 0.02470 .279 | 0.01630 .101 | 0.03390 .012 | 0.01500 .094 | 0.02380 .056 |
| Inflation | -0.0009 0.074 | -0.0008 0.111 | -0.0007 0.186 | -0.0007 0.119 | -0.0006 0.028 | -0.0006 0.036 | -0.0008 0.127 | -0.0007 0.150 |
| Terms of trade | -0.0142 0.073 | -0.0146 0.053 | -0.0168 0.020 | -0.0133 0.158 | -0.0167 0.021 | -0.0178 0.009 | -0.0166 0.021 | -0.0164 0.011 |
| TDS (\% of GDP) log of Ex | -0.0251 0.625 | -0.0299 0.565 |  |  | $0.0800 \quad 0.139$ | 0.09070 .219 |  |  |
| Debt/Exports | -0.7680 0.025 | $-0.73020 .018$ | -1.1319 0.018 | -1.0276 0.009 |  |  |  |  |
| TDS (\% of exports) log of Ext |  |  | 0.03020 .138 | 0.02250 .172 |  |  | 0.01120 .404 | 0.00510 .717 |
| Debt/GDP |  |  |  |  | -1.3559 0.000 | -1.5073 0.000 | -1.0171 0.001 | -1.2283 0.001 |
| Constant | $\begin{array}{ll}10.4776 & 0.104\end{array}$ | 10.31540 .042 | 15.67780 .007 | 13.76490 .154 | 12.10990 .008 | 14.85170 .002 | 10.54650 .014 | 11.11760 .099 |
| Observations | 350 | 350 | 350 | 350 | 363 | 363 | 350 | 350 |
| $F$-test (p-value) | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| m1 (p-value) | 0.017 | 0.014 | 0.011 | 0.010 | 0.080 | 0.006 | 0.014 | 0.013 |
| $m 2$ (p-value) | 0.385 | 0.388 | 0.384 | 0.380 | 0.423 | 0.433 | 0.426 | 0.435 |
| OIR test (p-value) | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |

Notes: m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
Table 6: Growth equation, 3-years average data, System-GMM, different lags, Quadratic specification.

| Dependant variable: GDP growth | All feasible lags |  | 3 lags |  | All feasible lags |  | 3 lags |  | All feasible lags |  | 3 lags |  | All feasible lags |  | 3 lags |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | p-value |  | p-value |  | p-value |  | p-value |  | p-value |  | p-value |  | p-value |  | p-value |  |
| log of GDP (t-1) | -0.007 | 0.122 | -0.009 | 0.024 | -0.008 | 0.050 | -0.013 | 0.007 | -0.013 | 0.001 | -0.011 | 0.009 | -0.009 | 0.003 | -0.010 | 0.046 |
| Population growth | -0.550 | 0.013 | -0.739 | 0.005 | -0.530 | 0.046 | -0.534 | 0.031 | -0.552 | 0.042 | -0.307 | 0.243 | -0.465 | 0.022 | -0.314 | 0.287 |
| Budget Balance | 0.155 | 0.004 | 0.175 | 0.001 | 0.195 | 0.000 | 0.231 | 0.000 | 0.159 | 0.000 | 0.164 | 0.001 | 0.186 | 0.001 | 0.168 | 0.002 |
| Investment | 0.175 | 0.000 | 0.179 | 0.000 | 0.196 | 0.000 | 0.228 | 0.000 | 0.202 | 0.000 | 0.214 | 0.000 | 0.159 | 0.000 | 0.197 | 0.000 |
| Primary enrolment | 0.008 | 0.373 | 0.014 | 0.155 | 0.011 | 0.210 | 0.024 | 0.094 | 0.019 | 0.076 | 0.015 | 0.289 | 0.022 | 0.064 | 0.021 | 0.126 |
| Inflation | -0.001 | 0.039 | -0.001 | 0.060 | -0.001 | 0.008 | -0.001 | 0.013 | -0.001 | 0.053 | -0.001 | 0.106 | -0.001 | 0.117 | -0.001 | 0.211 |
| Terms of trade | -0.015 | 0.068 | -0.015 | 0.027 | -0.017 | 0.015 | -0.019 | 0.004 | -0.017 | 0.020 | -0.018 | 0.018 | -0.014 | 0.033 | -0.017 | 0.014 |
| Openness |  |  |  |  |  |  |  |  | -0.020 | 0.169 | -0.025 | 0.006 | 0.004 | 0.628 | -0.001 | 0.886 |
| M2 (\% of GDP) |  |  |  |  |  |  |  |  | -0.006 | 0.555 | -0.007 | 0.564 | -0.008 | 0.545 | -0.003 | 0.825 |
| TDS (\% of GDP) | -0.026 | 0.611 | -0.018 | 0.733 | 0.071 | 0.227 | 0.074 | 0.275 | 0.051 | 0.486 | 0.077 | 0.294 | 0.035 | 0.567 | 0.082 | 0.245 |
| log of Debt/Exports | -2.196 | 0.210 | -2.332 | 0.170 |  |  |  |  | -4.142 | 0.170 | -4.781 | 0.014 |  |  |  |  |
| [log of Debt/Exp]^2 | 0.143 | 0.366 | 0.145 | 0.348 |  |  |  |  | 0.265 | 0.266 | 0.302 | 0.074 |  |  |  |  |
| log of Debt/GDP |  |  |  |  | -1.910 | 0.537 | -2.597 | 0.276 |  |  |  |  | -1.185 | 0.620 | -1.616 | 0.503 |
| [log of Debt/GDP]^2 |  |  |  |  | 0.087 | 0.794 | 0.157 | 0.570 |  |  |  |  | 0.008 | 0.976 | 0.021 | 0.938 |
| Constant | 12.993 | 0.039 | 15.776 | 0.008 | 11.871 | 0.209 | 15.197 | 0.000 | 24.444 | 0.026 | 25.125 | 0.000 | 10.120 | 0.088 | 12.133 | 0.097 |
| Observations |  | 350 |  | 350 |  | 363 |  | 363 |  | 350 |  | 350 |  | 350 |  | 350 |
| F-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.018 |  | 0.015 |  | 0.008 |  | 0.007 |  | 0.013 |  | 0.012 |  | 0.012 |  | 0.011 |
| $m 2$ (p-value) |  | 0.384 |  | 0.378 |  | 0.421 |  | 0.422 |  | 0.405 |  | 0.415 |  | 0.413 |  | 0.458 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |

Notes: m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
Table 7: Growth equation, 3-years average data, System-GMM, 3 lags, With/without investment.

| Dependant variable: GDP growth | Model 1 |  |  |  | Model 2 |  |  |  | Model 3 |  |  |  | Model 4 (all lags) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | p-value |  | p-value |  | p -value |  | p-value |  | $p$-value |  | p-value |  | $p$-value |  | p-value |  |
| log of GDP (t-1) | -0.014 | 0.002 | -0.009 | 0.140 | -0.014 | 0.014 | -0.009 | 0.010 | -0.012 | 0.081 | -0.008 | 0.015 | -0.012 | 0.001 | -0.012 | 0.008 |
| Population growth | -0.842 | 0.019 | -0.625 | 0.006 | -0.963 | 0.010 | -0.725 | 0.003 | -0.596 | 0.072 | -0.152 | 0.587 | -0.673 | 0.044 | -0.512 | 0.133 |
| Budget Balance | 0.174 | 0.003 | 0.203 | 0.000 | 0.144 | 0.009 | 0.179 | 0.000 | 0.178 | 0.004 | 0.187 | 0.000 | 0.181 | 0.001 | 0.163 | 0.000 |
| Investment |  |  | 0.211 | 0.000 |  |  | 0.182 | 0.000 |  |  | 0.213 | 0.000 |  |  | 0.201 | 0.000 |
| Primary enrolment | 0.045 | 0.003 | 0.017 | 0.102 | 0.039 | 0.003 | 0.014 | 0.145 | 0.033 | 0.030 | 0.011 | 0.321 | 0.032 | 0.009 | 0.017 | 0.139 |
| Inflation | -0.001 | 0.156 | -0.001 | 0.109 | -0.001 | 0.050 | -0.001 | 0.058 | -0.001 | 0.254 | -0.001 | 0.245 | -0.001 | 0.042 | -0.001 | 0.069 |
| Terms of trade | -0.014 | 0.050 | -0.013 | 0.107 | -0.015 | 0.048 | -0.015 | 0.039 | -0.018 | 0.145 | -0.018 | 0.036 | -0.016 | 0.006 | -0.019 | 0.049 |
| Openness |  |  |  |  |  |  |  |  | -0.002 | 0.838 | -0.021 | 0.043 | 0.002 | 0.859 | -0.020 | 0.039 |
| M2 (\% of GDP) |  |  |  |  |  |  |  |  | 0.007 | 0.668 | -0.010 | 0.443 | 0.007 | 0.664 | -0.007 | 0.481 |
| TDS (\% of GDP) | -0.033 | 0.642 | -0.034 | 0.519 | -0.010 | 0.870 | -0.024 | 0.666 | 0.007 | 0.938 | 0.075 | 0.297 | -0.034 | 0.606 | 0.057 | 0.383 |
| log of Debt/Exports [log of | -1.180 | 0.000 | -0.691 | 0.097 | -3.777 | 0.149 | -2.397 | 0.131 | -1.213 | 0.011 | -1.393 | 0.004 | -2.725 | 0.549 | -4.065 | 0.120 |
| Debt/Exports] ${ }^{\wedge} 2$ |  |  |  |  | 0.258 | 0.275 | 0.152 | 0.300 |  |  |  |  | 0.174 | 0.642 | 0.254 | 0.225 |
| Constant | 17.926 | 0.000 | 9.651 | 0.163 | 25.154 | 0.009 | 15.861 | 0.002 | 17.283 | 0.006 | 13.303 | 0.000 | 20.522 | 0.153 | 24.374 | 0.023 |
| Observations |  | 350 |  | 350 |  | 350 |  | 350 |  | 350 |  | 350 |  | 350 |  | 350 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.008 |  | 0.015 |  | 0.008 |  | 0.016 |  | 0.007 |  | 0.010 |  | 0.008 |  | 0.012 |
| $m 2$ (p-value) |  | 0.354 |  | 0.387 |  | 0.355 |  | 0.378 |  | 0.372 |  | 0.423 |  | 0.354 |  | 0.403 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 | set. m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).

Table 8: Growth equation, yearly data, System-GMM, different samples.

| Dependant variable: <br> GDP growth | All sample |  | LIC |  | HIPC |  | All sample |  | LIC |  | HIPC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | p-value |  | p -value |  | p-value |  | p-value |  | p-value |  | p -value |
| $\log$ of GDP (t-1) | -0.0153 | 0.001 | -0.0332 | 0.015 | -0.0142 | 0.178 | -0.0163 | 0.002 | -0.0302 | 0.087 | -0.0134 | 0.240 |
| Population growth | -0.8248 | 0.007 | -0.9487 | 0.349 | -1.6082 | 0.040 | -0.9621 | 0.007 | -1.8186 | 0.008 | $-1.7877$ | 0.016 |
| Budget Balance | 0.2313 | 0.014 | 0.2718 | 0.038 | 0.1048 | 0.500 | 0.2839 | 0.002 | 0.3256 | 0.007 | 0.1117 | 0.507 |
| Investment | 0.1799 | 0.000 | 0.1891 | 0.023 | 0.2658 | 0.002 |  |  |  |  |  |  |
| Primary enrolment | 0.0287 | 0.011 | 0.0192 | 0.343 | -0.0143 | 0.641 | 0.0452 | 0.002 | 0.0506 | 0.009 | 0.0085 | 0.794 |
| Inflation | -0.0014 | 0.023 | -0.0002 | 0.588 | -0.0864 | 0.006 | -0.0013 | 0.050 | -0.0002 | 0.750 | -0.0814 | 0.036 |
| Terms of trade | -0.0040 | 0.677 | -0.0081 | 0.448 | 0.0244 | 0.002 | -0.0038 | 0.692 | -0.0075 | 0.518 | 0.0129 | 0.106 |
| TDS (\% of GDP) | -0.0005 | 0.996 | 0.0920 | 0.592 | -0.0539 | 0.650 | 0.0113 | 0.903 | 0.1040 | 0.553 | -0.0178 | 0.899 |
| log of Debt/Exports | -0.9242 | 0.010 | -2.0244 | 0.011 | -1.5670 | 0.005 | -1.0977 | 0.007 | -2.0115 | 0.030 | -1.9921 | 0.004 |
| Constant | 14.6168 | 0.002 | 34.7253 | 0.006 | 18.8024 | 0.033 | 18.8092 | 0.001 | 35.8350 | 0.026 | 25.2996 | 0.006 |
| Observations |  | 614 |  | 220 |  | 132 |  | 614 |  | 220 |  | 132 |
| $F$-test ( $p$-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.005 |  | 0.102 |  | 0.036 |  | 0.005 |  | 0.115 |  | 0.039 |
| m2 (p-value) |  | 0.682 |  | 0.360 |  | 0.577 |  | 0.874 |  | 0.573 |  | 0.447 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 | Notes: m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the

OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
Table 9: Growth equation, yearly data, System-GMM, NPV of Debt Indicators.

| Dependant variable: GDP growth | (1) |  | (2) |  | (3) |  | (4) |  | (5) |  | (6) |  | (7) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\log$ of GDP (t-1) | -0.0317 | 0.005 | -0.0271 | 0.037 | -0.0323 | 0.009 | -0.0401 | 0.021 | -0.0411 | 0.011 | -0.0269 | 0.007 | -0.0309 | 0.001 |
| Population growth | -0.5938 | 0.626 | -0.8620 | 0.428 | -1.1333 | 0.269 | $-0.1324$ | 0.926 | -0.1382 | 0.922 | -0.5886 | 0.634 | -0.6634 | 0.573 |
| Openness | -0.0276 | 0.394 |  |  |  |  |  |  |  |  | -0.0037 | 0.918 | -0.0063 | 0.834 |
| Budget Balance | 0.2538 | 0.033 | 0.2758 | 0.041 | 0.2643 | 0.043 | 0.2702 | 0.013 | 0.2803 | 0.017 | 0.2482 | 0.047 | 0.2354 | 0.051 |
| M2 (\% of GDP) | 0.0038 | 0.946 |  |  |  |  |  |  |  |  | 0.0018 | 0.975 | 0.0067 | 0.902 |
| Investment | 0.2498 | 0.035 | 0.1799 | 0.041 | 0.1623 | 0.064 | 0.2589 | 0.037 | 0.2540 | 0.040 | 0.2143 | 0.113 | 0.2120 | 0.075 |
| Primary enrolment | 0.0227 | 0.255 | 0.0235 | 0.221 | 0.0355 | 0.059 | 0.0408 | 0.048 | 0.0414 | 0.052 | 0.0249 | 0.212 | 0.0250 | 0.203 |
| Inflation | -0.0003 | 0.580 | -0.0004 | 0.393 | -0.0008 | 0.036 | 0.0001 | 0.578 | 0.0001 | 0.767 | -0.0006 | 0.252 | -0.0015 | 0.027 |
| Terms of trade | 0.0021 | 0.832 | -0.0011 | 0.912 | -0.0101 | 0.363 | 0.0046 | 0.614 | 0.0045 | 0.627 | 0.0093 | 0.312 | 0.0110 | 0.250 |
| TDS (\% of GDP) | 0.1837 | 0.406 | 0.1085 | 0.516 | 0.1243 | 0.456 | 0.3640 | 0.155 | 0.3689 | 0.148 | 0.1745 | 0.447 | 0.1902 | 0.394 |
| log of NPV Debt/Exp | -1.6606 | 0.004 | -1.5450 | 0.003 | -12.381 | 0.007 |  |  |  |  |  |  |  |  |
| (log NPV Debt/Exp)^2 |  |  |  |  | 0.8989 | 0.016 |  |  |  |  |  |  |  |  |
| log of NPV Debt/GDP |  |  |  |  |  |  | $-2.4421$ | 0.059 | -4.9430 | 0.025 | -1.1644 | 0.051 | -7.5172 | 0.005 |
| (log NPV Debt/GDP)^2 |  |  |  |  |  |  |  |  | 0.3014 | 0.341 |  |  | 0.7737 | 0.017 |
| Constant | 28.4392 | 0.007 | 25.7913 | 0.014 | 62.2330 | 0.001 | 28.8725 | 0.030 | 34.5952 | 0.003 | 18.7398 | 0.028 | 33.9256 | 0.000 |
| Observations |  | 220 |  | 220 |  | 220 |  | 239 |  | 239 |  | 220 |  | 220 |
| $F-$ test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.109 |  | 0.104 |  | 0.107 |  | 0.087 |  | 0.088 |  | 0.110 |  | 0.111 |
| m2 (p-value) |  | 0.633 |  | 0.429 |  | 0.450 |  | 0.768 |  | 0.817 |  | 0.579 |  | 0.484 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 | Notes: m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).

Table 10: Dynamic Investment Equation: 3-years average data, Different Estimators.

| Dependant variable: <br> Investment rate | OLS |  | LSDV |  | One-step Difference GMM |  | Two-step Difference GMM |  | One-step System GMM |  | Two-step System GMM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | p -value |  | p-value |  | p-value |  | p-value |  | p -value |  | p -value |
| Investment rate (t-1) | 0.7153 | 0.000 | 0.3164 | 0.000 | 0.2822 | 0.000 | 0.3023 | 0.000 | 0.6383 | 0.000 | 0.6320 | 0.000 |
| GDP growth rate | 0.3546 | 0.000 | 0.2158 | 0.000 | 0.2122 | 0.005 | 0.2358 | 0.002 | 0.3540 | 0.000 | 0.3484 | 0.000 |
| Aid (\% GDP) | 0.1079 | 0.000 | 0.1572 | 0.013 | 0.2534 | 0.000 | 0.2585 | 0.000 | 0.1113 | 0.002 | 0.1053 | 0.004 |
| Inflation | 0.0010 | 0.009 | 0.0008 | 0.044 | 0.0009 | 0.000 | 0.0009 | 0.000 | 0.0009 | 0.001 | 0.0009 | 0.005 |
| Primary enrolment | 0.0188 | 0.067 | 0.0343 | 0.098 | 0.0280 | 0.199 | 0.0297 | 0.188 | 0.0234 | 0.032 | 0.0304 | 0.050 |
| Domestic Credit | 0.0094 | 0.234 | 0.0372 | 0.051 | 0.0371 | 0.057 | 0.0341 | 0.175 | 0.0263 | 0.021 | 0.0250 | 0.065 |
| Openness | 0.0107 | 0.134 | 0.0191 | 0.215 | 0.0104 | 0.495 | 0.0142 | 0.561 | 0.0134 | 0.172 | 0.0123 | 0.379 |
| Revenue | 0.0761 | 0.000 | 0.1349 | 0.000 | 0.1227 | 0.002 | 0.1246 | 0.030 | 0.0994 | 0.002 | 0.1028 | 0.024 |
| log of Debt/Exp | 2.4679 | 0.090 | 5.2505 | 0.031 | 5.5234 | 0.123 | 4.9537 | 0.123 | 1.4550 | 0.459 | 0.8543 | 0.458 |
| (log of Debt/Exp)^2 | -0.2347 | 0.094 | -0.6197 | 0.011 | -0.6991 | 0.052 | -0.6427 | 0.055 | -0.1376 | 0.427 | -0.0831 | 0.501 |
| TDS (\% of GDP) | -0.1539 | 0.004 | -0.0984 | 0.230 | -0.1599 | 0.136 | -0.1879 | 0.108 | -0.2075 | 0.005 | -0.2271 | 0.003 |
| Observations |  | 375 |  | 375 |  | 281 |  | 281 |  | 375 |  | 375 |
| OIR test ( $p$-value) |  |  |  |  |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $F$-test fixed effect ( $p$-value) |  |  |  | 0.000 |  |  |  |  |  |  |  |  |
| $R$-squared |  | 0.782 |  | 0.651 |  |  |  |  |  |  |  |  |

Notes: Time dummies and constant terms not showed. The OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set). The critical value at $95 \%$ level of confidence of the difference-Sargan test is 51.73 , while the test statistic is 2.58 : the null that the level moment conditions are valid cannot be rejected.
Table 11: Dynamic Investment Equation: yearly data, Different Estimators.

| Dependant variable: <br> Investment rate | OLS |  | LSDV |  | One-step Difference GMM |  | Two-step Difference GMM |  | One-step System GMM |  | Two-step System GMM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -value |  | value |  | value |  | p-value |  | p-value |  | p-value |
| Investment rate (t-1) | 0.8390 | 0.000 | 0.6109 | 0.000 | 0.5501 | 0.000 | 0.5476 | 0.000 | 0.8578 | 0.000 | 0.8350 | 0.000 |
| GDP growth rate | 0.1325 | 0.000 | 0.1007 | 0.000 | 0.1040 | 0.003 | 0.0978 | 0.010 | 0.1268 | 0.000 | 0.1249 | 0.000 |
| Aid (\% GDP) | 0.0255 | 0.159 | 0.0611 | 0.045 | 0.0813 | 0.031 | 0.0943 | 0.100 | 0.0175 | 0.383 | 0.0182 | 0.492 |
| Inflation | -0.0002 | 0.247 | -0.0002 | 0.214 | -0.0005 | 0.165 | -0.0005 | 0.160 | -0.0002 | 0.274 | -0.0002 | 0.304 |
| Primary enrolment | 0.0201 | 0.001 | 0.0280 | 0.029 | 0.0330 | 0.096 | 0.0372 | 0.384 | 0.0203 | 0.002 | 0.0286 | 0.127 |
| Domestic Credit | 0.0049 | 0.242 | -0.0011 | 0.913 | -0.0008 | 0.968 | 0.0017 | 0.927 | 0.0041 | 0.399 | 0.0039 | 0.743 |
| Openness | 0.0154 | 0.000 | 0.0232 | 0.007 | 0.0310 | 0.081 | 0.0283 | 0.117 | 0.0158 | 0.001 | 0.0139 | 0.119 |
| Revenue | 0.0252 | 0.013 | 0.0482 | 0.001 | 0.0663 | 0.011 | 0.0634 | 0.065 | 0.0210 | 0.082 | 0.0312 | 0.341 |
| log of Debt/Exp | 0.9627 | 0.245 | 1.7422 | 0.179 | 2.5724 | 0.292 | 1.9329 | 0.477 | 0.9696 | 0.283 | 1.1889 | 0.462 |
| (log of Debt/Exp)^2 | -0.0606 | 0.453 | -0.1632 | 0.200 | -0.2518 | 0.289 | -0.1947 | 0.444 | -0.0505 | 0.524 | -0.0808 | 0.568 |
| TDS (\% of GDP) | -0.0680 | 0.017 | -0.1023 | 0.010 | -0.1616 | 0.002 | -0.1622 | 0.001 | -0.0860 | 0.002 | -0.0840 | 0.003 |
| Observations |  | 766 |  | 766 |  | 555 |  | 555 |  | 766 |  | 766 |
| OIR test (p-value) |  |  |  |  |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $F$-test fixed effect (p-value) |  |  |  | 0.000 |  |  |  |  |  |  |  |  |
| $R$-squared |  | 0.869 |  | 0.855 |  |  |  |  |  |  |  |  |

Notes: Time dummies and constant terms not showed. The OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set). The critical value at $95 \%$ level of confidence of the difference-Sargan test is 75 , while the test statistic is 4.7 : the null that the level moment conditions are valid cannot be rejected.
Table 12: Dynamic Investment Equation: 3-years average data, Different debt indicators.

| Dependant variable: | Two-step System-GMM |  |  |  |  |  | One-step System-GMM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Investment rate (t-1) | 1 |  | 2 |  | 3 |  | 1 |  | 2 |  | 3 |  |
|  | $p$-value |  | p-value |  | p-value |  | $p$-value |  | $p$-value |  | p-value |  |
|  | 0.5974 | 0.000 | 0.6189 | 0.000 | 0.6373 | 0.000 | 0.6062 | 0.000 | 0.6201 | 0.000 | 0.6372 | 0.000 |
| GDP growth rate | 0.3232 | 0.000 | 0.3378 | 0.000 | 0.3512 | 0.000 | 0.3424 | 0.000 | 0.3443 | 0.000 | 0.3498 | 0.000 |
| Aid (\% GDP) | 0.1044 | 0.007 | 0.1712 | 0.000 | 0.1521 | 0.000 | 0.1096 | 0.001 | 0.1564 | 0.000 | 0.1555 | 0.000 |
| Inflation | 0.0008 | 0.017 | 0.0010 | 0.001 | 0.0010 | 0.002 | 0.0008 | 0.008 | 0.0009 | 0.001 | 0.0010 | 0.002 |
| Primary enrolment | 0.0335 | 0.002 | 0.0362 | 0.005 | 0.0283 | 0.045 | 0.0280 | 0.014 | 0.0320 | 0.004 | 0.0268 | 0.007 |
| Domestic Credit | 0.0257 | 0.034 | 0.0216 | 0.098 | 0.0199 | 0.115 | 0.0277 | 0.022 | 0.0234 | 0.073 | 0.0215 | 0.079 |
| Openness | 0.0196 | 0.126 | 0.0184 | 0.148 | 0.0131 | 0.375 | 0.0137 | 0.205 | 0.0168 | 0.067 | 0.0157 | 0.050 |
| Revenue | 0.0943 | 0.010 | 0.0900 | 0.013 | 0.0988 | 0.011 | 0.1067 | 0.002 | 0.0983 | 0.002 | 0.0964 | 0.002 |
| log of Debt/Exp <br> (log of Debt/Exp)^2 | 0.0355 | 0.930 |  |  |  |  | -0.0266 | 0.945 |  |  |  |  |
| log of Debt/GDP |  |  | -0.8113 | 0.060 | -1.0651 | 0.542 |  |  | -0.6455 | 0.110 | -0.5731 | 0.656 |
| $(\log$ of Debt/GDP)^2 |  |  |  |  | 0.0375 | 0.857 |  |  |  |  | -0.0126 | 0.940 |
| TDS (\% of GDP) | -0.2020 | 0.005 | -0.1741 | 0.017 | -0.1550 | 0.036 | -0.2011 | 0.006 | $-0.1683$ | 0.018 | -0.1519 | 0.029 |
| Observations |  | 375 |  | 375 |  | 375 |  | 375 |  | 375 |  | 375 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |
| $F$-test ( $p$-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| m2 (p-value) |  | 0.050 |  | 0.047 |  | 0.046 |  | 0.047 |  | 0.048 |  | 0.046 |

refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
Table 13: Dynamic Investment Equation: 3-years average data, System-GMM, NPV debt indicators.

| Dependant variable: Investment rate | 1 |  | 2 |  | 3 |  | 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p$-value |  | $p$-value |  | $p$-value |  | $p$-value |  |
| Investment rate (t-1) | 0.6525 | 0.000 | 0.6052 | 0.000 | 0.5203 | 0.004 | 0.6084 | 0.000 |
| GDP growth rate | 0.2892 | 0.003 | 0.3443 | 0.000 | 0.2208 | 0.242 | 0.3230 | 0.016 |
| Aid (\% GDP) | 0.0993 | 0.044 | 0.1498 | 0.002 | 0.0973 | 0.272 | 0.1510 | 0.014 |
| Inflation | 0.0006 | 0.076 | 0.0006 | 0.081 | 0.0008 | 0.502 | 0.0002 | 0.715 |
| Primary enrolment | 0.0425 | 0.297 | 0.0383 | 0.154 | 0.0307 | 0.538 | 0.0191 | 0.680 |
| Domestic Credit | 0.0285 | 0.672 | 0.0900 | 0.168 | -0.0287 | 0.880 | 0.0629 | 0.410 |
| Openness | 0.0351 | 0.309 | 0.0303 | 0.122 | 0.0434 | 0.270 | 0.0332 | 0.100 |
| Revenue | 0.1345 | 0.027 | 0.1524 | 0.005 | 0.1317 | 0.371 | 0.1541 | 0.002 |
| log of NPV Debt/Exp | -0.3342 | 0.320 |  |  | 0.9087 | 0.897 |  |  |
| (log of NPV Debt/Exp)^2 |  |  |  |  | -0.1054 | 0.882 |  |  |
| log of NPV Debt/GDP |  |  | -1.3082 | 0.053 |  |  | -4.5085 | 0.270 |
| (log of NPV Debt/GDP)^2 |  |  |  |  |  |  | 0.4262 | 0.401 |
| TDS (\% of GDP) | -0.3224 | 0.024 | -0.3896 | 0.000 | -0.1886 | 0.649 | -0.3456 | 0.049 |
| Observations |  | 145 |  | 145 |  | 145 |  | 145 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |
| $F$-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.036 |  | 0.036 |  | 0.137 |  | 0.040 |
| $m 2$ (p-value) |  | 0.179 |  | 0.213 |  | 0.126 |  | 0.210 |

refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
Table 14: Dynamic Investment Equation: yearly data, System-GMM, NPV debt indicators.

| Dependant variable: Investment rate | 1 |  | 2 |  | 3 |  | 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | p-value |  | p-value |  | p-value |  | p-value |  |
| Investment rate (t-1) | 0.7040 | 0.000 | 0.7734 | 0.000 | 0.7249 | 0.000 | 0.6652 | 0.000 |
| GDP growth rate | 0.1869 | 0.001 | 0.1178 | 0.022 | 0.1015 | 0.185 | 0.1247 | 0.027 |
| Aid (\% GDP) | 0.0280 | 0.714 | 0.0704 | 0.121 | 0.0366 | 0.655 | 0.0702 | 0.309 |
| Inflation | 0.0000 | 0.989 | -0.0008 | 0.268 | -0.0003 | 0.836 | -0.0008 | 0.499 |
| Primary enrolment | 0.0649 | 0.203 | 0.0323 | 0.552 | 0.1029 | 0.165 | 0.0920 | 0.227 |
| Domestic Credit | -0.0025 | 0.970 | 0.0165 | 0.744 | -0.0246 | 0.801 | 0.0017 | 0.981 |
| Openness | 0.0612 | 0.000 | 0.0467 | 0.082 | 0.0570 | 0.066 | 0.0512 | 0.104 |
| Revenue | -0.0028 | 0.781 | -0.0086 | 0.484 | -0.0151 | 0.531 | 0.0017 | 0.927 |
| log of NPV Debt/Exp | 1.3257 | 0.052 |  |  | 7.5227 | 0.520 |  |  |
| (log of NPV Debt/Exp)^2 |  |  |  |  | -0.5782 | 0.564 |  |  |
| log of NPV Debt/GDP |  |  | 0.4330 | 0.455 |  |  | -0.0056 | 0.999 |
| $(\mathrm{log}$ of NPV Debt/GDP)^2 |  |  |  |  |  |  | 0.0379 | 0.944 |
| TDS (\% of GDP) | -0.2998 | 0.000 | -0.3090 | 0.002 | -0.2672 | 0.001 | -0.2872 | 0.001 |
| Observations |  | 280 |  | 280 |  | 280 |  | 280 |
| OIR test (p-value) |  | 1.000 |  | 1.000 |  | 1.000 |  | 1.000 |
| F-test (p-value) |  | 0.000 |  | 0.000 |  | 0.000 |  | 0.000 |
| $m 1$ (p-value) |  | 0.041 |  | 0.027 |  | 0.057 |  | 0.048 |
| $m 2$ (p-value) |  | 0.211 |  | 0.355 |  | 0.265 |  | 0.353 |

Notes: Time dummies and constant terms not showed. m 1 and m 2 are the Arellano and Bond autocorrelation tests of first and second order (the null is no autocorrelation), the F-test refer to the significance of the regression, and the OIR test is the Hansen test for over-identifying restrictions (the null is the validity of the instrument set).
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