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Background

As used here, the term “decorrelation” refers to a
process whereby an audio source signal is trans-
formed into multiple output signals with wave-
forms that appear different from each other, but
which sound the same as the source. In the experi-
ence of most sound professionals, decorrelation
oceurs as a by-product of other acoustic or elec-
tronic processes that often change the sound of the
source. In acoustic performances, decorrelation oc-
curs as a by-product of reverberation and chorusing,
and in digital signal processing, “stereoized” rever-
beration and chorusing achieve the same effect. De-
correlation occurs in sound synthesis when there
are slight differences between the sounds synthe-
sized for the output channels. That often happens
with granular synthesis, but can also happen with
frequency modulation or additive synthesis if the
composer takes special care in designing the algo-
rithms. In the audio industry, there is a long tradi-
tion of devices for the home or studio that “ster-
eoize” monophonic signals, and they too typically
decorrelate the output channels. Numerous set-
tings on effects processors for flanging, combing,
ete. produce decorrelated output. In recording stu-
dios, vocal artists sometimes are recorded twice on
separate tracks so that the micro-variations in the
two performances create decorrelation,

Why focus on decorrelation as a separate aspect
of these processes? In the field of spatial hearing,
signal decorrelation is known to have dramatic im-
pact on the perception of sound imagery. The de-
gree to which sounds are decorrelated has proven to
be a significant predictor of perceprual effects, both
in natural environments and in audio reproduction.
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Therefore, all of the diverse processes mentioned
above are related to each other by the impact of de-
correlation on the spatial imagery of the sound.
While there is a considerable literature on spatial
sound processing, this literature is usually con-
cerned with one of two goals: {1} positioning sound
images at a particular location in three-dimensional
space, or [2] creating three-dimensional simulated
environments. These goals are important, but there
are obviously many other creative potentials for spa-
tial sound processing, and other kinds of practical
problems to solve. For example, decorrelation can
produce sound images with the width, depth, and
spaciousness typical of natural environments while
circumventing the computational burden of a full
environmental simulation.

In audio reproduction, decorrelation has at least
fve effects on the perception of spatial imagery:

1. The timbral coloration and combing associ-
ated with constructive and destructive inter-
ference of multiple delayed signals is perceptu-
ally eliminated.

7. Decorrelated channels of sound produce dif-
fuse sound fields {akin to the late field of
reverberant concert halls).

3. Decorrelated channels produce externaliza-
tion in headphone reproduction.

4. The position of the sound field does not un-
dergo image shift with changes in the position
of the listener relative to stereo loudspeakers.

. The precedence effect, which causes the col-
lapse of the image into the nearest loud-
speaker, is defeated, enabling one to present
the same sound signal from multiple loud-
speakers.

(93]

The discussion that follows is organized in two
sections. The first section discusses signal pro-
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cessing technigues that create decorrelated signals
through direct means. The second section elabo-
rates on the five categories of perceptual effects
mentioned above. Also included is an appendix on
a related signal processing technique for control-
ling the perceived distance of a sound image in
near-field loudspeaker reproduction.

Much of the work described in this paper was per-
tormed during the period from 1988 through 1990
by Marty Wilde, William Martens, and myself in
close collaboration both at Northwestern Univer-
sity and at the now-defunct Auris Corporation.
More recent work has been completed at North-
western in collaboration with Matt Moller. Our ex-
ploration into the effects of decarrelation on stereo
imagery sometimes culminated in simple, concise
audio demonstrations; at other times, the complex-
ity of the relationship between acoustizs and per-
ception compelled us to run perceptual experi-
ments. Some issues were left unresolved and some
parts of the work were left unfinished. The purpose
of this article is to survey and summarize work
that has not been reported in print, so that others
may begin to use these techniques and make fur-
ther contributions to our community’s knowledge.

Technigues for Directly Creating Decorrelated
Signals

Some of the ways that decorrelation is produced as
a by-product have already been mentioned, but
these are not the only ways of creating decorrelated
signals. Additional digital signal processing tech-
niques are described below that produce decorrela-
tion directly. With these techniques one can create
multi-channel replicas of a given source signal that
sound the same as the source and that are nonethe-
less decorrelated—rthat is, there are no audible ef-
fects other than the spatial effects due to the decor-
relation. These techniques enable one to set the
ievel of correlation between any two audio chan-
nels in a continuous range from 1.0 to +1.0, or to
produce an unlimited number of output channels
with nearly zero correlation.
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Definition of Correlation Measure

The correlation measure of two signals, vt} and
v.{t], can be determined by computing the cross-
correlation function, (2 {At):

+f
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Hag =lim -y,
where At represents a temporal offset beeween v {¢)
and y,{t}. For the purposes of most discussions,
the correlation measure {also called the eross-
correlation coefficient} is expressed as a single num-
ber, and is taken to be the value of the peak in the
cross-correlation function with the greatest abso-
tute value. As illustrated in Figure 1, if v {t) and
viit] are identical, there will be some value of At at
which they will have the highest possible positive
correlation measure, +1.0. If v [t) and v {¢] are iden-
tical except for being 180 degrees out of phase,
there will be some Ar at which they will have the
highest possible negative correlation measure,
~1.0. 1 v (¢} and y.{t) are very dissimilar, they are
said to be “uncorrelated” and their correlation mea-
sure will be near 0 for all At.

Building Decorrelation Filters

Converting Input to Decorrelated Ouiput

In most of the practical applications of decorrela-
tion, the input will be a monophonic signal {or a
multi-channel signal summed to form a monopho-
nic input signall. The user will specify the correla-
tion measure for each pair of output signals in a
range from + 1.0 through —1.0. For many applica-
tions, the optimal correlation measure is 0, and for
some of these applications there can be mulriple de-
correlated output channels.

The casiest way to conceptualize the creation of
decorrelated signals is through convolution. To pro-
duce a pair of output signals with a specified corre-
lation measure, an input signal can be convolved
with each of two exemplar signals that are corre-
lated with each other by the specified amount. This
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Figure 1. Cross-correlation
function, (4 Adt), and corre-
Iation measure for (a) iden-
tical signals, {b) signals
180 degrees out of phase,
and (¢} dissimilar signals.
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convolution operation itself can be re-envisioned as
a finite-impulse-response {FIR) filter and the exem-
plar signals as the filter’s coefficients. The signals
resulting from the convolution will be correlated at
a level cluse to that of the exemplar signals.

An illustration of this technigue for use with a
monophonic input and stereo output is shown in
Figure 2. The digital input signal, x{nT}, is applied
to a pair of FIR filters with coefficient sequences,

L nT) and A nT). The output of the FIR filters,
v o) and v.inT), is the convolution (denoted by
“rm of the input signal with cach coetficient se-
quence:

v nT) = xinT) " b [nT) and
v (rT) = x{nT) " hlnT).

1i

Figure 2. Decorrelation
through convolution.
Monophonic input and
Stereo output.

Monophonic Sterecphonic
Input Signal Output Signals
o Convolution of x(nT) YTy

with hi{nT)

x(nT}

Convolution of x(nT)
with h2(aT)

s y2(nT)

Building a Library of Paired FIR Filter Coefficients

The correlation measure of the output signals is de-
termined by the correlation measuare of the FIR fil-
ter coefficients. To provide a complete range of cor-
relation measures, a library of coefficients for the
paired filters must be created. The filter coetfi-
cients are computed from a frequency-domain spec-
ification of both magnitude and phase via the in-
verse Fast Fourier Transform (IFFT), as shown in
Figure 3. The magnitude part of the specification
will be set to unity across all frequencies, that is,
all of the FIR Alters will be all-pass. The phase part
of the specification will be constructed from combi-
nations of random number sequences. The re-
sulting correlation measures are determined only
by the phase information and, in fact, the entire
range of possible correlation measures is attained
merely through inter-channel phase manipulations!
If the correlation measure of che phase sequences 15
neat 0, the correlation measure of the time se-
guences produced by the IFFT will be near 0 also.
Output signals will preserve the timbre of the in-
put source because the filters are all-pass, and also
because the phase of a single-channel signal has no
impact on the perception of timbre with the excep-
tion of a few special circumstances {Plomp and
Steenclken 1969, While single-channel phase has
little impact on timbre, inter-channel phase has a
dramatic impact on spatial perception.

To construct a complete library of paired filter co-
efficients, start with two independent random num-
ber sequences {A and B} whose amplitude values
are scaled to the range of 47 to —=. The process of
creating the library varies with the specified correla-
tion measure, £2°, The library can be constructed in
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Figure 3. The computation
of coefficients for a pair

af FIR filters from a fre-
quency domain specifica-
tion via the IFFT. The mag-
nitude is set to unity, and

the phase is constructed
from random number se-
quences A and B. The cor-
relation measure of the co-
efficient sequences will
approach zero.

Magnitude
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the following steps {paraphrased from Wilde 1989
and Wilde et al. 1989):

i.
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¥ = +1. Only the A-scaled sequence is used
as the phase specification for both the left and
right channels. Coupled with cach of these
identical left- and right-channel phase spec-
ifications is a unity magnitude specification.
The IFFT is then applied to each of these two
pairs of magnitude and phase specifications
in the frequency domain, to generate two sets
of FIR coefficients, h,(nT) and h,(nT}. The
correlation measure of h (n7T] and h.{nT} is
+1.0, and the two output signals will be
identical.

. 2 = —1. Again, only the A sequence is used

as the phase specification for the left channel
while 7 is added to that same sequence and
used as the right-channel phase specification.

i

a
4.
t

These two phase specifications are each cou-
pled with a unity magnitude, and the IFFT is
applied to each of these two pairs of magni-
tude and phase specifications to create the
two sets of FIR coefficients, h,{nT} and h.(nT).
The correlation measure of h,(nT) and h,(nT)
is ~1.0, and the two output signals will be
180 degrees out of phase.

Q" = (. The scaled A sequence is the left-
channel phase specification, and the scaled B
sequence is the right-channel specification.
Coupling each of those sequences with a
unity magnitude spectrum and applying the
IFFT to both pairs of frequency domain speci-
fications yields the two scts of coefficients.
The correlation measure of A,(nT} and h(nT)
is very near to 0. {See Figure 3.)

For all remaining correlation levels, the two
scaled sequences A and B are first summed to
form the left-channel phase specification.
(Note that if a phase value should exceed [,
it is “wrapped” back around into the range
from o to +.)

0 <) < 1. Sequence A is weighted by a scal-
ing coefficient, k, before being summed with
the full-scale B sequence to become the right-
phase specification. The value of k is limited
to the range 0 < k < 1, and is dependent upon
the desired output correlation level. Coupling
these two phase specifications with unity mag-
nitude spectra, and applying the IFFT to each
of the pairs of frequency domain sequences
yields two sets of coefficients. The correlation
measure of b {oT) and h(nT) is very near to
+k. This is illustrated in Figure 4.

. 0= {0 > —1. Sequence A is again weighted

by some scaling coefficient, k. But unlike
the procedure for positive correlation levels,
7 is added to the 4 sequence before being
summed with the B sequence to become the
right phase specification. Coupling these two
phase specifications with unity magnitude
spectra and applying the IFFT to both pairs of
the frequency domain specifications yields
two sets of coefficients. The correlation
measure of i, (0T} and b{nT) is very near

to -k,
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one channel. The correla-
tion measure of the re-
sulting coefficient se-
quences will approach k.

Figure 4. The computation
of coefficients for a pair of
FIR filters by suunming the
k-weighted A sequence
with the B sequernice in

Magnitude
il jish
4 &
1.0 1.0
o fom §

Wf
WM;

FFET

QOutput Signals

There are alternative methods for creating num-
ber sequences with constant magnitude and ran-
dom phase. See Manfred Schroeder (1984) for one
such approach.

Building @ Library of Multi-Channel FIR Filter
Coefficients with Correlation Measures Near Zero

It is easy to see from the above description that
three or more sets of filter coefficients with correla-
tion measures near 0 can be constructed as in step
3, by using three or more independent random num-
ber sequences, A library designed to support N
channels of output will contain coetficients for N

Figure 5. Decorrelation
with monophonic input
and multiple output

channels,
~ Convolution of x(n'T) ylnT)
. with hi(nT) *
Monophotiic
Inpui Signal )
| Convolution of x{nT) yAaT)
x(nT} " with B2(nT)
Q N Channels of
g Cutput Signals
Convolution of x(nT) yN(T)

¥

with hN(mT)

filters. The library is created by starting with N in-
dependent random number sequences {A,, A,,...,
A,J in place of A and B. An illustration of this tech-
nique for use with a monophenic input and multi-
ple output channels is shown in Figure 5. The corre-
iation measure of the output of any pair of filters
will be very near to O.

Practical Limitations and Perceptuai Concerns

The filter design method discussed so far atzempts
to avoid any alterations in the timbre of input
sound by maintaining constant magnitude across
frequency. This is not as easy as it first appears.
The points specified in the frequency domain for
magnitude and phase are linearly spaced in fre-
quency, and the magnitude spectrum that results
from using the IFFT to produce the FIR coefficients
will not be constant in between the specified fre-
guency points, as shown in Figure 6a. Theretore,
one expects that timbral neutrality is improved by
specifying a higher number of points and producing
a higher number of coefficients. However, the num-
ber of coefficients is approximately twice the num-
ber of points specified in the frequency domain,
and the temporal duration of the filter’s impulse re-
sponse must be shorter than around 20 msec to
avoid diffusion in the time domain, which would
smear the transient properties of the input signal.
As shown in Figure 6b, the energy of an impulse
becomes evenly spread over a duration determined
by the number of coefficients. Timbre obviously
depends not only on the spectrum, but also on
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the temporal evolution of the source signal. Con-
sider, too, that the magnitude of the potential
phase shift on low-frequency components of the in-
put signal is diminished by decreasing the number
of cocfficients. Consequently, for any given sam-
pling rate, there is a tradeoff between timbral neu-
trality and the impact at low frequencies. Qur prac-
tical experience has shown that sound sources
containing the most transient information {such

as speech) should be processed with fewer coeffi-
cients than most other sound sources [such as mu-
sic). Expericnce has also shown that timbral color-
ation is less noticeable when decorrelation is
applied to the individual tracks rather than o an
entire mix.

Another limitation on the filter design is that the
finite length of the random number sequences
causes imprecision in the match of the prescribed
correfation measure to that measured with the out-
put signals. A practical solution was found by gener-
ating several candidate flter pairs with different
root random-number sequences, and selecting the
pairs that produced the best match to the pre-
seribed correlarion measures. Then, too, when the
input is processed so as to create a correlation mea-
sure near 0 or within the range between ~0.4 and
+0.4, the actual cross-correlation function may
exhibit positive and negative peaks with similar
absolute magnitude. The auditory system does
not discriminate very well among correlation mea-
sures near 0 {Pollack and Tritpoe 1959), and so the
variance between prescribed and measured cor-
relation 1s of little consequence. The auditory sys-
tem casily discriminates among correlation mea-
sures near +1.0 and - 1.0, and here the match he-
tween prescribed and measured correlation is quite
good,

Another consideration with impact on percep-
tion is the spacing of the filter’s phase characteris-
tics across frequency. A straightforward implemen-
tation of the design technique with FFTs leads to
spacing that is linear with respect to frequency. An
alternative is to space the filter's phase characteris-
tics in log frequency or to model critical band spac-
ing. This is accomplished by associating the ran-
dom phase values with selective frequencies and
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Figure 6. Limitgtions of
the filter design technigue:
the magnitude spectrun
will niot be constant in be-
tween the specified fre-
quency points (a). and FIR

filters cause the energy of
an impulse to become
evenly spread over a dura-
tion determined by the
mumber of coefficients (h),

g i7€4.
a.
input a lime
Ouiput time

then interpolating the points in between. Experi-
cnce once again has suggested that some elfects are
improved by critical band spacing [for example, dif-
fuse sound flelds, especially the high-frequency
range], while others work best with the denser, lin-
ear spacing leliminating constructive and destruc-
tive interference).

Once the method is chosen for generating a par-
ticular number of coefficients at a particular corre-
lation level, it is still possible to generate many
unique sets of candidate coefficients, each with a
difterent random number seed. Most sets of coeffi-
cients will sound the same or have very subtle dif-
ferences, but occasionally one will be less effective.
This is to be expected, given the finite length of the
randomn number sequences used in creating the co-
efficient sets. In the end, each candidate set of f1-
ter coefficients should be evaluated by ear.
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Alternative Approaches

Infinite-Tmipulse-Response {1TR) Filter Desiygn

An alternative approach to designing all-pass filters
is to use pole-zero techniques that are well de-
scribed in the literature. One such approach is illus-
trated in Figure 7, wherein the distance of poles
and zeros from the unit circle in the z-plane is con-
trolled by a random sequence. Experience has
shown that the order of these TR filters must be
high [approaching several hundred) to produce a cor-
relation measure close to 0. At such high orders,
finite word-length effects begin to produce discrep-
ancies from an all-pass response that resemble
those seen with the FIR approach discussed above.
Nevertheless, the use of HR filters appears to re-
duce the potential for timbral coloration. This may
be partly due to the phase response of these filters,
which does not exhibit a Hae distribution of phase
between —m and = {and which causes the impulse
reSpOnSe ta concentrate energy at one point in
time).

Dyvngmic Decorrelation

There is a significant advantage to [IR decorrelation
fitters over FIR filters, in that they more easily per-
mit dynamic variations. The [TR filcer’s coellicients
can be continuously updated by randomly varying
the distances of the poles and zeros from the unit
circle. A new set of coefficients can be easily com-
puted from the new pole/zere locations. In the case
of FIR filters, continuous updating of the coctfi-
cients is possible, but only at the expense of adding
a huge computation burden in calculating the IFFT
for each new set of coetfcients! Dynamic TR filters
are more practical than FIR Alters for real-time ap-
plications. We also observe that dynamic variation
produces a spatial effect akin to the sound of an en-
vironment with moving reflecting surfaces or mov-
ing sound sources, such as the movement of leaves
and branches in a forest or the movement of a
crowd within an auditorium. Dynamic decorrela-
tion imparts a quality of liveliness to a sound field
that is missing in the FIR implementation.

Figure 7. Pole-zero design
technigue for all-pass fil-
ters with randomization of
pole distance from the
unit cirele v, 1, vy, ... are
randormn numbers between
(1and 1)

Z-plane

The Effects of Muiti-Channel Signal Decorrelation
in Audio Reproduction

The introduction to this article listed five effects of
decarrelation on the perception of spatial imagery.
They will now be discussed in depth.

EHfect No, 1; Elimination of the Perception of
Constructive and Destructive Interference

Constructive and destructive interference may af-
fect listening in a variety of audio circumstances.
In room acoustics, strong reflections often lead to
interference patterns that are perceived as part of
the acoustic character of a room. In sound reinforce-
ment, multiple londspeakers and loudspeaker
stacks create interference patterns that can be
heard especially clearly when the listener is mov-
ing in relationship to the loudspeakers. In both of
these cases, acoustic waves from a single sound
source [whether acoustic or recorded) arrive at dif-
ferent times and with varving intensities. The com-
posite magnitude spectrum will exhibit spectral
pealks and notches that result {rom the constructive
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and destructive interference of the acoustic waves,
The frequencies of these peaks and notches are de-
pendent on the difference in arrival times of the
acoustic signals at the measurement position.

When the arrival of these multiple acoustic
waves is integrated into a single perceprual event
by the listener, the acoustic constructive and de-
structive interference gives rise to two interrelated
perceptual gualities, “coloration” and “combing.”
Although these terms are often used by profession-
als to describe both effects, the meaning of “color-
ation” will be limited here to changes in the per-
ceived color {or spectral shape} of a sound, and
“combing” will be limited to the induction of a
pitch whose frequency is the reciprocal of the de-
tay. {This use of the term “combing” is derived
from the way recording engineers use it to describe
this particular heard qualicy. The term was origi-
nally used to describe the characteristic amplitude
response of a “comb” filter.) Coloration can usually
be compensated for by changes in equalization, but
if the spectral variations are dense, the shape of the
spectral envelope may be close to the original,
and little change in coloration is perceived. On the
other hand, combing seems acute, The auditory sys-
tem is particularly proficient at picking up the tem-
poral periodicity between the original and delayed
signals, from which it creates a pitch percept.
Combing is easily detected, and typically difficult
to eliminate.

Audio demonstrations have shown that color-
ation and combing can be eliminated when a de-
taved signal is decorrelated from the leading signal
with a correlation measure approaching 0. The de-
gree to which coloration and combing are removed
depends on the correlation measure. Figure 8a
shows a signal flow diagram used for creating test
signals in which the leading signal is combined
with a decorrelated replicant at varying levels of
correlation, Figure 8b summarizes the reports of lis-
teners to the test signals. When listeners are pre-
sented with a series of test sounds that move from
tittle to complete decorrelation between the lead-
ing and replicant signals, the perceived guality of
the spund moves from “colored” and “combed” to
a vestoration of the original’s timbre. The shift oc-
curs quickly as the correlation measure approaches

78

nal with decorrelated de-
layed signal (a) and sum-
mary of perceptual results
depending on the correla-
tion medsure (b,

Figure 8. The elimination
of coloration and combing
in constructive and de-
structive fnterference: sim-
plified signal fow diagram
for combining original sig-
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(. {An unanswered question is how this effect
changes over a complete range of time delays.}

An explanation of the phenomenon can be of-
fered by considering that when the decorrelated sig-
nal has random phase changes that are spaced more
closely than critical bands, the resulting, composite
magnitude spectrum will exhibit spectral peaks
and notches that are narrower than a critical band,
and the critical-band smoothed spectral envelope is
likely to retain its original shape. Combing is 1m-
possible with a completely decorrelated signal, be-
cause it is smeared in time and the temporal period-
icity between the original and delayed signal varies
with frequency. It is interesting to note that while
constructive and destructive interference is still
physically present, its perceptual effects are elimi-
nated.

The obvious practical application for the elimina-
tion of interference is in loudspeaker reproduction.
The implementation should follow Figure 2 for
stereo loudspeaker reproduction and Figure 5 for
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multiple loudspeaker reproduction. An almost iden-
tical implementation was discussed by Augspurger

and co-workers (1989}, and implemented at the Hol-
fywood Bowl.

Effect No. 2: Creation of Diffuse Sound Fields
without Reverberation

Diffuse reverberant sound Helds are one of the
most important features of concert hall acoustics.
The perceived quality of spatial diffuseness is
strongly correlated to the “interaural cross-
correlation”’ |or IACC), a statistical measure of the
similarity of the acoustic signals arriving at the left
and right ears of a listener in the concert hall. A
low TACC is strongly correlated o the desired
sound quality of “spaciousness” [Schroeder, Gott-
lob, and Siebrasse 1974; Ando 1977]. For the sound
reaching the listener directly from the stage, the
IACC will be close to +1, meaning that the signals
are highly similar (though not identical due to the
asymmetry of head acoustics). For the sound reach-
ing the concert-hall listener during reverberation,
the IACC will appreach 0, meaning that the sound
reaching the left and right ears with a separation of
just 20 cm is uncorrelated! In fact, almost any
point-to-point measurement of reverberation inside
the hail would vield similar results—and although
the reverberant sound is uncorrelated, it is still
clearly from the same source! The impact of the de-
correlation is that the sound image does not appear
to emanate from any one direction.

The most commonly used signal processing tech-
nique for creating a diffuse sound #eld is multi-
channe! reverberation, which mimics the acoustics
of a concert hall. Although a sparially diffuse
sound field cccurs naturally only in the contex: of
reverberation, decorrelation makes it possible
through electronic means to create a spatially dif-
fuse sound field without reverberation {acoustic or
electronic). For reproduction over loudspeakers, the
diffuse sound Held is perceived as emanating
broadiy from around the listener. A complete sur-
rounding image, including the rear, will only occur
when the listener is close to the loudspeakers. A
common studio technique that achicves a related ef-

fect is to record two versions of the same sound ma-
terial on separate tracks and reproduce them over
separate channels. If the two versions are indeed
similar, the listener believes that they represent
one performance. However, the micro-differences
{essentially, phase differences) between the two ver-
sions impede any possibility of forming a single spa-
tial image; the spatial image of the performance is
divided between the two channels.

Kurozumi and Ohgushi {1983} supplied an im-
portant insight into the impact of IACC on stereo
loudspeaker reproduction. They demonstrated that
the cross-correlation coefficient of two noise sig-
nals presented to listeners aver stereo loudspeakers
was strongly correlated with two perceptual dimen-
sions: image distance and image width. Tmage dis-
tance is correlated to the value of the cross-
correlation coefficient; image width is inversely cor-
related to the absolute value of the cross-
correlation coefficient. For example, the widest im-
age occurs when the cross-correlation coefficient is
close to 0; this image is also at a medium distance.
The closest sound image occurs when the cross-
correlation coefficient is — 1.0, but this also creates
a narrow image. The distance and width of sound
irnages is depicted in Figure 9. In addition, Kuro-
zumi and Ohgushi found that the absolute effect of
the cross-correlation coefficient is greater for low
frequencies (below | kHz) than for high trequencies
{above 3 kHz).

This was the starting point for a study by Wille
[1989) in which he demonstrated that the image
width and image distance of decorrelated natural
sound sources was essentially the same as Kuro-
zumi and Ohgushi had tound for noise sources. Fig-
ure 10 shows Witde’s muiti-dimensional scaling so-
fution from pooled subject data for a string quartet
chord, with correlation levels ranging from +1.0 to
- 1.0 in increments of 0.2, Dimension 1 captures
image distance, and Dimension 2 captures image
width. Thus, to control the width and distance of a
diffuse sound field, one can select the filter coeffi-
cients associated with the appropriate correlation
measure. {Sce the Appendix, "Controlling Image
Iristance,” for a further explanation of the relation-
ship among the correlation measure, phase, and im-
age distance.) Because the effect of decorrelation is
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Figure 9. Depiction of im-
age width and distance for
varyving levels of correla-
tion {01

image Distance

greater for low frequencies than for high, creative
applications of decorrelation for diffuse sound
fields are most successful when sources have sig-
nificant low-frequency energy. And although the
spatial diffusion does not require reverberation, a
single channel of reverberation can be made spa-
tially diffuse by decorrelation.

Effect No. 3: Fxternalization of Sound in
Headphone Reproduction

in evervday life, sound events appear to originate in
the environment, but in traditional stereo head-
phone reproduction, sound events appear to origi-
nate inside the listener’s head. We have become so
accustomed to this effect that it no longer strikes
us as bizarre! Externalizing auditory images in head-
phone reproduction has proved to be an elusive
problem. It is especially important in three-
dimensional sound, and this is the context in
which it has been most thoroughly studied. Exter-
nalization is a complex phenomenoen that has been
found to be atffected by a variety of factors includ-
ing the presence of reverberation (Duriach et al,
1992). As described in the previous discussion of
diffuse sound fields, decorrelation is an essential
companent of reverberation, and appears to be the
factor that influences externalization.

8¢

+1.0to - 1.0 in incre-
ments of 0. 2. Dimension
I captures image distance,
and Dimension 2 captures
inmrage width (Wilde 1989).

Figure 10, Two-
dimensional multi-dimen-
sional scaling solution of
all pooled subject data for
a string guartet chord at
correlation levels from
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Some perceprual studies of the effect of correla-
tion level on headphone imagery have aslked listen-
ers to report the location of auditory images by
drawings {Blauert and Lindemann 1986), and these
provide an excellent method for describing how
headphone imagery appears to the listener. Figure
11 depicts the informally observed difference in per-
ceived image Iocation for correlated and decorre-
lated sound sources when decorrelation is achieved
with FIR decorrelation filters, The location of decor-
related sources is outside the head to the lefr and
right,

Decorrelation appears to affect the externaliza-
tion of correlated sources as well. If decorrelated re-
verberation is added to a source signal, it aids in
externalizing the sowsrce, although the degree of ex-
ternalization seems situational and probably de-
pends on the amount of low-frequency energy and
the transient content of the source, The externaliza-
tion of auditory images represents the most im-
portant difference between headphone and loud-
speaker reproduction, and, in this sense,
decorrelation helps to minimize the difference be-
tween the two modes of reproduction. Listeners
also generally feel that the presence of decorrelated
reverberation provides a more comfortable and re-
laxed listening experience, that is closer to lis-
tening in a natural environment.
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Figure 11. Depiction of in-
ternalized and external-
ized sound images, re-
sulting (respectively) from
carrelated and decorre-
Tated sound sources.

Effect No. 4: Reduction of “Image Shift” of Dittuse
Sound Fields

When a time delay between identical sounds arriv-
ing from two loudspeakers is less than approxi-
mately 1.0 msec, listeners describe hearing a single
sound image that is located between the loudspeak-
ers. This is called “image shift” {Barron 1971}, The
seund image is shifted to the left or righs, de-
pending on whether the signal arrives first from the
left or right loudspeaker, respectively. In stereo re-
production, image shift most typically occurs when
listeners are located to either side of the center line
that is equidistant from the loudspeakers.

Decorrelation causes a dramatic reduction in the
image shift of the sound field. The effect is salient
for listening positions at the extremes of the loud-
speaker coverage. This was illustrated by Kendall,
Wilde, and Martens {1989], who reported an experi-
ment that used a combination of time delays and
level differences typical of stereo reproduction in a
small room. They compared the threshold for the
cotlapse of the sound image into one loudspeaker
in the case of correlated and decorrelated sound
sources. This threshold is a function of both time
delay and level difference. To relate these along a
single continuum, they chose the sequence of simu-
lated listening locations in a small room illustrated
in Figure 12. The resulting time delay and level dif-
ference pairs are representative of those found in ac-
tual repraduction settings.

listener location from the
two loudspeakers, the
time delay is given in
msec and the intensity dif-
ference in dB.

Figure 12. Simulated lis-
tener locations used by
Kendall, Wilde, and Mar-
tens (1989). Each location
is represented by a dot. For
the sound arriving at the
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The experiment’s stimuli were constructed from
four monophonic sound sources chosen to vary
greatly in their transient and sustained qualities, as
described below.

1. “Snare”: single snare drum stroke without re-
verberation.

2. “Piano’; single staccato chord in the middle
register.

3. “Speech”: recording of the sentence “I'm
Batman./

4. “"Quartet’: single sustained chord extracted
from a CD recording of Beethoven’s String
Quartet no. 12 in E-flat majorfop. 127.

The complete set of stimuli included correlated
and decorrelated stereo versions of these sources, to
which a time delay and level difference had been
added in one channel, as shown in Figure 13. (The
stimuli were also equalized beforehand for correct
overall level differences.) Subjects were seated in a
small listening environment with sound absorption
that removed early reflections from the walls near
the loudspeakers {Kendall, Wilde, and Martens
19904, Subjects were asked whether the sound im-
age was primarily located in one loudspeaker or
not. The goal was to determine the threshold of
level and time difference at which the sound source
collapsed into one loudspeaker. The experiment
was run as an adaptive two-alternative forced
choice method. Two randomly interleaved stair-
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lation. A time delay and
level difference was added
in one of the channels to
create the stereo output
signals.

Figure 13. Preparation of
stimuli for the "image
shift” and “precedence”
experimenis. Monophonic
sources were “stereaized”
with and without decorre-
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Monophonic
Qutput Signals

Input Signal

¥

Gain/Delay

¥
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¥

Stereo
Decorrelation

Gain/Delay e

b) With decorrelation

cases tracked independent estimates of the point at
which the subject gave a “one” response 50 percent
of the time.

The results are shown in Figure 14. The individ-
ual subjects {including the two researchers) appar-
ently used different criteria to judge this threshold,
but regardless of the criterion used, subjects judged
the decorrelated stimuli as collapsing into a single
loudspeaker much farther off to the side of the sim-
ulated Hstening room than the correlared stimuld,

Effect No. 5: Elimination of the Precedence Fifect

Also called “the law of the first wavetront” and the
“Haas effect)” the “precedence effect” 1s the phe-
nomenon in which a sound source in a natural envi-
ronment is focalized at the original source location
while its reflected sound 1s ignored. The effect is
particularly relevant for transient sounds. The pre-
cedence effect has typically been stadied by de-
laving one sound source relative to another when
reproduced with two loudspeakers. The effect be-
came most familiar through the papers of Haas
{1951} and Wallach, Newman, and Rosenzweig
[1949). It is well reviewed by Gardener (1968}, and
our knowledge has grown with publications by
Blauert {1971, Zurele {1980}, and Lindemann
{1986). A description of models of the precedence ef-
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Figure Id. Thresholds for
collapse of sound into one
loudspeaker {Kendall,
Wilde, and Martens 1989,
Squares represent corre-
lated stimuli, circles un-
correlated stimuli.
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fect given by Rakerd and Hartmann (1985} states
that it is a result of “a acural inhibition process
which prevents the processing of binaural differ-
ence following an onset, There are indications that
this inhibition is quite general, . . there is some 1e-
lease from this binaural inhibition alter approxi-
mately 10 ms and almost complete release within
50 ms (Zurek 1980} (One manner in which the
precedence effect appears to break down has been
described by Clilton {19871 a sudden exchange of
the directions of the leading and following signals
results in a perception of two sources for a few
seconds.)

While most discussions of the precedence effect
relate it to the perception of reflected sound in nat-
ural environments, it is also a key factor in the per-
ception of scund Imagery over loudspeakers. In
fact, the auditory system “interprets” loudspeaker
reproduction in exactly the same way that it does
environmental sound. This is most clearly illus-
trated when the auditory system inhibits the per-
ception of sound arriving from a second, more dis-
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tant loudspeaker. In typical listening environments
such as living rooms or theaters, most listeners are
located nearer to one loudspeaker than to the oth-
er{s}, and when the same sound material is repro-
duced by two or more loudspeakers, most listeners
report that the sound images are entirely located in
the nearest loudspeaker.

Our understanding of the conditions under
which precedence operates is complicated by two
factors. The first is that the precedence effect is
more pronounced for transient sound sources such
as struck or plucked musical instruments, than for
continuous sound sources, such as blown or bowed
musical instruments. The second complicating fac-
tor is that differences in arrival time are accompa-
nied by differences in intensity, and the ratio be-
tween time delay and intensity difference varies
tremendously across the potential listening posi-
tions in all reproduction environments,

Kendall, Wilde, and Martens {1989) report a
study that compares listeners’ judgments of corre-
iated and decorrelated sound sources under condi-
tions that would generally invoke the precedence ef-
fect. The same stimuli described in Effect No. 4
above were prepared as before {see Figure 13), and
subjects were seated in the same small listening en-
vironment without early reflections. In this experi-
ment, the simulated listener locations were distrib-
uted widely across a 50 % 100 foot area, as shown
in Figure 15. Each location represents a4 unique
combination of delay time and level differences
that could be anticipated to oceur in a practical re-
production setting. Time delays range from 2 to 23
msec. Sedting locations are identified with letters
moving alphabetically from the center of the room
toward the outside wall. {Some ictters are missing
because the seating locations associated with those
letters were dropped when the number of stimuli
prepared for the experiment was rimmed down.
Subjects were asked to rate each sound image on a
10-point scale. A rating of 0 represented an image
that was collapsed completely into a single loud-
speaker; a rating of 10 represented a split image that
was divided between the loudspeakers, or a single im-
age that was located between the loudspeakers (the
latter happening when the time delay was short),

Figures 16a and 16b show averaged ratings from

Figure 15 Sirnpulated seat-
ing positions for experi-

ment reported by Kendall,
Wilde, and Martens (1989}
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all subiects for the quartet and the piano stimuli, re-
spectively. The lower-case and upper-case letters

are associated with each seating location shown in
Figure 15, and represent responses for correlated
and uncorrelated stimuli, respectively. The hori-
zontal axis shows the time delay associated with
the seating locations. These responses are some-
what scattered due to the variations in intensity dif-
ference at seating locations with the same time de-
lay. Trends clearly emerge in the averaged rating for
each delay. The broken and solid lines represent av-
eraged ratings for correlated and decorrelated stim-
uli, respectively. In the range of short delays (from 2
msec up to 6 or 7 msec), precedence clearly domi-
nates the correlated, but not the decorrelated, stim-
vli. Correlated stimuli are heard mostly in one
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Figure 16. Averaged ratings
from all listeners for pianc
faj and quartet (b} {Ken-
dall, Wilde, and Martens
1989). The broken and
solid lines represent aver-
aged ratings for correlated
and decorrelated stimuli,
respectively.

quartet data, subject: ol

Averops Rating

picno data, subject: ol

e
T

Avgroge Rating

loudspeaker, while the decorrelated stimuli are
heard in two. Ratings vary with each sound source.
Precedence affects the piano stimuli somewhat
more than the quartet, most likely because it is
more transient. Above 10 msec, the precedence ef-
fect s “released,” and both the correlated and decor-
related stimuli begin to collapse toward one loud-
speaker when intensity differences approach 15 dB.
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Figure 17. A summary de-
piction of Hsteners’ subjec-
tive impressions of both
correlated and decorre-
lated sound sources aoross
a wide range of delays
{Kendall, Wilde, and Mar-
tens 1989},

oL one 4 image shift
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coprelated
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In farge-space reproduction, the use of decorrela-
tion inhibits the collapse of sound imagery that is
due to the listener’s seating location. It also helps
to smooth out the differences in imagery between
transient and non-transient sounds. When there are
more than two loudspeakers, multiple channels of
decorrelated sound can be created, following the ex-
ample of Figure 5. This kind of multi-channel de-
correlation helps to maintain the listeners aware-
ness of all the loudspeakers in the reproduction
space and stabilize spatial imagery.

Conclusion

Figure 17 provides a summary depiction of listen-
ers’ subjective tmpressions of spatial imagery for
both correlated and decorrelated sound sources.
The vertical axis represents the listeners’ subjective
judgment of whether the sound image is located pri-
marily in one loudspeaker or not. The horizontal
axis represents the difference in arrival time be-
tween the nearer and farther loudspeaker. {Intensity
differences generally increase as time differences in-
crease, but are not represented in this figure.] The
spatial imagery of correlated sound sources varies
tremendously with time delay. When the time de-
lay is less than approximately 1.0 msec, listeners
describe hearing a single sound image that is lo-
cated berween the loudspeakers {“image shift”) and
when the time delay is greater than approximately
1.0 msec, listeners describe hearing a single sound
image that is located at the closer loudspeaker
[“precedence effect”). At some higher time delay,
the precedence eifect is released, and the sound
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will be heard in both loudspeakers. {The exact de-
lay at which the precedence effect is released de-
pends upon the transient gualities of the particular
sound source.] When the loudspeakers are sepa-
rated by a sufficiently great distance, listeners re-
port that the delayed sound is like an echo. As the
time delay further increases, the intensity differ-
ence increases until at approximately 15 dB listen-
ers again report that the sound image is located in
one loudspeaker. These sorts of radical changes in
sound imagery show up vividly when audio mate-
tial is moved from one reproduction setting to an-
other, for example, from the studio to the concert
hall. As shown in Figure 17, decorrelation mini-
mizes these radical changes (and promotes spatial
imagery that will remain invariant in divergent re-
production settings). The imagery of decorrelated
sounds varies lictle throughout the range of delays
typically associated with “image shift” and the
“orecedence effect.” It also provides for externaliza-
tion in headphone reproduction, which again is a
stabilizing influence on spatial imagery.

An understanding of the effects of decorrelation
provides an additional dimension to the work of
sound artists and audio professionals. Tt oifers nu-
ances to imagery and expands the range of aes-
thetic possibilities, It improves the consistency of
sound imagery in the wide variety of reproduction
settings encountered every day, so that the artist’s
intentions for spatial imagery are much more
likely to be communicated to the audience.
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Appendix: Controlling Image Distance

The perceived distance of a sound tmage repro-
duced over stereo loudspeakers can be atfected in
several ways. Chowning {1971] describes a method
for controlling the ratio of direct to reverberant
sound that creates distance illusions akin to those
in concert halls. Kendall and Martens {1984} de-
scribe the use of simulated early reflections with-
out reverberation to create vivid distance cues typi-
cal of smaller ronms. Both of these technigques
create illusions of image distance that lie beyond
the loudspealkers {except in special circumstances,
in which the motion of 2 sound image leads the lis-
tenier to infer that it must have passed closer].

As a by-product of the FIR direct filter design
techniques described above, a discovery was made
affecting how the distance of a sound image be-
tween the loudspeakers and the listener could be
controlled (Kendall 1989, Wilde, Kendall, and Mar-
tens 1990). As described above, the work of Kuro-
zumi and Ohgushi [1983) as well as Wilde (1989
demonstrates that the distance of a sound image
from the listener will vary directly with the value
of the correlation measure. A correlation measure
near { is associated with sound images in the plane
of the loudspeakers, a correlation measure near 0 is
associated with sound images between the loud-
spealcers and the listener, and a correlation near —1
produces sound images near the listener’s head.

These changes in image distance produced by de-
correlation are also accompanied by changes in im-
age width, This dual effect begs the question (not
answered above] of which acoustic factors affect im-
age distance, and which affect image width, Width
is clearly associated with the randomization of
inter-channel phase relationships, while distance is
associated with the shift from a correlation mea-
sure of +1 to a correlation measure of ~1. The dif-
ference between +1 and ~1 correlation is easily
demonstrated by flipping stereo signals “in phase”
and “out of phase” The challenge of finding a
method of continuous tansformation from “in
phase” to “out of phase” signals was solved by cre-
ating a set of filters with a constant phase offset.

Figure 18 illustrates the filter-design technique
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ter creates the inter-
channel phase difference.
The correlation measure,
{1, varies from +1to 0 to
—1 as AG} varigs from 0 to
w2 to

Figure 18. The computa-
tion of coefficients for a
filter with a constan:
phase offset, AQ. The left
channel is unprocessed,
and the right-channel HI-

Left Channel
Unprocessed

Right Channel
FIR Fiiter

Constant phase
offsetl, AD, varies
from G ton/2 to .

-1

Left Channel is effectively FFT -1
filtered by an impulse.

a a

Nvariesfrom1.0tc01to -1.0
as AB varies from O tonn/2 to T

that produces correlation measures from +1 to —1
without randomizing phase. First, the left channel
of the input signal is left unprocessed {or, one could
say, is in effect filrered by an tmpulsel. Second, the
right channel is fitered by an all-pass FIR Hlter
with constant phase. The filter is designed by speci-
tying a constant magnitude of 1.0 and a constant
phase with a value within the range from 0 1o w.
The frequency-domain specification is converted to
filter coefficients via the IFFT. The correlation mea-
sure of the resulting FIR filter coefficients varies
from +1.0 te 0 to ~1.0 as the constant phase offset,
A, varies from 0 to w/2 1o .

When presented with an audio demonstration of
sounds with constant phase offset varying from 0
to 24, Hsteners report a series of sound images that
meove from the plane of the loudspeakers to the lis-

Figure 19, Depiction of
changes in image distance
reparted by listeners as
the constant phase offset,
AC varies from 0 to 2.
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tener’s head and back again, as depicted in Figure
19. This technique appears to be a simple method
of capturing the kind of interaura! phase changes
that occur when a sound source is close to the
head. It therefore sulfers the same type of depen-
dence on listener location that is typical of loud-
speaker reproduction of head-related transfer fune-
tions. It is quite effective for near-field monitoring,
such as cccurs with properly arranged home stereo
systems, stereo television, or stereo computer moni-
tors, but rather uscless for large-space reproduction
in concert halls or theaters.
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