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#### Abstract

When identifying a model for a multivariate stationary stochastic process, an important problem is that of determining the structure of the state-variable model. Several "overlapping" parameterizations can usually be fitted to a given process, and the question arises as to which structure leads to the most accurate parameter estimates. The accuracy of parameter estimates is often measured by the determinant of the Fisher information matrix. We show that all admissible structures will give asymptotically the same value to this criterion. For finite data some structures may still be better than others, and two heuristic structure estimation methods are analyzed. Some simulation results are also presented.


## I. Introduction

AN important and widely studied problem in the theory of identification of linear systems is the problem of determining the structure of a state space representation of the type

$$
\begin{align*}
x_{i} & =F x_{t-1}+K e_{t} \\
y_{i} & =H x_{t} . \tag{1.1}
\end{align*}
$$

Here $y_{t}$ is a stationary purely random stochastic vector process, $e_{t}$ is a vector white noise of the same dimension as $y_{t}$, and $x_{t}$ is the state. In multivariable systems, the structure estimation problem does not consist only of the determination of the dimension of the state vector $x_{l}$ (as is the case for single-input-single-output systems); it also involves the determination of a special structure (or parameterization) for the $F, K$, and $H$ matrices such that they can be uniquely determined in a parameter estimation procedure. These structures are problem-dependent, i.e., there is no universal structure that could be used for all multivariable linear systems of the same order. Another difficulty is that a given system can often be uniquely parameterized with more than one structure. Hence the structure estimation problem is to first determine a set of admissible structures for a given $y_{t}$ process and then to

[^0]choose the "best" structure within that set, i.e., the structure within which the parameter estimation problem will be best conditioned.
This problem has been given partial answers by various authors (see [1]-[8] and [18]), but most of the proposed methods are based on heuristic arguments. They are mainly based on the idea that the components of the state vector should be selected in such a way that they are as orthogonal as possible to one another. The motivation behind this idea is that this should make the parameter estimation problem well-conditioned. In fact, we show in this paper that if the determinant of the information matrix is used as the criterion to be maximized, then all admissible structures are asymptotically equivalent. This will be our main result. The paper is organized as follows. In Section II we discuss what is meant by admissible structures, and we show that some constraints on the choice of these structures can lead to a minimum number of parameters to be estimated.
In Section III we give the main result of this paper. Since this is an asymptotic result, the problem remains as to which structure to choose when only a finite number of observations is available. In addition, other criteria could be used, such as the trace (rather than the determinant) of the information matrix, which might enable one to discriminate between various admissible structures. Sections IV and V provide heuristic answers to this question. Finally, we give some simulation results in Section VI.
The main body of this paper is the work of V. Wertz and M. Gevers. The results of Section III triggered the interest of E. J. Hannan, who provided the Appendix. The theorem proved in the Appendix is important because it specifically establishes that the main result of this paper, namely Lemma 3.1, is valid also in the case where certain elements in the system matrices are constrained.
Finally, we want to stress that the problem discussed in this paper is whether or not and how an optimal structure can be selected among a finite number of equivalent state space representations. The more general question of how to define uniquely identifiable parameterizations for multivariable state space and ARMA models is treated in [21], using an algebraic-geometric approach and the concept of intrinsic invariants.

## II. Statement of the Problem

We will be dealing hereafter only with linear stationary full-rank stochastic processes $y_{t}$ that can be modeled by finite-dimensional state space representations

$$
\begin{align*}
x_{t} & =F x_{t-1}+K e_{t} \\
y_{t} & =H x_{t} . \tag{2.1}
\end{align*}
$$

$y_{t}$ is the observation process of dimension $p, x_{t}$ is the state vector of dimension $n, e_{t}$ is a Gaussian white noise, also of dimension $p$, and $F, K, H$ are constant matrices of appropriate dimensions. We consider that the components of the $y_{t}^{\prime}$ 's, $t \in Z$, span a Hilbert space $\boldsymbol{H}$. The stochastic input $e_{t}$ can then be viewed as the innovation of the $y_{t}$ process, defined as follows:

$$
\begin{equation*}
e_{t} \triangleq y_{t}-\hat{y}_{t \mid t-1} \tag{2.2}
\end{equation*}
$$

where $\hat{y}_{t \mid t-1}$, the one-step-ahead predictor of $y_{t}$, is the projection of $y_{t}$ onto the space ( $Y_{-\infty}^{t-1}$ ), the closed linear subspace of $\boldsymbol{H}$ spanned by the components of $y_{\tau}$ for $\tau \leqslant$ $t-1$. By the Gaussian assumption

$$
\hat{y}_{t \mid t-1} \triangleq E\left\{y_{t} \leqslant Y_{-\infty}^{t-1}\right\} .
$$

The identification of the structure of a state space representation such as (2.1) consists of 1) the determination of the dimension $n$ of the state vector and 2) the location, in the matrix $F$, of the parameters to be estimated.

In fact, as we shall show later, the determination of the structure of the model for the process $y_{t}$ leads to some entries of the $F$ matrix being set to 0 or 1 , and thus not having to be estimated. The location of these " 0 " and " 1 " entries is an important part of the structure determination because it reduces the number of unknown parameters and ensures that the estimation problem will be "well posed." This aspect also constitutes the main difference between the identification of a multivariate process and that of a univariate process.
We now show that the structure determination problem amounts to the selection of a particular basis in the prediction space spanned by the components of $\hat{y}_{t+k \mid 2} \triangleq$ $E\left\{y_{t+k} \mid Y_{-\infty}^{t}\right\}$ for $k=0,1, \cdots$.

Consider the following impulse response representation for $y_{i}$ :

$$
\begin{equation*}
y_{t}=\sum_{i=0}^{\infty} H_{i} e_{t-i} \tag{2.3}
\end{equation*}
$$

Then $H_{i}=H F^{i} K$, and, because of the fact that the innovations are a zero-mean white-noise process, we may write $\hat{y}_{t+k \mid t}$ as

$$
\begin{equation*}
\hat{y}_{t+k \mid t}=\sum_{i=k}^{\infty} H_{i} e_{t+k-i} . \tag{2.4}
\end{equation*}
$$

Note that the filtered estimate $\hat{y}_{t \mid t}$ is equal to $y_{t}$. We now define the $N p$-dimensional prediction vector $\hat{Y}_{t}^{N}$ as follows:

$$
\hat{Y}_{t}^{N}=\left[\begin{array}{c}
\hat{y}_{t \mid t} \\
\hat{y}_{t+1 \mid t} \\
\vdots \\
\hat{y}_{t+N-1 \mid t}
\end{array}\right] .
$$

Using (2.4) we can write

$$
\hat{Y}_{t}^{N}=H_{N, \infty}\left[\begin{array}{c}
e_{t}  \tag{2.5}\\
e_{t-1} \\
\vdots
\end{array}\right]
$$

where $H_{N, \infty}$ is a semi-infinite Hankel matrix defined as follows:

$$
H_{N, M} \triangleq\left[\begin{array}{cccc}
H_{0} & H_{1} & \cdots & H_{M-1} \\
H_{1} & H_{2} & \cdots & \\
\vdots & & & \vdots \\
H_{N-1} & & \cdots & H_{N+M-2}
\end{array}\right]
$$

Because of the assumption that the process $y_{t}$ is of finite order $n$, the rank of the matrix $H_{N, M}$ is less than or equal to $n$ whatever the values of $N$ and $M$. Hence, for $N$ sufficiently large, we can choose $n$ independent rows in $H_{N, \infty}$ and correspondingly $n$ independent components of the prediction vector $\hat{Y}_{t}^{N}$ that will constitute a basis for the space spanned by all the components of $\hat{Y}_{t}^{N}$. Let $x_{t}$ be the vector formed with these independent components of $\hat{Y}_{t}^{N}$. Then it is easy to show that $x_{t}$ can be related to $x_{t-1}$ by the equation

$$
\begin{equation*}
x_{t}=F x_{t-1}+K e_{t} \tag{2.6a}
\end{equation*}
$$

and that $y_{t}$ is a linear combination of $x_{t}$ as follows:

$$
\begin{equation*}
y_{t}=H x_{t} . \tag{2.6b}
\end{equation*}
$$

Equations (2.6a) and (2.6b) together constitute a state space representation for the process $y_{r}$.

The following definition will be very useful in the sequel. We define $h$, the structural vector of the state space representation, as the vector containing the indexes of the rows of $H_{N, \infty}$ (or equivalently, the components of the prediction vector) that have been chosen in the basis (to form $x_{t}$ ).

We shall now illustrate by a simple example the fact that several entries of the $F$ matrix can be made 0 or 1 . Suppose we have a process $y_{t}$ of dimension 2 (i.e., $p=2$ ) and of order 3 (i.e., $n=3$ ). If we are looking for an arbitrary basis of the prediction space, it is clear that many selections of three independent components of the prediction vector can be made. We therefore introduce some restrictive conditions for the selection of a basis. First, note that because of the form of the Hankel matrix $H_{N, \infty}$, if the $j$ th component of $\hat{y}_{t+i \mid l}, \hat{y}_{t+i \mid l}^{j}$, is in the span of the preceding components of the prediction vector $\hat{Y}_{t}^{N}$, then so will be $\hat{y}_{t+k \mid:}^{j}$ for $k>i$.
Secondly, since $y_{t}$ is a full-rank process, it is clear that the first $p$ components of the prediction vector $\hat{Y}_{i}^{N}$ are
independent. Hence, we impose two conditions on the selection of the basis: condition l) if $i \in h$, then $i-p \in h$, and condition 2) $i \in h$ for $i=1,2, \cdots p$.

Definition 2.1: If the selection procedure obeys conditions 1) and 2), then the corresponding structural vector $h$ will be called "nice." If the state $x_{t}$ is formed by selecting $n$ components of $\hat{Y}_{t}^{N}$ obtained from a nice structural vector $h$, then the corresponding $F, K, H$ structure will be called "admissible."

Returning to our simple example, and subject to conditions 1) and 2), there will be only two possible choices for a basis of the prediction space, corresponding to the nice structural vectors $h_{1}=(1,2,3)$ and $h_{2}=(1,2,4)$. The $F$ matrix corresponding to $h_{1}$ is

$$
F_{1}=\left(\begin{array}{lll}
0 & 0 & 1 \\
X & X & X \\
X & X & X
\end{array}\right)
$$

where $X$ denotes parameters to be estimated. With $h_{2}$ the matrix $F$ can take two forms as follows:

$$
F_{21}=\left(\begin{array}{ccc}
X & X & 0 \\
0 & 0 & 1 \\
X & X & X
\end{array}\right) \quad \text { or } \quad F_{22}=\left(\begin{array}{ccc}
X & X & X \\
0 & 0 & 1 \\
X & X & X
\end{array}\right) .
$$

The matrix $F_{21}$ corresponds to the situation where $\hat{y}_{t+1 \mid t}^{1}$ lies in the span of $\hat{y}_{| | t}^{1}$ and $\hat{y}_{t| |}^{2}$. The matrix $F_{21}$ can also be seen as the result of a procedure selecting the first independent components of the predictor space, while the matrix $F_{22}$ could be the result of a procedure selecting the "best" independent components of the prediction space, subject to conditions 1) and 2). In this paper, we shall not insist on selecting the first $n$ independent components of $\hat{Y}_{t}^{N}$, but rather the "most linearly independent set" in a sense that will be made precise later. The objective will be to obtain a well-conditioned parameter estimation problem. In the above example this will correspond to choosing between the admissible structures $F_{1}$ or $F_{22}$, depending on whether or not the components corresponding to $h_{1}$ or $h_{2}$ constitute the "most linearly independent set."

An advantage of this approach is that it allows overlapping between different parameterizations, as was stated by Glover and Willems [9], Rissanen and Ljung [4], and Van Overbeek and Ljung [5], and hence it is possible to change parameterization via a similarity transform during the parameter estimation process without losing any information.

Now it is not easy to define the "best" independent predictors. One selection procedure has been proposed by Ljung and Rissanen [3], [4] using some complexity ideas. However, their method was based on heuristic arguments and did not relate the choice of the "best" basis to the errors of the parameter estimates in that given basis. Clearly, the optimal choice would be the parameterization that leads to the most accurate parameter estimates. Assuming a maximum likelihood estimation method is used to estimate the parameters, then an optimal structure would be the parameterization for which the determinant of the Fisher information matrix $M_{\theta}$ is maximized, with

$$
\begin{equation*}
M_{\theta}=E_{Y \mid \theta}\left\{\left(\frac{\partial \log p(Y \mid \theta)}{\partial \theta}\right)^{T}\left(\frac{\partial \log p(Y \mid \theta)}{\partial \theta}\right)\right\} \tag{2.7}
\end{equation*}
$$

where

$$
\frac{\partial \log p(Y \mid \theta)}{\partial \theta}
$$

is a row vector. The main result of this paper is that all structures of the same order will asymptotically give the same value to the criterion $J=\log \operatorname{det} M$ (provided, of course, that each state vector is made up of independent components of the prediction vector or independent linear combinations of these).

Since our result is an asymptotic result, the question remains as to whether or not any one structure would be better conditioned than others when only a finite observation record is available for the estimation of the parameters of $H, F$, and $K$. Since finite data results are very scarce, the answer to this question is far from trivial. This justifies the use of heuristic approaches to select the "best" independent set of predictor components. In Section IV we briefly present the method of Rissanen and Ljung, and we propose a modification to make their search method iterative. In Section V we present an alternative procedure, also based on heuristic arguments, whose major advantage is that it requires less computation.
We conclude this section by justifying the use of the model (2.6) and conditions 1) and 2) for the selection of the components of the basis. We shall show that this leads to a minimum number of unknown parameters to be estimated.
The example illustrates a more general result, namely, that the rows of the matrix $F$ are of two different types: type 1) ( $0 \quad 0 \quad 1$ ) or more generally $\left(\begin{array}{llll}\cdots 0 & 1 & 0 \cdots 0\end{array}\right)$, and type 2) ( $\left.\begin{array}{llll}X & X & X\end{array}\right)$, i.e., fully parameterized. In fact, from the way $F$ expresses the linear dependences in the prediction vector (see, e.g., [10], [11]), one can see that there are $n-n_{1}$ type 1) rows in $F$, where $n_{1}$ is the number of rows of the first block row of $H_{N, \infty}\left(n_{1} \leqslant p\right)$ that are selected in the basis. The rows of $H$ are also of type 1) or 2), and there are $n_{1}$ type 1) rows in $H$. Hence, there are $n n_{1}$ parameters to be estimated in $F$ and $\left(p-n_{1}\right) n$ in $H$. The total number of parameters in $F$ and $H$ is $n p$, independently of the value of $n_{1}$. However, $n_{1}$ does have an effect on the number of unknown parameters in $K$.

Instead of the Markovian model (2.6) one can also choose the following model:

$$
\begin{align*}
x_{t+1} & =F x_{t}+K_{p} e_{t} \\
y_{t} & =H x_{t}+e_{t} . \tag{2.8}
\end{align*}
$$

This model is obtained if the prediction vector $\hat{Y}_{t}^{N}$ is started with $\hat{y}_{t+1 \mid}$ rather than $\hat{y}_{t \mid[ }$. We now examine the number of parameters to be estimated in various structures.
Case 1: Consider the state space representation (2.6).
i) If $x_{t}$ is chosen so as to satisfy conditions 1) and 2), one can see that $H=\left[\begin{array}{ll}I & 0\end{array}\right], K=\left[\begin{array}{c}I \\ K^{*}\end{array}\right]$, and that the
number of parameters to be estimated is $2 n p-p^{2}$, where $n$ is the dimension of the state of model (2.6).
ii) If $x_{t}$ is chosen so as to satisfy condition 1) only, then the number of parameters is $2 n p-n_{1} p$, where $n_{1}<p$.
iii) If $x_{t}$ is chosen without satisfying conditions 1) and 2), the number of parameters to be estimated in $F$ may be greater than $2 n p-n_{1} p$.

Case 2: Consider now the state space representation (2.8).
i) With condition 1) being satisfied, the number of parameters to be estimated is $2 \bar{n} p$, whether or not condition 2) is satisfied. Here $\bar{n}$ is the dimension of the state of model (2.8).
ii) With neither condition 1) nor 2) being satisfied, the number of parameters may be greater than $2 \bar{n} p$.

Note that the number of states $n$ of model (2.6) is, in general, larger than the number of states $\bar{n}$ of model (2.8). For a comparison of models (2.6) and (2.8), see the discussion in, e.g., [19], [20].

Following this analysis, it is reasonable to restrict the selection of basis vectors to "nice" structural vectors, i.e., to impose conditions 1) and 2).

## III. Asymptotic Equivalence of All Canonical FORMS

Two important methods for parameter estimation are the prediction error method and the maximum likelihood method. In the case of Gaussian innovations, it is well known that these methods yield asymptotically efficient parameters, i.e., the covariance matrix of the estimation errors is asymptotically equal to the inverse of the Fisher information matrix $M_{\theta}$. Therefore, it seems logical to try to discriminate between various structures by maximizing some scalar measure of this information matrix over all admissible structures. The most obvious (and widely used) criterion is the determinant of the information matrix; this corresponds to minimizing the determinant of the asymptotic error covariance matrix.

We shall show in this section that all structures $F, K$, and $H$ containing the same number of parameters will asymptotically yield the same value for the determinant of the information matrix. This result is important because it shows that, at least asymptotically, all such structures are equivalent as far as the accuracy of the parameter estimates is concerned if this criterion is used. As a consequence, this criterion is unable to discriminate between two admissible structures for the same process.

The main argument is contained in the following lemma.
Lemma 3.1: Let $F, K, H$ and $F^{*}, K^{*}, H^{*}$ be the matrices of the state space representation (2.1) in two different structures and let $T$ be the $n \times n$ transformation matrix from the triple $(F, K, H)$ to the triple $\left(F^{*}, K^{*}, H^{*}\right)$, i.e.,

$$
\begin{align*}
F^{*} & =T F T^{-1} \\
K^{*} & =T K \\
H^{*} & =H T^{-1} \tag{3.1}
\end{align*}
$$

Then the absolute value of the Jacobian of the transforma-
tion from the parameters in $(F, K, H)$ to the parameters in ( $F^{*}, K^{*}, H^{*}$ ) is equal to 1 .

Proof: Let $\theta$ be the $k$-vector of all parameters in $F, K, H$ and $\theta^{*}$ the corresponding $k$-vector for $F^{*}, K^{*}, H^{*}$. We recall that in a general one-to-one functional transformation from the variables $\theta$ to the variables $\theta^{*}=f(\theta)$, the Jacobian of the transformation is the determinant of the matrix $C$ defined by

$$
C=\frac{\partial \theta^{*}}{\partial \theta}=\left(\frac{\partial \theta_{i}^{*}}{\partial \theta_{j}}\right)
$$

Writing $\theta_{i}^{*}=f_{i}\left(\theta_{1}, \theta_{2}, \cdots, \theta_{k}\right)$ and taking the differential of this expression, we have $d \theta_{i}^{*}=\sum \partial \theta_{i}^{*} / \partial \theta_{j}\left(d \theta_{j}\right)$ and hence $d \theta^{*}=C(d \theta)$.

Thus we see that the transformation of the differential is linear and that the Jacobian is the determinant of this transformation. We shall now look at the transformation from the variables in $F, K, H$, and $T$ to the variables in $F^{*}$, $K^{*}, H^{*}$, and $T$. This is indeed a one-to-one transformation. Given $F, K, H, T$, then $F^{*}, K^{*}, H^{*}$, and $T$ are uniquely determined and the converse is also true. In particular, we shall study the transformation between the differential of these matrices.

Following (3.1) and because $\left(d T^{-1}\right)=-T^{-1}(d T) T^{-1}$, we have

$$
\begin{align*}
d F^{*} & =(d T) F T^{-1}+T(d F) T^{-1}-T F T^{-1}(d T) T^{-1} \\
d K^{*} & =(d T) K+T(d K) \\
d H^{*} & =(d H) T^{-1}-H T^{-1}(d T) T^{-1} \\
d T & =d T \tag{3.2}
\end{align*}
$$

Hence

$$
\begin{align*}
T^{-1}\left(d F^{*}\right) T & =T^{-1}(d T) F+d F-F T^{-1}(d T) \\
T^{-1}\left(d K^{*}\right) & =T^{-1}(d T) K+d K \\
\left(d H^{*}\right) T & =d H-H T^{-1}(d T) \\
T^{-1}(d T) & =T^{-1}(d T) \tag{3.3}
\end{align*}
$$

Let

$$
\begin{align*}
T^{-1}\left(d F^{*}\right) T & =d \bar{F}^{*} \\
T^{-1}\left(d K^{*}\right) & =d \bar{K}^{*} \\
\left(d H^{*}\right) T & =d \bar{H}^{*} \\
d W & =T^{-1}(d T) \tag{3.4}
\end{align*}
$$

Then (3.3) becomes

$$
\begin{align*}
d \bar{F}^{*} & =(d W) F+d F-F(d W) \\
d \bar{K}^{*} & =(d W) K+d K \\
d \bar{H}^{*} & =d H-H(d W) \\
d W & =d W \tag{3.5}
\end{align*}
$$

The transformation from $(F, K, H, T)$ to $\left(F^{*}, K^{*}, H^{*}, T\right)$ can be viewed as the composition of three transformations as shown in the following diagram:

$$
\begin{array}{ccc}
(F, K, H, T) & \xrightarrow{J} & \left(F^{*}, K^{*}, H^{*}, T\right)  \tag{3.6}\\
J_{1} \downarrow & & \uparrow J_{3} \\
(F, K, H, W) & \longrightarrow & \left(\bar{F}^{*}, \bar{K}^{*}, \bar{H}^{*}, W\right) .
\end{array}
$$

To each of these transformations there corresponds a Jacobian $J, J_{1}, J_{2}, J_{3}$, which is the determinant of the transformation of the differentials, and

$$
\begin{equation*}
J=J_{1} \cdot J_{2} \cdot J_{3} \tag{3.7}
\end{equation*}
$$

Let us now look at the following transformation:

$$
\begin{equation*}
d Y=A(d X) \tag{3.8}
\end{equation*}
$$

where $Y, A$, and $X$ are matrices of compatible dimensions.
By defining $d y$ (respectively, $d x$ ) as a vector obtained by putting the columns of the matrix $d Y$ (respectively, $d X$ ) under one another, (3.8) is transformed into

$$
\begin{equation*}
d y=(I \otimes A) d x \tag{3.9}
\end{equation*}
$$

where $(A \otimes B)$ is the direct product of the matrices $A$ and $B$, defined by

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B \\
\vdots & & & \\
a_{n 1} B & \cdots & & a_{n n} B
\end{array}\right]
$$

In a similar way, a transformation of the type

$$
\begin{equation*}
d Y=(d X) B \tag{3.10}
\end{equation*}
$$

leads to

$$
\begin{equation*}
d y=\left(B^{T} \otimes I\right) d x \tag{3.11}
\end{equation*}
$$

If $A$ and $B$ are square matrices of orders $r$ and $s$, then the following is a well-known property of the direct product

$$
\begin{equation*}
\operatorname{det}(A \otimes B)=(\operatorname{det} A)^{r}(\operatorname{det} B)^{s} \tag{3.12}
\end{equation*}
$$

Using this, it is now easy to compute the value of the Jacobians in (3.6) as follows: by (3.4d), (3.9), and (3.12), $J_{1}=\operatorname{det}(T)^{-n}$; by (3.5) and the fact that $d W$ does not depend on $d F, d K, d H, J_{2}=1$; by (3.4), (3.9), (3.11), and (3.12), $J_{3}=\operatorname{det}(T)^{n}$ and hence $J=J_{1} J_{2} J_{3}=1$, which completes the proof.

The proof of Lemma 3.1 assumes implicitly that the parameters of $F, K, H$ are free, and that the elements of $T$ are differentiable functions of $F, K$, and $H$. Now in order to apply Lemma 3.1 to our problem, we must make sure that the lemma is valid also for the case where the matrices $F, K, H$ and $F^{*}, K^{*}, H^{*}$ are restricted to the set of admissible structures, i.e., where certain elements of these matrices are constrained to be 0 or 1 . It is shown in the Appendix that Lemma 3.1 does apply to this case.

We can now prove the following theorem.

Theorem 3.I: Given two admissible parameterizations with the same number of parameters for the same process of order $n$, then the determinants of the information matrices corresponding to these two parameterizations are identical.

Proof: Let $\theta$ and $\theta^{*}$ be the vectors of parameters corresponding to the two parameterizations ( $F, K, H$ ) and ( $F^{*}, K^{*}, H^{*}$ ). The information matrices $M_{\theta}$ and $M_{\theta^{*}}$ are related by ${ }^{1}$

$$
\begin{aligned}
M_{\theta^{*}}= & E_{Y \mid \theta^{*}}\left\{\left(\frac{\partial \log p\left(Y \mid \theta^{*}\right)}{\partial \theta^{*}}\right)^{T}\left(\frac{\partial \log p\left(Y \mid \theta^{*}\right)}{\partial \theta^{*}}\right)\right\} \\
= & E_{Y \mid \theta^{*}}\left\{\left(\frac{\partial \log p(Y \mid \theta)}{\partial \theta} \frac{\partial \theta}{\partial \theta^{*}}\right)^{T}\left(\frac{\partial \log p(Y \mid \theta)}{\partial \theta} \frac{\partial \theta}{\partial \theta^{*}}\right)\right\} \\
= & \left(\frac{\partial \theta}{\partial \theta^{*}}\right)^{T} E_{Y \mid \theta}\left\{\left(\frac{\partial \log p(Y \mid \theta)}{\partial \theta}\right)^{T}\right. \\
& \left.\cdot\left(\frac{\partial \log p(Y \mid \theta)}{\partial \theta}\right)\right\}\left(\frac{\partial \theta}{\partial \theta^{*}}\right) \\
= & \left(\frac{\partial \theta}{\partial \theta^{*}}\right)^{T} M_{\theta}\left(\frac{\partial \theta}{\partial \theta^{*}}\right)
\end{aligned}
$$

Hence $\operatorname{det} M_{\theta^{*}}=\left(\operatorname{det}\left(\partial \theta / \partial \theta^{*}\right)\right)^{2} \operatorname{det} M_{\theta}$. By Lemma 3.1 $\operatorname{det}\left(\partial \theta / \partial \theta^{*}\right)=1$, and hence $\operatorname{det} M_{\theta^{*}}=\operatorname{det} M_{\theta}$.

It follows immediately from Theorem 3.1 and the discussion above that, in the Gaussian case and with a maximum likelihood estimation scheme, any two parameterizations will asymptotically yield the same value for the determinant of the parameter error covariance matrix.

Of course other criteria could be used that might be able to discriminate, even asymptotically, between different admissible structures.

An important consequence of our results of this section is that attention should be directed toward finite data results: some parameterizations might be better conditioned than others if only a finite data record is available. Since theoretical results are difficult to obtain for finite data, we shall now turn to two suboptimal structure estimation methods that are based on the idea of selecting the "most independent components" in the state vector.

## IV. A Method Based on the Concept of Complexity

In this section, we sketch a method proposed by Ljung and Rissanen [3], [4] and based on the concept of complexity of a random vector defined by Van Emden [12]. We shall also propose a new iterative procedure that is closely related to that of Ljung and Rissanen.

Complexity is, in fact, a measure of the interaction between the components of a random vector. The more interaction there is, the larger the complexity. Van Emden shows that the complexity can be expressed using the covariance matrix and derives the following expression:

[^1]\[

$$
\begin{equation*}
C=-\frac{1}{2} \sum_{i=1}^{n} \log \left(n \lambda_{i}\right) \tag{4.1}
\end{equation*}
$$

\]

where $\lambda_{i}$ are the eigenvalues of the covariance matrix of the random vector (provided this covariance matrix has been normalized so that its trace equals 1 ).

Suppose now that we know the covariance matrix $R_{\hat{\gamma}}$ of $\hat{Y}_{t}^{N}$ and that the order of the process, $n$, is also known. Then one can compute the complexity of various subvectors of order $n$ of $\hat{Y}_{t}^{N}$ because the corresponding $n \times n$ covariance matrices are submatrices of $R_{\hat{Y}}$. The idea proposed in [3] is then to select as the state that subvector of $\hat{Y}_{t}^{N}$ that has the smallest complexity among all subvectors of dimension $n$ that obey the conditions 1) and 2) of Section II. The components obtained in this way are called by Ljung and Rissanen the "most independent components" of $Y_{t}^{N}$. The procedure they suggest is as follows.
i) Compute estimates of the predictors $\hat{y}_{t+k \mid t}$ by first fitting a high-order autoregressive model to the data.
ii) Compute the sample covariance matrix $R_{\hat{Y}}$ from the estimated predictions.
iii) For a given value of $n$, compute the complexity of various submatrices of $R_{\hat{Y}}$, subject to the constraints that the $p \times p$ upper left submatrix of $R_{\hat{Y}}$ is always included and that the $j$ th row of the matrix $R_{\hat{Y}}$ is chosen only if the ( $j-p$ )th row is also chosen. (These constraints amount to meeting conditions 1) and 2) of Section II.)
iv) Select the basis for the predictor space that corresponds to the submatrix with smallest complexity.
v) Repeat the procedure for higher order models and take the order that minimizes a criterion such as Akaike's AIC criterion.

A major disadvantage of this method is that one needs to first estimate the covariance matrix of the prediction vector by fitting a high-order autoregressive model to the data and then computing sample predictions. However, the procedure has the following interesting feature: if the parameters of the $F$ matrix are estimated by least squares, one can show (see [13]) that the covariance matrix of the error of the parameter estimates is related to the inverse of the submatrix of $R_{\hat{Y}}$ selected by the procedure of Ljung and Rissanen. This seems to justify using the matrix $R_{\hat{Y}}$ as a starting point for the selection of the basis components, even though this matrix is not directly available. It also suggests minimizing some scalar measure of the inverse of the various submatrices of $R_{\hat{Y}}$ in order to discriminate between the corresponding subvectors of $\hat{Y}_{t}^{N}$. With this idea in mind, we suggest the following procedure.

The first two steps are identical to those in Ljung and Rissanen's method.
iii) compute the inverse of the upper left $p \times p$ submatrix of $R_{\hat{Y}}$.
iv) for an order $n$ equal to $p+1$, select all the $(p+1) \times$ ( $p+1$ ) submatrices of $\hat{R}_{Y}$, which contain the $p \times p$ upper left submatrix, and such that condition 1) of Section II is also satisfied. Compute the inverses of these submarrices,
using the fact that the inverse of a matrix $A^{1}=\left[\begin{array}{ll}A & b \\ b^{T} & \alpha\end{array}\right]$, where $b$ is a vector and $\alpha$ is a scalar, is given by the following inversion formulas:

$$
\left(A^{1}\right)^{-1}=\left[\begin{array}{ll}
E & g \\
g^{T} & \epsilon
\end{array}\right]
$$

where

$$
\begin{aligned}
E & =A^{-1}+A^{-1} b \epsilon b^{T} A^{-1} \\
g & =-A^{-1} b \epsilon \\
\epsilon & =\left[\alpha-b^{T} A^{-1} b\right]^{-1}
\end{aligned}
$$

(Hence, no other matrix inversion is needed once the $p \times p$ submatrix $A^{-1}$ has been computed.)
v) Select the submatrix for which the trace of the inverse is minimized.
vi) Repeat the last two steps with all $(n+1) \times(n+1)$ submatrices that contain the selected $n \times n$ submatrix and whose additional row and column is chosen so as to satisfy condition 1) of Section II.
vii) A stopping criterion is needed. One criterion that seems to work well in practice is to stop when $J=$ $1 / n \operatorname{tr}\left[\left(A^{1}\right)^{-1}\right]$ does not decrease anymore. This is justified by the fact that when the order of the submatrices is greater than the actual order of the process, these submatrices will be ill-conditioned. Their inverses will be large and so will be $J$.

## V. A $Q-R$ Factorization Method

In this section, we present a new method of structure identification, based on the assumption that a "good" structure will be one in which the predictors selected to form the basis of the prediction space are most independent. We will first assume, as has been done by Akaike [7], that we have chosen $M \in N$ large enough so that $\boldsymbol{H}\left(Y_{t-M}^{t}\right)$ (i.e., the Hilbert space spanned by the components of $y(t-k)$ for $0 \leqslant k \leqslant M)$ is close enough to the space $\boldsymbol{H}\left(Y_{-\infty}^{t}\right)$. This allows us to replace the analysis of dependence of the $\hat{y}_{t+k \mid t}^{j}$ by the analysis of dependence of the $\hat{y}_{t+k \mid t, t-M}^{j}$, which are defined as the projections of $y_{t+k}^{j}$ onto the space $\boldsymbol{H}\left(Y_{t-M}^{t}\right)$.

Denote by $Y_{t-M}^{t}$ and $Y_{t+N}^{t}$ the vectors

$$
Y_{t-M}^{t}=\left[\begin{array}{c}
y_{t}  \tag{5.1}\\
y_{t-1} \\
\vdots \\
y_{t-M}
\end{array}\right] \quad Y_{t+N}^{t}=\left[\begin{array}{c}
y_{t} \\
y_{t+1} \\
\vdots \\
y_{t+N}
\end{array}\right]
$$

and by $\Sigma_{11}, \Sigma_{12}$, and $\Sigma_{22}$ the covariance and cross-covariance matrices

$$
\begin{align*}
& \Sigma_{11}=E\left\{Y_{t+N}^{t}\left(Y_{t+N}^{t}\right)^{T}\right\} \\
& \Sigma_{12}=E\left\{Y_{t+N}^{t}\left(Y_{t-M}^{t}\right)^{T}\right\} \\
& \Sigma_{22}=E\left\{Y_{t-M}^{t}\left(Y_{t-M}^{t}\right)^{T}\right\} \tag{5.2}
\end{align*}
$$

By the full-rank assumption $\Sigma_{22}$ is positive definite so that we can have

$$
\begin{equation*}
\Sigma_{22}^{-T / 2} \Sigma_{22} \Sigma_{22}^{-1 / 2}=I \tag{5.3}
\end{equation*}
$$

for some nonsingular matrix $\Sigma_{22}^{1 / 2}$.
Let us perform the following transformation:

$$
\begin{equation*}
Z_{t-M}^{t}=\Sigma_{22}^{-T / 2} Y_{t-M}^{t} \tag{5.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
E\left\{\left(Z_{t-M}^{t}\right)\left(Z_{t-M}^{t}\right)^{T}\right\}=I \tag{5.5}
\end{equation*}
$$

Now $\hat{y}_{t+k \mid x, t-M}^{j}$ admits a representation

$$
\begin{equation*}
\hat{y}_{t+k \mid r, t-M}^{j}=\sum_{m=0}^{M} \sum_{l=1}^{p} a(j, k, l, m) z_{t-m}^{\prime} \tag{5.6}
\end{equation*}
$$

where

$$
\begin{equation*}
E\left\{\hat{y}_{t+k \mid r, t-M}^{j} z_{t-m}^{l}\right\}=a(j, k, l, m)=E\left\{y_{t+k}^{j} z_{t-m}^{l}\right\} . \tag{5.7}
\end{equation*}
$$

Hence, the elements of the $(k p+j)$ th row of the matrix $\Sigma_{12} \Sigma_{22}^{-1 / 2}$ are the coordinates of $\hat{y}_{t+k \mid t, t-M}^{j}$ in the basis $Z_{t-M}^{t}$. Therefore, because of (5.5), we can replace the analysis of independence of the components $\hat{y}_{i+k i r i t-m}^{j}$ by the analysis of independence of the rows of $\Sigma_{12} \Sigma_{22}^{-1 / 2}$. Now, a well-known (and numerically well-conditioned) method to search for the most independent rows of a given matrix is to perform a $Q-R$ factorization by means of Householder transformations (see [14] and [15]) with row interchange.

The method we propose is thus as follows.

1) Compute an upper-triangular square root of $\Sigma_{22}$, i.e., an upper-triangular matrix $\Sigma_{22}^{1 / 2}$ such that $\Sigma_{22}^{T / 2} \Sigma_{22}^{1 / 2}=\Sigma_{22}$ (Cholesky factorization).
2) Compute the product $\Sigma_{12} \Sigma_{22}^{-1 / 2}$. Note that the first $p$ rows of this product are lower triangular. This saves $p$ steps in the subsequent $Q-R$ factorization procedure.
3) Compute a recursive $Q-R$ factorization of $\Sigma_{12} \Sigma_{22}^{-1 / 2}$ using Householder transformations, where the triangularization is always performed on the row leading to the largest pivot.
4) Stop when the pivots do not significantly decrease any more.

We briefly illustrate one step of the $Q-R$ factorization.
After $k$ steps of the triangularization procedure, we have the following factorization:

$$
S_{k}^{T} \Sigma_{12} \Sigma_{22}^{-1 / 2} P_{k}=T_{k}
$$

where $S_{k}$ is the product of $k$ permutation matrices, $P_{k}$ is the product of $k$ Householder transformation matrices, and $T_{k}$ is a lower-triangular matrix of the following form:

$$
T_{k}=\left[\begin{array}{ccccc:ccc}
t_{1} & 0 & \cdots & & 0 & 0 & & 0 \\
X & t_{2} & 0 & \cdots & 0 & & \cdots & \\
\vdots & & & & \vdots & \vdots & & \vdots \\
X & \cdots & & X & t_{k} & 0 & & 0 \\
\hdashline & & & T_{21} & & & 1 & T_{22}
\end{array}\right]
$$

It is clear from the structure of $T_{k}$ that the Euclidean norm of the rows in $T_{22}$ are the distances of the last $(N+1) p-k$ rows of $T_{k}$ to the space spanned by the first $k$ rows. From the properties of Householder transformations, the pivot of the next triangularization step is the Euclidean norm of the selected row in $T_{22}$. So choosing the row leading to the largest pivot amounts to choosing the row with the largest projection onto the space orthogonal to the span of the first $k$ rows. This is what we call the "most independent" row.

Upon completion of the triangularization procedure, the following factorization is obtained:

$$
\begin{equation*}
\Sigma_{12} \Sigma_{22}^{-1 / 2}=S T P^{T} \tag{5.8}
\end{equation*}
$$

where $S$ is a permutation matrix, $T$ is a lower-triangular matrix (at least for its first $n$ rows), and $P$ is a product of Householder transformation matrices (which implies that $P^{T} P=P P^{T}=I$ ). The permutation matrix $S$ indicates which components of $\hat{Y}_{t}^{N}$ are to be chosen in the basis. In order to be consistent with the analysis at the end of Section II, we should also introduce some constraints in the procedure of row selection for the triangularization: the first $p$ rows are to be triangularized, and one can choose the $j$ th row only if the $(j-p)$ th row has already been chosen. These constraints are taken in order to meet conditions 1) and 2) of Section II which, we recall, lead to a smaller number of parameters to be estimated.

We should also add that with a few more computations (i.e., the solution of a linear system of equations with triangular matrix) one can easily obtain estimates of the parameters of the $F$ matrix, which can be used as initial values for a maximum likelihood algorithm (see Canuto and Menga [8]).

We now show that our triangularization method can also be related very nicely to Akaike's method [7] which is based on a canonical correlation analysis on the vectors of future and past observations (see Anderson [16]). We shall not go back in detail to this method, but we recall that it amounts to a singular value decomposition of the matrix $\Sigma_{11}^{-T / 2} \Sigma_{12} \Sigma_{22}^{-1 / 2}$ and that the idea of the canonical correlation analysis in this case is to search for independent linear combinations of the vector $Y_{t+N}^{t}$ which are most correlated with independent linear combinations of $Y_{t-M}^{t}$. Actually, in Akaike's method, this only gives the number of independent components of a subvector of the prediction vector, and hence it leads to the choice of the first independent components of the prediction vector in the basis. It is
not possible with this method to discriminate between various independent components and to take the "most independent" ones, and the reason for this is that the canonical correlation analysis uses linear combinations of $Y_{t+N}^{t}$ rather than single components of this vector. By searching for the single components of $Y_{t+N}^{t}$ that are most correlated with independent linear combinations of the past, one can establish a close relationship between our procedure and the method of Akaike.

In the canonical correlation analysis, one searches in a first step for two vectors $\alpha_{1}$ and $\gamma_{1}$ such that $\alpha_{1}^{T} \Sigma_{12} \gamma_{1}$ is maximized subject to $\alpha_{1}^{T} \Sigma_{11} \alpha_{1}=\gamma_{1}^{T} \Sigma_{22} \gamma_{1}=1$. In a second step, two linear combinations $\alpha_{2} Y_{t+N}^{t}$ and $\gamma_{2} Y_{t-M}^{t}$ are sought, which are orthogonal to the first ones, and which have maximum correlation with one another. Now consider the following variations.

In the first step we maximize $a_{1}\left(\Sigma_{12}\right)_{j_{1}} \gamma_{1}$, where $a_{1}$ is a scalar, $\left(\Sigma_{12}\right)_{j_{1}}$ is the $j_{1}$ th row of $\Sigma_{12}, \gamma_{1}$ is a vector of dimension $(M+1) p$, under the constraints $a_{1}^{2}=1, \gamma_{1}^{T} \Sigma_{22} \gamma_{1}$ $=1$. The maximum is taken over the values of $a_{1}, \gamma_{1}$, and the index $j_{1}$. For the second step, we maximize $a_{2}\left(\Sigma_{12}\right)_{j_{2}} \gamma_{2}$, $j_{2} \neq j_{1}$, under the constraints $a_{2}^{2}=1, \gamma_{2}^{T} \Sigma_{22} \gamma_{2}=1, \gamma_{2}^{T} \Sigma_{22} \gamma_{1}$ $=0$, and so on.

With computations similar to those of the canonical correlation analysis, this amounts to finding two matrices $A$ and $\Gamma$ such that $A^{T} A=I$ and $A$ is a permutation matrix (with possibly some changes of sign), $\Gamma^{T} \Sigma_{22} \Gamma=I$, and

$$
\begin{equation*}
A^{T} \Sigma_{12} \Gamma=T \tag{5.9}
\end{equation*}
$$

$T$ is a lower-triangular matrix with decreasing pivots. If we compare (5.8) and (5.9), we can identify $S$ with $A$ and $\Sigma_{22}^{-1 / 2} P$ with $\Gamma$, and hence establish the equivalence between the two approaches.

In this section we have proposed a new structure estimation method as an alternative to the method of Rissanen and Ljung. It is based on another heuristic definition of "most independent rows" of a matrix. We do not claim that this new method is superior from a theoretical point of view. However, from a computational point of view, our method has the major advantage that it works with the covariance function of the observation process, $R_{Y}$, which can be readily estimated from the data, while the method of Rissanen and Ljung works with the covariance of the predictors, $R_{\hat{Y}}$, which requires that the data be filtered first, using an AR model that has to be identified.

## VI. Simulation Results

In this section, we present some simulation results in order to compare the various methods that we have introduced. Data sequences have been generated from the Markovian model as follows:

$$
\begin{aligned}
& x_{k}=A x_{k-1}+B e_{k} \\
& y_{k}=C x_{k} .
\end{aligned}
$$

TABLEI
Parameter Values for Modei. 1

$$
\begin{gathered}
A_{1}=\left(\begin{array}{rrrr}
-0.50 & 4.83 & -0.63 & 0.72 \\
0.20 & -3.67 & 0.50 & -0.58 \\
-0.22 & -2.42 & -0.19 & -0.36 \\
-1.55 & 22.50 & -2.87 & 3.69
\end{array}\right) \quad B_{1}=\left(\begin{array}{ll}
3.38 & -3.13 \\
-2.5 & 2.5 \\
-0.69 & 1.56 \\
15.13 & -14.88
\end{array}\right) \\
C_{1}=\left[\begin{array}{llll}
-7.0 & 38.0 & 16.0 & 9.0 \\
-4.39 & 85.33 & 37.5 & 17.92
\end{array}\right)
\end{gathered}
$$

TABLE II
Parameter Values for Model 2

$$
\begin{aligned}
A_{2}= & \left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-0.1 & 0.65 & 0 & 0 \\
0 & 0 & 0 & 1 \\
-2 / 3 & -5 / 3 & -0.25 & 1
\end{array}\right) \quad B_{2}=\left(\begin{array}{ll}
0 & 2 \\
0.25 & 0.8 \\
0 & 0 \\
1 & 1
\end{array}\right) \\
C_{2} & =\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
\end{aligned}
$$

A number of different models has been simulated, but for reasons of brevity, we restrict ourselves here to two models which will hopefully give a sufficient illustration for the previous section. In both models, $y_{k}$ is a two-dimensional vector process, $x_{k}$ is of dimension 4 , and $e_{k}$ is a two-dimensional Gaussian white noise with mean zero and unit covariance matrix. Tables I and II give the values of the matrices $A, B$, and $C$ for each of the two models.

In the first model, the entries of the matrices have been chosen such that the third row of the Hankel matrix $H_{N, M}$ is nearly in the linear span of the first two rows. Hence, the best structural vector of the process is $h_{1}=(1,2,4,6)$.

The second model has been taken from a paper by $\mathbf{H}$. El Sherief and N. K. Sinha [17]; using their own method, they find the structural vector $h_{2}=(1,2,3,4)$ for this model.

In the sequel, the method of Ljung and Rissanen will be referred to as the LR method, the variant that we have introduced in Section IV will be called WGI, while the $Q R$ factorization procedure will be called method WG2.

Table III shows the results of the three methods applied to the first model. Note that in the LR method, the program computes the complexity of all admissible structures for each different order; method WG1, on the other hand, is recursive: for an order $n$, only those structural vectors are considered which contain all the rows selected in the optimal $(n-1)$ th order structural vector. The stopping criterion $J$ used with WG1 has been defined at the end of Section IV.

All three methods reject the odd rows in the structural vector. (Recall that the first $p$ rows are always chosen following condition 2) of Section II.) The LR method gives no estimate of the order. In the WG1 method, the criterion $J=1 / n \operatorname{tr}\left(A^{1}\right)^{-1}$ is minimum for $n=4$, while in method WG2, after the triangularization of row 4 (third step of the

TABLE III
Methods LR, WG1, and WG2 Applied to Model 1

| Ordet | Structural vector | LR method Complexity | WG1 meth trace |  | WG2 method <br> selected | \|pivotl |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $(1,2,3)$ | 4.37 | 4.27 |  |  |  |
| 3 | $(1,2,4)$ | $3.72+$ | 4.03 + | 1.33 | 1 | 0.408 |
|  |  |  |  |  | 2 | 0.054 |
| 4 | $(1,2,3,4)$ | 7.49 | 21.52 |  | 4 | 0.110 |
| 4 | $(1,2,4,6)$ | 5.00 - | 4.14 + | 1.04 | 6 | 0.104 |
| 4 | $(1,2,3,5)$ | 6.72 |  |  | 8 | 0.100 |
|  |  |  |  |  | 10 | 0.105 |
| 5 | $(1,2,3,4,6)$ | 8.71 | 21.68 |  |  |  |
| 5 | $(1,2,4,6,8)$ | 7.17 + | 7.01 + | 1.40 |  |  |
| 5 | $(1,2,3,4,5)$ | 9.86 |  |  |  |  |
| 5 | ( $1,2,3,5,7$ ) | 9.08 |  |  |  |  |

procedure) the decrease of the pivots is not significant anymore, which suggests an order 3.

Finally, we add that the use of Akaike's canonical correlation method [7] on this model leads to the structural vector $h=(1,2,4)$.

In Table IV we see that the three methods lead to a structural vector $h=(1,2,3,4)$ if the supposed order is 4 , but if $n=3$, the LR method leads to $h=(1,2,3)$ while the other two methods indicate $h=(1,2,4)$. The estimation of the order in WG1 leads to $n=3$, while visual inspection of the pivots in WG2 leads to $n=4$. Again, the simulation of Akaike's method leads to $h=(1,2,4)$.

The conclusion we have drawn from our simulations is that in most cases (with results of Table IV being the sole exception) method WG1 seems to give the best estimate of the order of the model. We recall that Akaike's method gives an order estimate, but does not select a "best basis," while the LR method does not estimate the order, but selects a "best basis" within a prescribed order. As for method WG2, a better criterion than the visual inspection of the decrease of the pivots could probably be found.

We believe that all three methods give fairly good results for the determination of the structure, the advantage of the methods WG1 and WG2 being that they provide some estimate of the order as well, which avoids the fitting of too many parameterizations.

## VII. Conclusion

There are several ways of defining a "best" parameterization for the representation of a stationary finite-dimensional multivariate stochastic process. But obviously a logical method would be to select the structure that minimizes some scalar measure of the information matrix that corresponds to each parameterization. We have shown here that the determinants of all these information matrices are asymptotically equivalent, and that this criterion is therefore unable to discriminate between different structures, at least asymptotically. This does not mean that other criteria might not be able to discriminate, or that some structures might not be better than others when only a finite data record is available. Two heuristic schemes have therefore

TABLE IV
Methods LR, WG 1 , and WG 2 Applied to Model 2

| Order | Structural vector | method LR complexity | $\begin{aligned} & \text { method WGI } \\ & \text { trace } \end{aligned}$ |  | method WG? <br> selected !rivotl row |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $(1,2,3)$ | $0.92+$ | 2.72 |  |  |  |
| 3 | $(1,2,4)$ | 1.14 | $2.28+$ | 0.76 | 1 | 0.735 |
|  |  |  |  |  | 2 | 0.964 |
| 4 | $(1,2,3,4)$ | 2.06 * | $4.89 \leftarrow$ | 1.22 | 4 | 0.230 |
| 4 | $(1,2,4,6)$ | 2.68 | 9.22 |  | 3 | 0.063 |
| 4 | $(1,2,3,5)$ | 4.08 |  |  | 5 | 0.062 |
|  |  |  |  |  | 7 | 0.063 |
| 5 | $(1,2,3,4,5)$ | 7.17 | 7266.8 |  |  |  |
| 5 | $(1,2,3,4,6)$ | 3.76 * | 15.11* | 5.04 |  |  |
| 5 | $(1,2,4,6,8)$ | 7.91 |  |  |  |  |
| 5 | $(1,2,3,5,7)$ | 6.24 |  |  |  |  |

been analyzed in some detail, and simulation results have been presented.

## Appendix

The interesting argument in Section III establishes that if $F, H, K$ and $F^{*}, H^{*}, K^{*}$ are related by (3.1), where $T$ is a differentiable function of $F, H, K$, the Jacobian determinant of the transformation from $F, H, K$, to $F^{*}, H^{*}, K^{*}$ is unity. However, for the application of this result to the systems studied in Section II we must restrict $F, H, K$ to satisfy the reachability and observability conditions

$$
\begin{align*}
\operatorname{rank}[K, F K & \left.F^{2} K, \cdots\right] \\
& =\operatorname{rank}\left[H^{\prime}, F^{\prime} H^{\prime},\left(F^{\prime}\right)^{2} H^{\prime}, \cdots\right]=n . \tag{A.1}
\end{align*}
$$

In addition, the $F, H, K$ considered in Section II are restricted to the set of "nice" structures (i.e., they contain "zeros" and "ones" in fixed places and only $2 n p$ free parameters).
This is a very "thin" set in the set of all $F, H, K$. Consequently, it is not apparent that Theorem 3.1 holds, or in what sense it holds.

Consider the Hankel matrix $\boldsymbol{H}$ :

$$
\boldsymbol{H}=\left[\begin{array}{cccc}
H(1) & H(2) & H(3) & \cdots \\
H(2) & H(3) & H(4) & \cdots \\
H(3) & H(4) & H(5) & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right.
$$

or, alternatively, $H_{\infty, x}$ [see below (2.5)]. Since the theories for $H$ and $H_{\infty, \infty}$ are essentially the same, we shall, for brevity, henceforth speak only of $\boldsymbol{H}$. Call $M(n)$ the set of all systems $F, H, K$, satisfying (A.1). Then $\boldsymbol{H}$ is of rank $n$ for a system in $M(n)$ and, as is explained in Section II, we may choose as a basis for the rows of $\boldsymbol{H}$ a set of rows of the form

$$
\begin{equation*}
r(u, j) ; \quad u=1, \cdots, n_{j} ; j=1, \cdots, p ; \Sigma n_{j}=n \tag{A.2}
\end{equation*}
$$

where $r(u, j)$ denotes the $j$ th row of the $u$ th block of $p$ rows.

Let $U\left(\left\{n_{j}\right\}\right)$ be the subset of $M(n)$ for which the rows in (A.2) are linearly independent. Then, for suitable $\alpha_{i j}(u)$,

$$
\begin{array}{r}
r\left(n_{i}+1, i\right)+\sum_{j=1}^{p} \sum_{u=1}^{n_{j}} \alpha_{i j}(u) r(u, j)=0 \\
i=1, \cdots, p \tag{A.3}
\end{array}
$$

Let $h_{i j}(u)$ be the element in row $i$, column $j$ of $H(u)$. Then the $2 n p$ numbers

$$
\begin{array}{ll}
\alpha_{i j}(u), & u=1, \cdots, n_{j} ; \\
h_{i j}(u), & u=1, \cdots, n_{i} ; \quad i, j=1, \cdots, p
\end{array}
$$

coordinatize $U\left(\left\{n_{j}\right\}\right.$, i.e., they map that set, in a one-to-one manner, on Euclidean space of dimension $2 n p$. The union of the $U\left(\left\{n_{j}\right\}\right)$ is, of course, $M(n)$. If $\alpha_{i j}^{*}(u), h_{i j}^{*}(u)$ are the coordinates of the same point in $M(n)$ in the coordinate system corresponding to $U\left(\left\{n_{j}^{*}\right\}\right), \Sigma n_{j}^{*}=n$, then of course the $\alpha_{i j}^{*}(n), h_{i j}^{*}(n)$ are functions of the $\alpha_{i j}(u), h_{i j}(u)$ and indeed, as is well known, they are analytic functions on $U\left(\left\{n_{j}\right\}\right) \cap U\left(\left\{n_{j}^{*}\right\}\right)$. Indeed, the proof given below shows that they are finite rational functions. This shows that $M(n)$ may be topologized as an analytic manifold and each $U\left(\left\{n_{j}\right\}\right.$ is dense in $M(n)$.

We wish to prove the following theorem.
Theorem A.1: The Jacobian of the transformation from the $\alpha_{i j}(u), h_{i j}(u)$ to the $\alpha_{i j}^{*}(u), h_{i j}^{*}(u)$ is unity if each of these sets of functions on $M(n)$ is arranged in dictionary order according to $i$, then $j$, then $u$, with $i, j, u$ increasing from 1 to the maximum possible value.

Of course, the same theorem is true for $H_{\infty, \infty}$. The result is, in a sense, special to these parameterizations. For example, it clearly is not true if one such parameterization is given by $\alpha_{i j}(u), h_{i j}(u)$ and the other by $2 \alpha_{i j}^{*}, h_{i j}^{*}(u)$. It is possible that the theorem may be proved more simply via Lemma 3.1, but that is not obvious.

Proof: We may think of the transformation from the unstarred to the starred quantities as the product of a sequence of transformations in each of which one of the indexes, $n_{j}$, is increased by unity, and one is decreased by unity, the others being unchanged. Thus, if $n_{1}=2, n_{2}=3$, $n_{3}=4, n_{1}^{*}=5, n_{2}^{*}=1, n_{3}^{*}=3$, we may consider $(2,3,4) \rightarrow$ $(3,2,4) \rightarrow(4,1,4) \rightarrow(5,1,3)$. It is therefore necessary and sufficient to prove the result for the case where $n_{j} \rightarrow n_{j}+1$, $n_{k} \rightarrow n_{k}-1, n_{a}=n_{a}^{*}, a \neq j, k$. It is then clearly necessary and sufficient to prove the result when $n_{1}^{*}=n_{1}+1, n_{2}^{*}=n_{2}$ $-1, n_{j}=n_{j}^{*}, j \neq 1,2$. We must assume that $\alpha_{12}\left(n_{2}\right) \neq 0$, for otherwise from (A.3), $r\left(n_{1}+1,1\right)$ is a linear combination of the $r(u, j)$, other than $r\left(n_{2}, 2\right)$, and so the set of rows of $\boldsymbol{H}$ corresponding to the $n_{j}^{*}$ is not linearly independent. Conversely, if $\alpha_{12}\left(n_{2}\right) \neq 0$ these rows are linearly independent and the point in $M(n)$ lies in $U\left(\left\{n_{j}\right\}\right) \cap U\left(\left\{n_{j}^{*}\right\}\right)$. Thus

$$
r\left(n_{2}, 2\right)=-\frac{1}{\alpha_{12}\left(n_{2}\right)} \sum_{j=1}^{p} \sum_{u=1}^{n_{j}^{*}} \alpha_{1 j}(u) r(u, j)
$$

putting $\alpha_{11}\left(n_{1}^{*}\right)=1$. Also using (A.3) for $i=1$ and (A.4) we may express the $\alpha_{i j}^{*}(u)$ as follows.

$$
\begin{array}{r}
\alpha_{1 j}^{*}(u)=\alpha_{1 j}(u-1)-\frac{\alpha_{12}\left(n_{2}-1\right)}{\alpha_{12}\left(n_{2}\right)} \alpha_{1 j}(u) \\
-\sum_{k=2}^{p} \alpha_{1 k}\left(n_{k}\right)\left\{\alpha_{k j}(u)-\frac{\alpha_{k 2}\left(n_{2}\right)}{\alpha_{12}\left(n_{2}\right)} \alpha_{1 j}(u)\right\} \\
j=1, \cdots, p, \quad u=1, \cdots, n_{j}^{*} .
\end{array}
$$

Here, in addition to $\alpha_{11}\left(n_{1}^{*}\right)=1$, we have put $\alpha_{i 1}\left(n_{i}^{*}\right)=0$ for $i=2, \cdots, p$ and $\alpha_{1 j}(0)=0$ for $j=1, \cdots, p$.

$$
\begin{aligned}
\alpha_{2 j}^{*}(u) & =\alpha_{1 j}(u) / \alpha_{12}\left(n_{2}\right), \quad j=1, \cdots, p ; u=1, \cdots, n_{j}^{*} \\
\alpha_{i j}^{*}(u) & =\alpha_{i j}(u)-\frac{\alpha_{i 2}\left(n_{2}\right)}{\alpha_{12}\left(n_{2}\right)} \alpha_{1 j}(u) \\
\quad i & =3, \cdots, p ; j=1, \cdots, p ; u=1, \cdots, n_{j}^{*}
\end{aligned}
$$

with $\alpha_{i 1}\left(n_{1}^{*}\right)=0, i=3, \cdots, p$.
To evaluate $\left|\partial \alpha_{i j}^{*}(u) / \partial \alpha_{a b}(v)\right|$ we take $i$ in the order $i=2,3, \cdots, p, 1$ and $a$ in the order $1,3, \cdots, p, 2$. For $i$ fixed ( $a$ fixed) we order the row first according to $j$ increasing ( $b$ increasing) and then $u$ increasing ( $v$ increasing), except that we take $\alpha_{i 1}^{*}\left(n_{1}^{*}\right)$ last ( $\alpha_{a 2}\left(n_{2}\right)$ last) in the set of $n$ rows for each $i$ (in the set of $n$ columns for each $a$ ). We shall now show that the Jacobian matrix, $\partial \alpha_{i j}^{*}(u) / \partial \alpha_{a b}(v)$, is upper triangular and that its determinant is $(-1)^{p-n-1} \alpha_{12}\left(n_{2}\right)^{-p}$.
First,

$$
\begin{aligned}
& \frac{\partial \alpha_{i j}^{*}(u)}{\partial \alpha_{a b}(v)}=0, \quad i>2, a \neq i, a \neq 1 \\
& \frac{\partial \alpha_{2 j}^{*}(u)}{\partial \alpha_{a b}(v)}=0, \quad a \geqslant 2
\end{aligned}
$$

Thus all blocks below the main diagonal are null and we need only evaluate the determinants of the diagonal blocks. Now

$$
\frac{\partial \alpha_{2 j}^{*}(u)}{\partial \alpha_{1 b}(v)}=0, \quad \text { unless } b=j, v=u \text { or } b=2, v=n_{2}
$$

Thus the top left-hand block is itself upper triangular. Since

$$
\frac{\partial \alpha_{2 j}^{*}(u)}{\partial \alpha_{1 j}(u)}=\alpha_{12}\left(n_{2}\right)^{-1}, \quad \frac{\partial \alpha_{21}^{*}\left(n_{1}^{*}\right)}{\partial \alpha_{12}\left(n_{2}\right)}=-\left\{\alpha_{12}\left(n_{2}\right)\right\}^{-2}
$$

this upper left-hand block has determinant $-\left\{\alpha_{12}\left(n_{2}\right)\right\}^{-n-1}$. The blocks $\partial \alpha_{i j}^{*}(u) / \partial \alpha_{i b}(v), i=3,4, \cdots$, $p$, are again upper triangular with diagonal elements unity save for $\partial \alpha_{i 1}^{*}\left(n_{i}^{*}\right) / \partial \alpha_{i 2}\left(n_{2}\right)=-\left\{\alpha_{12}\left(n_{2}\right)\right\}^{-1}$. Thus the product of the determinants of these $p-2$ diagonal blocks is $\left\{-\alpha_{12}\left(n_{2}\right)\right\}^{-p+2}$. Finally, $\partial \alpha_{1 j}^{*}(u) / \partial \alpha_{2 b}(v)$ is also upper triangular. Indeed for $j=1, u=n_{i}^{*}, b=2, v=n_{2}$ the derivative is unity while otherwise

$$
\frac{\partial \alpha_{1 j}^{*}(u)}{\partial \alpha_{2 b}(v)}=\delta_{j b} \delta_{u v}+\delta_{2 b} \delta_{n_{2} v} \alpha_{1 j}(u)
$$

so that the determinant is $\left\{\alpha_{12}\left(n_{2}\right)\right\}^{n-1}$. Thus $\left|\partial \alpha_{i j}^{*}(u)\right|$
$\partial \alpha_{a b}(v) \mid$ is $(-1)^{p+n-1} \alpha_{12}\left(n_{2}\right)^{-p}$, as stated above.
Since $\partial \alpha_{i j}^{*}(u) / \partial h_{a b}(v) \equiv 0$, we need only evaluate $\partial h_{i j}^{*}(u) / \partial h_{a b}(v)$. This is $\delta_{i a} \delta_{j b} \delta_{u v}$ unless $i=1, u=n_{1}^{*}, a=2$, $v=n_{2}$ when we obtain $-\delta_{j b} \alpha_{12}\left(n_{2}\right)$. Thus the determinant is $\left\{-\alpha_{12}\left(n_{2}\right)\right\}^{p}$ and the Jacobian determinant required for the theorem is, in the ordering of rows and columns used in this proof, $(-1)^{n-1}$. Reordering rows and columns in the natural order stated in the theorem we obtain the required result.

In order that (2.8) should represent a stationary process with $e_{t}$ the innovation sequence, then it is necessary and sufficient that $k(z)=H\left\{z I_{n}-F\right\}^{-1} K+I_{p}$ should be analytic for $|z| \geqslant 1$ and $\operatorname{det} k(z) \neq 0,|z|>1$. If $\operatorname{det} k(z) \neq 0$, $|z| \geqslant 1$, then the resulting set of $F, H, K$ is an open submanifold of $M(n)$ so that precisely the same result holds.

Although the Jacobian determinant of the transformation is unity, it is evident that the smallest and largest eigenvalues of the Jacobian matrix approach 0 and $\infty$, respectively, as the edge of a coordinate neighborhood is approached. If a stationary random process is parameterized by points in $M(n)$, then one might seek to check the appropriateness of a coordinate system through the information matrix.

Although its determinant is independent of the partition, $n=\Sigma n_{j}$, used to define a coordinate system, the eigenvalues will not be. It might be computationally difficult to determine these eigenvalues, but the trace is easy to compute. The determinant will be useful in checking whether $n$ is too large as the information matrix will be singular when this is so.
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# Regulator Synthesis Using ( $C, A, B$ )-Pairs 
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#### Abstract

The concept of a ( $C, A, B$ )-pair of subspaces was introduced in an earlier paper by the author to study problems of compensator design. Here, it is shown that the same concept plays a basic role in the theory of tracking and regulation. From a few fundamental properties, the main results of regulator theory are derived in a relatively simple and straightforward manner. Another new feature is that we are able to allow the presence of an unknown input, thereby unifying the fields of "tracking and regulation" and "disturbance decoupling." All results are fully constructive, and an example is given to illustrate the theory.


## I. InTRODUCTION

IT IS often true that insight in the practical handling of a computational problem depends crucially on which theoretical concepts are used to describe the basic question of solvability. Thus, the invertibility of a matrix can be described in terms of its determinant or in terms of its singular values, but from a numerical point of view the first standpoint is much less significant than the second. It is always desirable to have at least a clear conceptual framework available.

In this paper, we consider servo and regulator problems for linear multivariable systems. The basic solvability question has been studied extensively during the past decade, mostly within the state-space framework that we shall also use; see, for instance, [1]-[9]. ([9] will be our main reference.) The purpose of the present paper is to put forward a new concept which can be used to obtain the solution of the regulator problem in a direct and transparent way. Our method is to be compared with the procedure of [9], which proceeds stepwise from "restricted" problems (using state feedback with certain restrictions) to "extended" problems (using dynamic output feedback). Of course, the "extended" version is the form in which the problem has to be solved ultimately, and the main benefit of our approach is that it considers output feedback directly, without any intermediate steps. The key concept is that of a " $(C, A, B)$-pair of subspaces," which relates to dynamic

[^2]output feedback in roughly the same way as the concept of " $(A, B)$-invariant subspace" relates to state feedback. The notion of a ( $C, A, B$ )-pair has been used before by the author [14] to study stabilization by dynamic output feedback.
An interesting feature of our method, which acts as a further corroboration of its naturalness, is that it is able to bring the disturbance decoupling aspect into the regulator problem. Up to now, the topics of "tracking and regulation" and "disturbance decoupling" have been treated separately; the solution of the latter problem involving dynamic output feedback is quite recent [10]-[13] and it has, in fact, been the origin of the notion " $(C, A, B)$-pair" (see [14]). We give a unified formulation from which both the tracking and regulation problems and the disturbance decoupling problems can be recovered as special cases. This general formulation has an appealing form: we consider a system which has two kinds of inputs, one that is at the controller's disposal and one that is controlled by "nature," and which also has two kinds of outputs, of which one describes the goal of the control and the other gives the available information.
For the general problems we shall pose, an algorithm will be given which checks their solvability, and we shall also give a method to construct a solution if one exists. While our treatment of these problems is thus completely constructive, it is not claimed that the presented algorithms are optimal with respect to numerical behavior. However, coming back to the point made at the beginning of this paper, it is believed that the conceptual clarification will be helpful to improve practical solution methods.
We lay down some notation and terminology in Section II where we also give the definition of a " $(C, A, B)$-pair." The next two sections give some basic results involving ( $C, A, B$ )-pairs; these are Theorem 3.1, which will be needed for the "necessity" part of our later results, and Theorem 4.1 which will be used for the constructive side. We shall pose the generalized regulator problem in two different versions, depending on the stability requirements. In Section V we consider "output stability," and "maximal stability" is treated in Section VI. Complete solutions of both problems are given, together with specializations to
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