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ABSTRACT

During the past Sew vears RN has developed a generzl purpese, high performance
packet Switching network, called CSRET.  Although certain design aims were fixed the
actual usage has not always followed exactly these aims. The papeT outlines the
history and development of CERNET, its facilities, usage and future plans. Emphasis
is placed upon the general aspecis of the design and use rather than the particular
tecimiques which have been used in the hardware and software.

1. INTRODUCTION

(=N, the European Muclear Research (entre, is

a high-energy physics research laboratory
situated on the French/Swiss border near Geneva.
In fact, the laboratory is divided geographically
inte two sites, cne of which actually spans the
border, whilst the seccnd, newer site is
completely in France a few kilometres away.

The actual research in CERN is garried out oy
taams of resident or visiting scientists who set
up experiments in various regions of (ZXN. These
tegions are also wicely scattersd over both
sites, thus giving rise to 2 gemerzl commmic-
ztions preblem.

All of the experiments now uUse minicomputeTs in
various ways. There is always a computar
controlling the accuisition of experimental
data and the storing on megnetic tape. [Further
facilities, including verification of the guality
of the data, rejection of uninterssting data
etc., dapend upeon the power and sephisticazion
of the minicompurer(s).

The number of minicomputers in RN curTently
exceeds two hundred and c¢overs a wide range of
manufactureats. CoRN has tried o standardise
whersver possible, so that most of these
computers zre Digital Squipment, Heéwlett
Packard or Norsk Data. However, since
experimental groups may bring their own
computer, CT sOitware, compiete siancardisation
nas proved impossible.

Tor its brute momper-ctinching power, S5SN has
a single computer centTe locartad cn the original
site. This centrs has gone through several
phases, and is curvently equipped with both (IC
(a 7500 front-snded ov 2 6400 and 2 8300) and
IBM (2 370/168 and 3 3032) mainiramss.

The current trend towards increased complexity
of experiments at CZRN makes 1T necessary toO
have such large mainframes in order to process
the datz produced by these experiments, since
the minicomputers in the exgerimental aTeas ars
unable to do s0.

2. HISTORY

Practically ever since CZERN began acquiring
large mainframe computers it has been attempting
to make their computing poweT available to the
minicomputers in experimentzl aveas. Zarly
teemprs to link directly on-line o Th¢ ComputsT
centre ware made difficult by the inability of
the minfrzme operating systsms to cater for wie
mivture of cn-line rezl-time data analysis with
off-line batch environment work and, later,
ter=inal sccess. For this reason, the idea of
on-line data acquisition and analysis in the
computer cengjre was temporarily abandoned in
favour of two alternative approaches, which

were tursued in parsllel.

One zpproach invoived using the ¢antTal coTpuiers
only in batch mode., This was implemenzed in 2
system cailed TOCUS' which was in operaticn

from 1968 untii the end of 1973. Here a CCC
3000 lewer series computey was equipped wizh
dara links to varicus experimental saf-ups. 3V
means of terminals cormected o FOCUS the
shysicists could send d2tz sarple files to the
3000 file base, manipulats scurce {iles,

initiaze transfer of jebs (including the data
sarple files) to the central (OC computers and
retTisve output for inspeczicn or printingz. AT
its pesk (1970-1973) FOCUS was handling akout

70 simuitarecus tarminal users and about 10 dzta
links, plus three Remote Job Intry staticns.
However, its services were tanding < became
oversTretched snd it csuld not e2sily be extended
to include the I2M computaTs.
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Tn 2n alzermative approach, for a very large
experimental facility called CMEGA, 2 medium
size CII 10070 computer was purchased in 1870
specifically to provide resl-time data analysis
and associated support facilities including
serminals. The data commumicatiens fumction
was performed DY 3 neTworX of PDP compurers,
kmowns as OMNET?. The CII 10070 was legically
in the csntre of this network, with the Terminals
being comnected to the various POPs. This
system also lasted until the end of 1873, &
]

0 ¢t

which time the CII 10070 was discarded 2s
0id, expensive to maintain and notT powerIul
enough. However, the PDP nelwork was retained
for integration imto plammed facilities.

o]

furing the mid-1970s it became clear that the
1ifetime of both FXUS and OMET was limited,
so =hat both would need to be replaced fairly
soon. With the sophistication of modern
mainframe computers and cparating systems and
the acquisitionm in 197¢ and 1978 of large

IEM mainfrares and mass storage facilitles to
complement the existing OC mainframes, it was
also fel: that the various facilities could
wenefit bhv Deing reintegrated into the main
corguter centre. In addizion, ome had <o take
inte account the growth, both inside and out-
side (ZRY, of other computer networks
constructed for particular purpeses. An
examole, inside CERN, is the very sucgessiul
$PS network of Nord-10s® which is used o
control the particle acceleratcr from a single
control rocm. External to (GRN theTe are many
public networks being developed, such as
SURONET, TRANSPAC.

The decision was thus mede in 1973 o ceomsTTuct
s general purpose data comrumications network
(cailed CERNET) inside CERN, to be used for

conputer~computer commmications. The
performance should be such as to allow data

transfer &t spesds cermparable to that of writing
dats onto magnetic tape. However, the NeTWarX
sheuld also De able to handle lower speed
traffic in an integrated way.

3. PROJECT DEVELORENT

As a result of CERN's previcus work on high
speed datz commmications there was already a
high level of technical expertise ¢n tThe con-
structicn and use of high speed links. Also
there was already 2 large nupber of standard
high-cuality twisted pair cables over much of
the site. Thus it was decided that, Tegariless
of cerputer or Tvpe of neTwork, the actual data
links would be designed at CZRN. This has
been done, ané the curTent limks can mum at
§ megabits/seccnd over sihoTT distancas, oT
1.5 megabits/seccnd over distances of several
kilcmetres, in an asvhnchrgnous modse”

(5]

The wvpe of method was chosen as a packet-
switching one, rather than circuit-switching,
becauses it was felt that packet-switching was
beth general purpese and very flexible. It was
also hoped that packet-switching could be mads
1o work sufficiently fast for the propesed Tvpes
of zpplicaticn by a suitable choice of hardware
and protccals: this hope has, 5O far, been

-ealisad. The general topology of the netwoTk
was foreseen as mesh-tvpe, with particular daia

links being insertec according to either trafiic

recuirements or safety back-up needs.

The choice of computer for CZRNET was, at the
#ime, a choice between various minicowgulers
which could provide a variety of performance
2@ hardware devices but in gemeral na sciTware
specifically designed for high-speed packet-
swisching. After the usual type of
evaluation, wenchmarks, cost comparison, 2tc.,
it was cecided to do the implementation on
Mocular Compuser Services (Modcomp) Model II
series computers. ine only sofmharz to be
t3ken was z basic comminications-oriented
operating svstem called MAXCOM,

The project was implemented in two phases.

In the first phase the emphasis was on providin
s network wrich could link together the main-
frames, the minicomputers in the 'Nerth Arez’
recion of the second CERN site, the miniccrputer
sofware development laboratories and certain

selectad minicomputers on the first site. This
lazsar group included a commection to the CMET

network, viz 2 gateway, so as wo give all ONET
subscribers access %o the (DC/IBM complex in
wime for the removal of the CII 10CT0. fThe
first shase was terminated at the end of 1873,
at which time the configurartion was 2s shown

in Figure 1.

During the first phase the effort was mainly
dirsctad towards having 2 stable network and &
reascnably complete range of user serviceas. The
acmual throughput performance of CZRNET was 2
seccndary goal sc long as an adequate cara TIte
couid Be achieved. In practice, transiers of
files took place zt around 15 kilobvtes/second,
whilst special high-grioritv tesis couid get
over 60 kKilobytas/second. The limitations
partly came from CERNET itsell but zlso wers
much affecred bv he choice of pricTity level
for the neTwork interfzce software In the
mainfrzmes and <he effegtive rate of disk

accesses.
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shows how it i envisaged te make the
extensions curing the second phase.

The choice of the various lsvels of protocols

was influenced by the hardware design and the
speed requiremsnts. At the time the development
of standard protocols was at zn early stage and
it was umclear whether those in use, 21l of which
tended to have small bleck sizes, wculd be
capable of handling the data rates which were
envisaged. The decision was thus made to define
protocols specifically to £it with the hardware
and speed requirements. In fact, CGERET is
basically anly a datagram network but with the
special property of guaranteeing delivery in the
same order in which the datagram packats enter
the network. Thus, higher lsvels of protocel,
namely progran-to-program and file access
protocel, are necessary for meaningful dialogue
with the computer centre mainframes. The'design
woTk was greatly influsnced by the protocols used
in the Cyclades network®.

For the software it was dscided to avoid assembly
language coding whersver possible, in favour

of a high-level language. The ease of writing
and debugging of programs far outweighs any loss
in speed or ingrease in memory requirements,
especially since speed can be attacked by
isolating critical code, whilst memory expansion
is becoming relatively cheap. The chosen high-
level lznguage was BCPL®. This is not specif-
ically & systems prograiming language but is gquite
adaptable to writing svstems programs and is
sxtremely portable. The latTer is very important
since large amoumts of seftware written for the
CERNET nodes can also easily be modified for user
machines. The overall scftware design assumed
that (ERVET would be a general mesh topology.
jthough 2 newwork contrel centre was planned,
each node in CERNE] was to be able to act
independently. The path through CERNIT for
traffic between a particular pair of computers
{subscriber or host) was to be fixed at any given
time as 2 fuinction of current topology. In the
case of topology changes (link or node failures)
CIRNET was to automatically adjust %o the new
topology.

CERNET began genuine operation in Mgrch 1978 Zor
a single user and sminframe (370/163). Ixpansion
continued during that vear so that by the end of
1878 there werz more than a docen minicomputer
users plus both OC and IBM mainframes. C(E22NET
was zlso used for utilitv £ile transfers betwesn
the different mainframes.

4. USER-AVAITABLE SERVICES

dowever well a nemwork may perform, its useful-
ness to the user is only as good as the services

which can be cbtained from it znd the other
computers commectsd to it. Thus, it is necessary

to design and implement software for execution
within the IBM and (IC mainframes to provide

such services. Tnese services of necessity
involve a basic software module kmown (in

standard netwotrking jargon) as a Transpert Msnager,
which handles muitiple simulzanescus conversations
¥wown as logical links or virtual calls.

The next level up from logical limks is the
transfer to and from the mainframe computer
permanent £ile systems of various types of files.
+ was decided to implement this next level in

a sepzrate protocol, known as the File Access
Protocel, which mzy be used by any minicorputer
<o talk to a File Manager progran residing
permanently in the mainframe compusers. 3y this
means the user can transfer data files in either
Sirecwion withous the need o write any software
in the mainframes. Such files might be data
sample files, utility programs, copies of a
minicomputer file base atc.

The File Manager exists cn both CUC and IBM
mainframes. Cn the CIC it is combined with the
Transport Manager into a single offering which
can be mun on the front-end 6400/635CC machines.
This is convenient sinc: <hase front-ends centrol
the permanent file base but are not inzended o
do much sericus number-crmmching type of wotk,

In the casa of the ISM the two are separats, 50
that the File Mgnager is simply & user of the
Transpor: Manager, albeit with a high priovicy.
Hoewever, it is quite acceptable for ¢ther user
prograns to mzke calls directly te the Transpors
Manager, via a set of interface rourines whict
are held in the CZBY pregram librarr. Such
calls can recuest or aczept logical links with
cther computers on (ZRNET, pass data in either
direction and close the link at zny tire.

By means of the Tronsport Manager interface
routines a sophisticated minicomputer programmer
czn permit a data analysis progr=m executing in
the [BM to take its inpur {rom 2 logical link

z0 a minicompurer, anmalyse it and rerurn results
o the minicampurer. It 21s0 allows combpulsr

SUDPOTT DTOgrammers/znalvsts to write standsTd
complete programs for the I3M which comverse
with the (OOC File Manager to transfer files in
either directien.
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The minicomputer user himself, of course,
requires softwars. The viewpeint which has been
wzken here is that if he has one of the standard
minicorputers with a standard coperating system
then he can be given standard software. This
software consists basically of a Transport
Manager program, written in B(PL in such a way
as to be a5 portable as possible’, plus an inter-
face packzge at the File Manager level. These
interface packages 4re not necsessarily writien

in BCPL but zre always csllable Ircm the hign-
lavel language(s) normally used on the particular
minicomputer involved.

5. CERNET USAGE

Despite the intention to provide real-time data
analysis the first use made of TERNET Dy an
experimental group simply involved using the
I3M computer fila base as back-up Zor the
local minicomputer file base. The reasens for
this are fairly clear:--

(a} <the file bases on mainirzme CorputeTs
are well safeguarded against Zile
corruption problems oy relizble back-up

gvsTems;

{9) terminal facilities, including source
editors, output scanning etc., may be
much more sophisticated on the main-

frames than on the

might be ccnnectad

terminal(s) which

to the minicempurers;
{¢) the programming of the minjcormputaTs to
send files to the mainframe compuliers,
either by individual files or groups cf

files was fairly straightforward.
Because of these reasons this £irst experimental

group was socn reguiarly transferting saveral
mmdred files of various sizes and formats

1o the IFM. It has been invariablv the case that
other (ZRNET users have begun by doing the

same thing.

Very shertlv after this first use the corpuleT
centre programmers wreie a mumber of utility
orograms which executed on the I2M and
sransferred files of verious wvpes to and Irom
the COC 6400/6300. The end user for these
orograms is then normally scmeone who is logged
in on the I3M terminal system wWribur? and b
invokes them by use of catalogued procedures
inown as SNECT files. Tous, the actual usage
is simple ané much faster than the alternative
method of going via magnetis tape.

3v mid-1972 the original mest entarprising
experimental group ¢id sctuzlly gracuate O

rezl-time usapge. This usape involved locally
selecting z particularlv interesting wmit of
data (known 25 an event) znd sending it o the
I3M for irmediate aznalysis, with the results
being teturned in & matter of seconds Ior
supeTimposing on the original graphical
reprasentaticn of the <ata. In crder to
guzrantee this response time a special job

class was defined in the I3M specifically for
this type of job. Initially the effect of this
job class on cther activities of the IBM was

minimal, due to the relative infrequency with
which the facility was used. However, it is
clear that an abuse of this tvpe of facilisy
remains possible uniess the job scheduler Is
cgpable of handling it.

The actual usage has, thersfore, demonstrated
=hgt whilst relatively exctic avpplications

are possible via CZRNET, the bulk of the traffic
is commosed of mmdcane file transfsr.

§. FUTURE PLANS

CERVEY will inevitably grow in size and complexity
as time goes cn. It is the intentiecn this
growsh should increase, and not rsduce, the
overall reliability <o the end user.

that

actual services offered
is these services that

Mors important aTe the
by and via C&2NET. It
whe user a2ctuallv sees and uses, hence %o him
thev are the netwwork. In fact, the basic
neswoTk snecuid ideally be completely invisible
and 100% zvailable.

In the central mainframes it is plammed To
increase the capability of the File ManageTs
zo handle more tvpes of files, including job
ard output filas. Also an access method intc
the terminal svstem of these maindrames would
allew the terminals of the minicompuiers ¢
act as terminzls of the mainframes. However,
terminzl concentTalors as such are not planned
since CERN zlready has an extremely flexible
hardware scluticm calisd INDEX.

CVRNET itself is o inclu

o

~lanned

=i
centre capable of monitoring the =nt network
ané cormectad computers’ sTatas #I¢. Such 2
control centre could also itself srovids

se=vices such ag control of fila gransiar Detwesn

other pairs of mainframes.

The services vo pe offersd to minicomputars are
verv dependent on how much already exists o
the minicompuzer canfigurations. It is plammed
to cater focT the 'worst’ minjicmputer
wizh very liztle in the way of pericnerzls and
soioware by providing cToss-asssmblers, <Tess-



compilers, link editors =tc., normally on the
I2M and doing downline loading of complete core-
load or overlays. This is being done in a
machine independent way®?! and in fact the first
customers for such support are the CERNET nodes
themselves.

" Finally, it is hoped to offer standard packages
to *he standzrd minicomputers foT & variety of
applications. Ome such package would be for
automatic file archiving and retrieval. Cther
possibilitiss are that some of the larzer
configuratien minicomputers may irplement a
File Vanager and thus offer services themselves.
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Jgure 1: Trear Confiquration at the Znd of Phase ! (Decerber 1873

Each mumber circle rTepresents a Modoomp TERMNET node computar.  Their D
are as follows:
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FICURE 7: (emeral Picrure of the Phase Il Extension af CERMET Fagilities

Each squars reprasents i connection-roint servicing l1inks o users’
COompUteTS Or etpermen..al squirment in a maber of rezione cf che site
Denendmf' on the grewth in data tTafSic from thesa recions, and the
degree of availahility regquired, each square 2nv Ta2prasent cne oT sevaril
CTONET node comruters and eaoch line to the genctral computsrs may
reprosent one of several CERNET links.
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