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Abstract: One of the greatest challenges in the design of shape-memory elements (mostly binary
Nickel-Titanium wires) is to ensure that the required travel (stroke) is achieved, as this is subject to
variation due to various influencing factors. One way of predicting the stroke is to use a suitable
energy model. In the past, for example, a model was developed by Oelschläger with which the
stroke can be calculated on the basis of the electrical energy. However, so far no model takes into
account the change of the phase transformation temperature. In this study, the model of Oelschläger
is extended and verified to consider the degradation behavior over the whole lifetime. For this
purpose, fatigue tests of 52 wires (2 different load scenarios) were performed. Based on these tests
and the application of statistical methods (distribution models, goodnes-of-fit tests etc.), a target
model was developed for each load scenario, which is used to verify the extended energy model.
The energy model was applied to wires of both load scenarios to simulate the stroke progression.
The verification of the extended simulation model shows that it is possible to simulate the longterm
behavior of the stroke for one of the two load scenarios. The second load scenario shows deviations
between the target model and the simulation, which is due to problems in the area of measurement
equipment, convection, and temperature distribution in the wire. Nevertheless, a decisive modeling
approach could be developed, which can be used to consider the long-term behavior of the phase
transformation temperature of wires in simulations.

Keywords: shape memory alloy; shape memory actuator; smart material actuator; degredation
analysis; reliability analysis; lifetime estimation; simulation of the activation behavior; phase transfor-
mation temperature; energy model; condition monitoring

1. Introduction

Shape Memory Alloys (SMA) have the fascinating ability to regain their original
shape after an apparent plastic deformation [1–4]. This is due to a diffusionless phase
transformation between a low temperature phase martensite and a high temperature phase
austenite [2]. This transformation process leads to the deformation of the material that
is most commonly used to generate a stroke [5]. This effect makes SMAs very suitable
for actuator designs in which they substitute for conventional actuator elements, such as
electric engines [6]. SMA components, such as wires, springs or tubes, are lightweight,
small, noiseless during operation and have a high energy to density ratio [7]. There are
two different Shape Memory Effects (SME): pseudoplasticity (or thermal SME) and pseu-
doelasticy (or mechanical SME) [8]. In actuator designs the thermal SME is used. The
SMA component is heated via the ambient medium [9] or via electric heating [10]. The
activation temperature depends on the specific SM Alloy and the applied stress [5]. Over
the last decades SMAs reached various fields of applications, such as automotive [11],
aviation [12–15], medicine [16–18], robotics especially micro and soft robotics [19–23]. Over
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the last decade additive manufacturing became a relevant process to fabricate NiTi [24,25].
The interest in the process to generate superelastic structures is of great interest in recent
research [26–28]. Another advantage that makes SMAs so attractive is their so called inte-
grated sensing effect [6,7]. It is applied when the SMA component is electrically heated
since the electric resistance is changed during the phase transformation. Figure 1 shows the
course of the resistance changes over time. Monitoring the resistance during operation al-
lows to make statements about the components condition [29] since the contraction and the
elongation of the SMA component is accompanied with a change in the electrical resistance.
Unfortunately there are several fatigue effects that limit the accuracy of these methods.
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Figure 1. Stroke [mm] (Left) and electrical resistance [Ω] (Right) over cycles [-] for various load sce-
narios. Source: [30].

Shown in Figure 1 are the courses of the stroke (Left) and the maximum of the electric
resistance per stroke (Right) at different load scenarios until failure. Two effects are obvious:

• The maximum stroke decreases over time different. The process depends on the
load scenario.

• The electric resistance increases over time. It also depends on the load scenario.

The exact connection between fatigue, load, and resistance is yet to be described. This
degradation makes it complicated for a resistance-based condition monitoring to work
properly over the complete lifecycle of an SMA component. Within the scope of several
publications, Heß and Bracke developed different approaches to predict the (remaining)
lifetime of shape memory wires [31–35]. For example, the influence of temperature due to
weather and various load scenarios were investigated. For the analyses, fatigue tests were
carried out, as in this work, and then evaluated using various statistical procedures and
methods (nonparametric statistics, correlation analysis, regression analysis etc.). Prediction
models were developed on the basis of the parameters stroke (and the integral of the stroke),
electrical voltage, current intensity and electrical resistance, and are currently being further
developed. Acceleration factors were also determined for the load parameters weight and
current intensity.

Fatigue of SMAs can be divided in two major areas: structural and functional fa-
tigue. Structural fatigue is described as the formation and growth of cracks during cyclic,
mechanic load of the material [36,37]. This effect is well investigated for pseudoelastic
SMA. From this field it is known, that the lifetime (number of cycle until crack) is driven
by the initiation of cracks [38–40]. Functional fatigue is more complex. The martensitic
phase transformation is known as reversible but is guarded by irreversible processes on
the micro- and nano scale [41]. This leads to decreasing austenite start temperatures and
increasing austenite finish temperatures with rising activation cycles [42]. Both effects lead
to an increase of the electric resistance over time. Figure 2 shows the stroke/temperature
hysteresis at different activation cycles. The shown activation cycles were performed in the
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climate chamber. The cycles between the climate chamber cycles were electrically induced.
A binary NiTi wire with a diameter of 0.28 mm was investigated at a load of 350 MPa.
According to the work of Großmann the phase transformation temperature changes with
an increasing number of activation cycles [42]. These change strongly depending on the
load scenario.

20 40 60 80 100 120 140
Temperature [°C]

1.50

1.75

2.00

2.25
R
es
is
ta
nc

e 
[Ω

]

n = 1
n = 2000
n = 5000
n = 7000

20 40 60 80 100 120 140
Temperature [°C]

−5

0

5

St
ro
ke

 [m
m
] n = 1

n = 2000
n = 5000
n = 7000

−5 −4 −3 −2 −1 0 1 2 3
Stroke [mm]

1.50

1.75

2.00

2.25

R
es
is
ta
nc

e 
[Ω

]

n = 1
n = 2000
n = 5000
n = 7000

Figure 2. Decreasing hysteresis for a binary NiTi wire, 0.28 mm diameter at 350 MPa. Source: Cf. [30].

The first cycle shows a very sharp austenite start and finish temperature: Between
about 125 °C and 127 ° C the full stroke of 5 mm (Figure 2 Mid) is generated. The same is
true for martensite start (MS) and finish (MF) temperature. Starting after the first activation
an elongation of the wire can be observed: After cooling the wire does not go back to the
initial position but goes a bit further. During the following cycles the hysteresis diffuses
gradually in an increasing manner since the temperature range of the transformation
widens. The shown PTT are used later on for the simulation.

2. Goal of Research Work/Motivation

The simulation of the SME is of great interest for the scientific community for more
than two decades [43–46]. The research is mainly focused on the stress-induced martensitic
transormation or superelasticity of SMA. The role of the transformation temperature became
a topic later on and is still subject for researchers [47,48]. Still, the influence of the fatigue
over the whole lifespan of an SMA component on the applicability of the mentioned
approaches is not yet known.
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One major goal to achieve by monitoring the electrical resistance is the position control
of the SMA component. There are two ways to investigate this: How can the position
of an SMA component be controlled during operation? How can the generated stroke
based on an SMA component be estimated based on certain activation parameters while
designing an SMA actuator? There are several solutions for the first question: Schiedeck
and Elahinia used a PI or a PID controller in order to control the position of SMA wires
based on either the electric resistance or the stroke signal of a distance sensor [10,49].
Elahinia went further [50] and investigated several more control mechanisms for this topic.
Pagel finally developed a control system that is able to set a certain position independent
from the load scenario by applying a thermal low pass characteristic [51,52].

I2(t) · RD︸ ︷︷ ︸
Electr. power

= Cp · p ·VD ·
dTD
dt︸ ︷︷ ︸

Thermal capacity

+ α · FD · (TD − TU)︸ ︷︷ ︸
Convective heat trans f er

+ Em · σS · FD · (TD
4 − TU

4)︸ ︷︷ ︸
Heat trans f er by radiation

+

p ·VD · ∆H ·
∣∣∣∣dξ

dt

∣∣∣∣︸ ︷︷ ︸
Trans f ormation enthalpy

+
dWMech

dt︸ ︷︷ ︸
mech. power

(1)

For the second question Oelschläger developed an approach based on the energy
balance: Electric energy goes into the component and heat content, convection, radiation,
work (by lifting a weight) and phase transformation enthalpy leaves the component (see
Equation (1)). The heat conduction is neglected, since its magnitudes are smaller than
convection and radiation [53,54]. Since then this approach was used several times and for
various applications [55–59].

As ≤ TD ≤ A f : ξ =
ξ

2
cos
(

π
TD − As

A f − As

)
+

ξ

2
(2)

To calculate the strain of the SMA component and the resulting stroke Equation (3) is
used. The formula goes back to an approach by Liang and Rogers [60]. Depending on the
phase transformation temperatures AS and AF the amount of martensite (ξ) is calculated
for a certain temperature of the component. From there on the strain respectively the stroke
is calculated as followed:

EFG = EFG,max(1− ξ) (3)

For the Equation to calculate correct values the initial parameters must be known.
With a deeper look into Equation (1) these parameters are: The mass of the component
respectively its outer dimensions and its density and the phase transformation temperature.
The components’ mass is important for the heat content. The convection and the radiation
depend on the components surface. The phase transformation enthalpy strongly depends
on exact values of the materials phase transformation temperatures. These can either be
determined by DSC-measurements or in a climate chamber [61]. Finally the maximum
strain that also decreases over time must be determined and taken into account.

Figures 3 and 4 clearly show that all values change with an increasing number of
activation cycles and moreover depend on the load scenario and the specific alloy. In this
expirement, a 100 mm long binary NiTi actuator wire with a diameter of 0.28 mm was
loaded with 350 MPa. It was electrically activated with 1.2 A for 3 s followed by a cool
down phase of 40 s. This resulted in a strain of approximately 3% or 3 mm. To monitor the
decrease of the maximum strain every hundredths cycle the specimen was fully activated
like this: A slow electric ramp starting at 0 A and linearly increasing the current of 1.5 A in
100 s followed by a ramp down back to 0 A in 100 s. An example of this effect is shown
in Figure 3. All these uncertainties make it a challenge to properly predict or simulate the
strain respectively the stroke of an SMA component.
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Figure 3. Maximum of current, voltage, strain, energy and resistance per cycle for a 3% strain. Every
100th cycle was a full activation (5% strain) to further track the degradation of the parameters.
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Figure 4. Degradation of the strain (Right) and the start/end position (Left) for the full activation.

Summary and leading question: Controlling the stroke of an SMA component is a major
goal to achieve. A literature review showed that several approaches were investigated to determine
the stroke. None of the approaches take the change of the phase transformation temperature into
account. Various experiments found a link between the fatigue of an SMA component and its electric
resistance. Therefore the main question of this study is: Can the electric resistance be used in order
to adjust the PTT during the operation of an SMA component? Can the resulting stroke for higher
cycle counts still be calculated with values for the PTT that were adjusted according to the electric
resistance? How reliable does a developed model that predicts the stroke perform?

3. Experimental Setups

The development of the adapted model for the prediction of the actuator travel requires
numerous fatigue tests and calibration tests, some of them within a climatic chamber. The
strain development of the reference model also requires an extensive data base in the form
of fatigue tests. This chapter therefore describes in detail the test setups used (test benches,
test plans, etc.), the execution of the tests, and the measurement data and parameters
generated in the process. The description of Section 3.1 is based on [30,31,33,35], the
description of Section 3.2 is based on [30,62].
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3.1. Experimental Setup for Fatigue Tests

The test rig in Figure 5 is designed for parallel fatigue testing of three SMA wires.
Figure 5a shows the whole test rig consisting of 3 test channels, Figure 5b shows the
components of one test channel in detail. All SMA wires (4) are cut to the same length of
about 110 mm and connected (3) to a fixed bearing (1) and a moveable bearing (6) which
have a defined displacement to each other. During the experiments the resulting length
of the wires is thus 90 mm which is standardized by the VDI-guideline 2248 [63]. Defined
loadings are attached to a connection of the moveable bearing (7). The weight is lifted by
the wire during the tests and serves also as the resetting element during the cooling phase.
Before the test procedure, the upper fixed bearing (1) is loosened and moved upward to
pretension the wire. In this case, the weight is already mounted. Every wire has the same
pretension based on the applied loading. Subsequently, the fixed bearing is fixed again
(with a screw). The wires are connected to a power source, every test channel consists also
of a force sensor (2) and a laser displacement sensor (5). Additionally, the test rig also has a
temperature sensor in its housing measuring the ambient temperature inside the test rig.

Fixed bearing (1)

Force Sensor (2)

SMA wire (4)

Laser sensor (5)

Moveable bearing (6)

Connection for loading (7)

Connection for wire (3)

Connection for wire (3)

(a) (b)

Figure 5. Test rig for fatigue tests of 3 SMA wires with weight as the resetting element (a) Complete
test rig; (b) Detailed view of 1 test channel. Source: [30,31,33,35].

During the entire course of the fatigue tests, all wires are cyclically heated above the
austenite starting temperature AS with defined parameters and thus activated. Important
parameters are among others the electrical voltage [V] and current [A] for activation,
the mechanical loading [MPa], the activation duration [s], the cooling phase duration
[s], the ambient temperature [°C], the force [N] and the displacement [mm]. Different
wire diameters d and loadings m can be compared by relating the loading to the wire
cross-section, i.e., by calculating the mechanical stres σ using the Equation (4).

σ =
mg( d
2
)2

π
(4)
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An example of 1 cycle of a measurement series of the endurance test rig is shown
in Figure 6. Exemplary the measured quantities distance, force and electrical voltage are
plotted against time. It can be clearly seen that the shape memory effect is caused by the
current pulse at a voltage of about 1.7 V. The wire immediately lifts the weight, which is
measured by the distance sensor as displacement. In the example shown the maximum
displacement is approx. 3.2 mm and is already reached after about 1 s. On the other hand,
the cooling phase takes about 12 s. During the cooling phase, the weight elongates the
wire again and acts as the reset element so that the next activation can start immediately
following the previous cycle. This is a simple setup for accelerated testing [64–67]. The
force sensor does not measure the generated positioning force, it measures the changes in
the weight force. This allows, for example, to observe whether activations that are too fast
lead to oscillatory behavior, that causes additional damage.
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Figure 6. Measurement series of the endurance test rig showing the measured variables displacement
[mm], voltage for activation [V] and force [N] over time [s]. Source: [30].

Following the experiments, all maximum, minimum values and the delta of all process
parameters are determined for each individual loading cycle, so that the behavior of each
parameter can be visualized over the entire test time. Figure 7 shows the corresponding
curves for an experiment as an example. The curves of various process parameters over
the entire test period can be seen. For example, the degradation of the actuator travel over
the load cycles becomes clear, while the resistance increases and thus also more electrical
voltage is required.
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Figure 7. Full endurance test ot the test rig of test setup I showing the current [A] and voltage for
activation [V], peak values of displacement [mm], ambient temperature [°C], energy [J] and resistance
of the wire [Ω] over test cycles [n].

After the extraction of all peak values, data cleaning is performed to eliminate large
outliers, which is necessary for accurate evaluations. The measured data is smoothed with a
Hampel filter by Pearson [68], which is defined in Equation (5). The filter identifies outliers
in time series using the parameter threshold t and and a window size for the calculation.
The lower the threshold, the more points are declared as outliers. The minimum threshold
is 0 while the highest is 3. In order to eliminate only large outliers and to influence the data
sets as little as possible, a threshold of 3 is used, as well as a window size of 100 cycles.

yk =

{
xk |xk − x†

k | ≤ tSk

x†
k |xk − x†

k | > tSk,
(5)

Within the scope of the paper, 2 series of experiments with different test setups I
and I I are analyzed and used for the development of the models. Test setup I uses a
load of 300 MPa, the wires are activated at 0.8 A for 3 s while the cooling phase lasts 40 s.
Test setup I I uses a load of 350 MPa, the wires are activated at 2.7 Volts for 1 s while the
cooling phase lasts 12 s. Due to the fact that both settings are very different from each
other, two completely different load scenarios can be used for the analysis and model
development. For all tests, the same heat-treated wire with an oxide layer and a diameter of
0.28 ± 0.01 mm as well as an austenite finish temperature AF of 85± 10 °C for the unloaded
wire is used. Table 1 shows an overview of the load cycles to failure of all endurance tests
performed. On average, the number of cycles to failure for test setup I is approx. 11,426. A
maximum of 16,222 cycles was achieved, while the earliest point of failure was reached at
5711 cycles. In the setup I I tests, not all wires were tested to failure (gray values). These
tests were aborted at different times. The aborted tests are not considered in the calculation
of the average, but are used up to cycle 35,000 in the further course of the analysis and
model development.

Furthermore, additional fatigue tests were performed with setup I using another test
rig (Figure 8). This test rig is very similar to the previous test rig shown in Figure 5. The
wire specimen (1) is clamped vertically between two clamping positions made of copper
(2). When the wire is activated, the travel between a plate (3) and a fixed ultrasonic sensor
(4) is measured. Weights (5) can be used to induce any desired mechanical voltage. Power
supplies with arbitrary function (6) generate current waveforms that can be precisely regu-
lated to control temperatures and temperature waveforms. Any sensor signals converge in
a measuring amplifier (7) and are recorded on a measuring/control PC (8). The tests from
this test bench are used as input variables for the simulations.
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Table 1. Results of the fatigue tests performed: Cycles till failure of all tested wires for 2 different
test setups.

Test Setup Wire 1 Wire 2 Wire 3 Average

10,389 5944 8258 8197
14,395 13,135 6467 11,332
13,014 11,502 5711 10,076

Test setup I 7997 11,967 7500 9155
Loading 350 MPa 14,127 12,055 6298 10,827

Current for activation 0.8 A 14,122 13,036 10,733 12,630
Activation 3 s 11,348 9282 9958 10,196

Cooldown time 40 s 15,425 13,722 11,859 13,669
13,611 15,493 12,963 14,022
16,222 12,478 13,780 14,160

35,635 16,419 20,872 24,309
Test setup I I 31,192 11,633 11,099 17,975

Loading 300 MPa 74,819 12,225 27,428 19,827
Voltage for activation 2.7 V 120,772 18,587 36,087 27,337

Activation 1 s 34,389 23,316 - 19,235
Cooldown time 12 s 70,127 22,117 - 22,117

25,426 27,606 - 26,516

Figure 8. Second test rig for fatigue tests. Source: [62].

3.2. Experimental Setup for Climate Tests

Experimental setup I I is shown in Figure 9. It works similar to the first presented
setup, with the main difference that all experiments can be performed within a climate
chamber. This allows for either an electric activation at varying ambient temperatures, or an
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activation via the ambient temperature. Furthermore the power supply and the amplifier
are of greater quality. Table 2 lists the operation data of the power supply. For a more
detailed review of the test rig please see [62].

Figure 9. Test rig for fatigue tests of a single SMA wire inside of a climate chamber. Source: [30].

Table 2. Operation data of the power supply Toellner TOE-8805-32.

Power supply
Output voltage [V] 0–32
Output current [A] 0–5
Output power [W] 160
Rate of ascent/descent [V/µs] 2

Output voltage
Resolution [mV] 2
Setting accuracy [mV] 0.025% + 10 mV
Measurement accuracy [mV] 0.1% + 10 mV

Output current
Resolution [mA] 5
Setting accuracy [mA] 0.1% + 80 mA
Measurement accuracy [mA] 0.1% + 80 mA

4. Model Setup of the Simulation and Plausibility Analysis

A model based on the approach of Oelschläger (see Section 2) was derived. The first
order differential equation can be discretized for ∆T for a given time step by Equation (6):

∆Td =
∆Qelec − ∆Qconv − ∆Qrad − ∆Qtrans −W

CPPVD
(6)

For the given experimental setup the time step is equal to the measuring frequency
(50 Hz or 20 Hz). For every time step Voltage and Current are measured. Thus the energy
per time step is calculated by Equation (7):

∆Qelec = IV∆t (7)

From there on, the simulation calculates the resulting temperature difference for the
given energy input and adds it to the previous value of wire temperature. At the end of
each activation cycle AS, AF, maximum strain and the wire length (respectively the surface
of the wire) are adjusted based on the change of the electric resistance. To prove that the
simulation is running properly the plausibility was checked in detail. To start the analysis
Figure 10 shows the stroke, the endpositions, the resistance, the current, the voltage and
the energy each per cycle for the real experiment.
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Figure 10. Input parameters for the plausibility analysis of the model.

As expected the resulting stroke and the enpositions decrease with an increasing num-
ber of cycles. The current is controlled constant at approximately 880 mA. As mentioned
before, the resistance increases over time. As a result the voltage increases as well. Since the
energy is the product of voltage, current and the timestep it is increasing as well. Several
assumptions are derived from the plots in Figure 10 going into the plausibility analysis:

• The predicted stroke decreases
• The maximum wire temperature increases since the energy increases
• AS should increase proportionally to the electric resistance
• AF should decrease proportionally to the electric resistance

To prove the assumptions, the simulated plot is shown in Figure 11.
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Figure 11. Example of a simulated strain compared to the experiment.

The simulation was based on the input parameters for energy and electric resistance
shown in Figure 10. Overall, the simulated stroke fits the measured values. A deeper
statistical analysis of the predicted parameters is performed in Section 6. The assumption
of a decreasing tendency in the stroke is met. At approximately cycle 1800, 3800 and 8000
the stroke starts to rise again. The reason for that lies in the accuracy of the measuring
equipment. A further look into the electric resistance in Figure 10 shows the mean value of
the electric resistance and the energy. Both variables behave accordingly: At the investigated
cycles the resistance and the energy both show a “bump” that explains the deviation in the
calculated stroke.
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Forward, the calculated wire temperature must increase over time. This assumption is
met. There are however still some outliers. The expectations for the course of AS and AF
are met. Further on, the PTT of Figure 2 are met. The simulated temperatures align with
the real temperatures from the experiment.

5. Development of the Target Models

In this chapter, the statistical methods used for the development of the models are
explained. These essentially include various distributions, the calculation of confidence
intervals and different goodness-of-fit tests. In this chapter, some of the most commonly
used distributions for reliability analysis [64,69–74] are described. A goodness-of-fit test
(non-parametric hypothesis test) is used to test whether the data set (approximately) follows
a certain distribution model. All relevant distribution models are explained below.

5.1. Distributions
5.1.1. Normal Distribution

Also kwon as the Gaussian distribution, the normal distribution is described by
Equation (8), the density of the distribution is given by Equation (9) [64,69–72,74].

F(t) =
1

σ
√

2π

t∫
−∞

e−
(y−m)2

2σ2 dy =
1√
2π

t−m
σ∫

−∞

e−
x2
2 dx, −∞ < t, m < ∞, σ > 0 (8)

f (t) =
1

σ
√

2π
e−

(t−m)2

2σ2 , −∞ < t, m < ∞, σ > 0 (9)

5.1.2. Lognormal Distribution

The lognormal distribution is defined by Equation (10), the density of the distribution
is given by Equation (11) [69,71,72].

F(t) = 1
σ
√

2π

t∫
0

1
y e−

(ln(λy))2

2σ2 dy = 1√
2π

ln(λt)
σ∫
−∞

e−
x2
2 dx = Φ(ln(λt)/σ),

t ≥ 0, λ, σ > 0

(10)

f (t) =
1

tσ
√

2π
e−

(lnλt)2

2σ2 , t ≥ 0, λ, σ > 0 (11)

5.1.3. Exponential Distribution

The exponential distribution is defined by Equation (12), the density of the distribution
is given by Equation (13) [64,69,72,74].

F(t) = 1− e−λt, t ≥ 0, λ > 0 (12)

f (t) = λe−λt, t ≥ 0, λ > 0 (13)

5.1.4. Weibull Distribution

The weibull distribution is defined by Equation (14), the density of the distribution is
given by Equation (15) [64,69,70].

F(t) = 1− e−(λt)β
, t ≥ 0, λ, β > 0 (14)

f (t) = λβ(λt)β−1e−(λt)β
, t ≥ 0, λ, β > 0 (15)
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5.1.5. Gumbel Distribution

The gumbel distribution is defined by Equation (16), the density of the distribution is
given by Equation (17) [74].

F(t) = 1− e−e
t−µ

σ , −∞ < µ < ∞, σ > 0 (16)

f (t) =
1
σ

ez−ez
, where z =

t− µ

σ
, −∞ < µ < ∞, σ > 0 (17)

5.2. Goodness of Fit Tests

Figure 12 shows the histogram of an exemplary data set and various distribution
models as an overview.
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Figure 12. Example of a histogramm plot of the probability density function and the cumulative
distribution function of fitted distributions.

To determine a distribution function for the data set, various goodness-of-fit tests are
applicable. In order to compare which distribution model best fits the available measure-
ment data, the values AIC (Akaike information criterion) and BIC (Bayesian information
criterion) are first determined for all relevant distribution models [74–76]. Both values make
it possible to compare the considered distribution models in such a way that a statement
can be made whether one distribution model fits the measured data better than the others.
In the second step, a Kolmogoroff-Smirnoff test (K-S test) is performed for the distribution
models which are considered on the basis of the AIC and BIC values. The K-S test quantifies
the goodness of the fit of a given distribution (e.g., a normal distribution) to an observed
data set [69,77].

First, the K-S test determines the the largest deviation Dn between an obtained (F̂n(t))
and a given (F0(t)) function using the following Equation (18) [69,77]:

Dn = sup
− inf<t<inf

|F̂n(t)− F0(t)| (18)

H0 : F(t) = F0(t) (19)

The null hypothesis (Equation (19)) that both distributions are equal is rejected when
the distance Dn exceeds a critical value (y1−a). The critical value y1−a depends on the
sample size as well as the significance level and can be determined using the table for the
Kolmogorov-Smirnov Test in [69].
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5.3. Approach for the Target Model

For the development of the target model, all tests of test setup I as well as test setup
I I from Table 1 are used in each case. In order to determine a distribution model for each
100th cycle, the corresponding values of each 100th cycle are combined to a sample. A
minimum sample size is required. Since the number of still intact wires decreases along the
number of cycles, no distribution model can be determined for the last samples. The target
model is created in the following steps:

1. Calculation of AIC- and BIC-values to determine the appropriate distribution
2. Performing a KS-test to approve the fit of the distribution
3. Fitting each sample to the distribution
4. Determining the 6σ standard deviation (±3σ) for each sample (Figure 13)

Percentage of

distribution

Standard

deviation

Percent

cumulative

Percentile

Z-Score

0.13% 2.14% 13.59% 34.13% 34.13% 13.59% 2.14% 0.13%

0.1% 2.3% 15.9% 50% 84.1% 97.7% 99.9%

-1σ-4σ -3σ -2σ +1σ +2σ +3σ +4σμ

1 5 10 20 30 40 50 60 70 80 90 95 99

-4.0 -3.0 -2.0 -1.0 0.0 +1.0 +2.0 +3.0 +4.0

Figure 13. Area fractions (quantiles) for a normal distribution. Source: cf. [78].

The overview based on the AIC and BIC values shows that the normal function
does not fit the fatigue test data of Setup I and I I significantly better or worse than the
other distribution models. The corresponding plots of the value curves are shown in the
Appendix A—Additional plots (Figures A1 and A2). AIC: In Setup I, the first deviations
appear sporadically only after 6000 cycles (60 samples). Only at the end of the tests,
from 10,000 cycles, the deviations become larger and more frequent, which is due to the
decreasing sample size. Setup I I, on the other hand, has slight deviations over most of
the test time. Only after 25,000 cycles do the deviations increase strongly, again due to
the decreasing sample size. BIC: For both setups, there are hardly any deviations over the
entire test time.

Since for both setups the normal distribution seems to be as suitable as the other inves-
tigated distribution models, a K-S test for normal distribution is performed for both setups
in the following step. The corresponding plots are shown in Appendix A—Additional
plots (Figure A3). Since for both setups the largest deviation Dn (setup I: ≤1−9, setup I I:
≤0.00405) is below the critical value y1−a (setup I: 0.237, setup I I: 0.266) for all samples,
the null hypothesis (that the data fits a normal distribution) is not rejected. The associated
p-values are p ≥ 0.998 (setup I) and p ≥ 0.96 (setup I I). The target model is therefore
developed so that the experimental data are always subject to a normal distribution. For
each sample, the normal distribution is fitted based on the available measured values of
the tests. In order to narrow down the target range and to enable a qualitative statement,
the 6σ range is determined in the last step (cf. Figure 13). 99.7% of all measured values are
then in the µ± 3σ range [69,71,78]. 3σ and −3σ, respectively, thus form the specification
limits for the target model.
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5.4. Final Target Model

The final target models as well as the results of the simulations of both setups are
shown in Figures 14 and 15. The target model of setup I is based on 19 from a total of
30 wires that were tested (see Table 1). The other 11 wires were not used for modeling
because data analysis determined that implausible value curves were present and anomalies
occurred during the tests (e.g., due to insufficient clamping forces). The target model of
setup I I is based on 15 of 18 tested wires. Figure 14 (Top) shows the comparison of the
target model of setup I and two simulated wires. Both simulations repeatedly deviate
significantly from the target model throughout the course. Both simulations also differ from
each other, so that each simulation deviates significantly different from the other. The mean
value of both simulations (Bottom), on the other hand, deviates from the target model less
frequently and much more weakly. With the assumption that the simulation is also based
on a distribution model, outliers and scattering of the individual simulations must also be
taken into account here. However, since only two simulations are available, this is currently
not possible. The simulations of setup I I are within the target model (Figure 15). Both
the individual simulations (Top) and the corresponding average value of both simulations
(Bottom) deviate slightly from the target model only within the first 1000 cycles. However,
it is noticeable that the second simulated wire scatters significantly more than the first
wire. Despite this stronger scattering, the simulation still lies in the target model. As with
setup I, further simulations are required if a distribution model is to be considered for the
simulations of setup I I.
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Figure 14. Target model for setup I based on the fatigue tests: Comparison of target model and 2
simulated wires (Top); Comparison of target model and the mean of the simulation (Bottom).
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Figure 15. Target model for setup I I based on the fatigue tests: Comparison of target model and 2
simulated wires (Top); Comparison of target model and the mean of the simulation (Bottom).

6. Verification of the Simulation Model

Within this chapter we take a deeper look into the results. During the operation of
the experiments, the development of the model and the analysis of the data, the authors
found several interesting indications that are worth investigating beyond this work and
the primary leading questions. Three major influences on the applicability of the model
and its general accuracy were investigated: the convection, the temperature distribution
along the wire and the overall accuracy of the measuring equipment.

6.1. Measuring Equipment

In Figure 11 the deviation between simulation and experiment is exemplarily shown
for Setup I performed on the second test rig with the equipment of higher quality (Figure 8).
A deeper look into the simulation revealed the following: The activation of 1 s respectively
3 s did not always generate the same amount of measuring points that were expected for
the programmed frequency. That means that 1 s of activation time at a frequency of 20 Hz
or 50 Hz did not result in 20 or 50 measuring points but 2–3 measuring points more or less
resulting in a slightly longer or shorter activation time. This effect is part of the reason why
the resulting stroke is not a thin line but a bold line (see Figures 1, 4 and 10). However,
the deviation in the activation time seems to have a greater impact on the simulation than
for the experiment. This might be a hint for a missing effect in the simulation model. If
the predicted stroke based on the measured values scatter more than the values for the
stroke from the experiment there might be some kind of damping factor that was not taken
into account.
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6.2. Convection

One factor with a great influence on the activation behavior is the convection. As
a general approach the energy loss due to convection is between 10% and 20% [79]. For
obvious reasons a range of this size makes it hard to precisely predict the loss due to
thermal convection. Furthermore the heating process is time-dependent: The wire heats up,
resulting in a thin layer of heated air around the wire. This layer affects the heat transfer
coefficient since it is temperature dependent and thefore the convection. On top of that, it is
well known that a change of the ambient temperature of a few degrees strongly influences
the activation behaviour [12]. Since the wires are very thin the mounting of the wire,
whether vertical or horizontal, also affects the heat transfer. The warm air around the wire
rises, therefore the heated air film disappears faster for a horizontal mounting compared
to a vertical mounting. All these factors make it hard to properly estimate the energy loss
due to convection without a comprehensive CFD-Analysis. Still, such a simulation can
only generate proper results for a certain set of parameters. If the boundary conditions
change, the simulation does not fit anymore. All these reasons makes it nearly impossible
to perfectly predict the resulting strain.

6.3. Temperature Distribution

The results from [80] found that with increasing cycle count, hotspots in the tem-
perature distribution along the wire emerge. In this work, the temperature distribution
of the wire specimen was monitored by a thermal imaging camera and the qualitative
temperature was analyzed. The leading question was: Is it possible to monitor the formation of
cracks that decrease the wires cross section and therefore locally increase the electric resistance via
thermography? A locally increased electric resistance also increases the local temperature.
The study found hotspots at positions where the wire finally broke. The qualitative temper-
ature was shown and not the absolute temperature since thermography of the SMA wires
is challenging: The objects are of small diameter, round and the emission coefficient is not
constant during activation. Along with the rather low temperature range between 20 °C
and 150 °C, measuring the correct absolute temperature contactless by thermography is
very costly. Furthermore, the absolute temperature does not contribute to the question of a
varying temperature distribution.

The experiment was repeated once for a specimen of setup I I to check if this effect is
repeatable. The results are shown in Figure 16. The results shown along with [80] indicate
that contrary to the assumption of the simulation model, the wire does not heat constantly
but with increased cycle-count some parts are hotter and some are cooler. The experiments
indicate that there might be an influence on the model’s accuracy since the model assumes
a constant temperature distribution.
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Figure 16. Change of the temperature distribution along the wire over different numbers of cycles.
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7. Conclusions

In this work, a simulation model was developed to predict the strain of an SMA
wire based on the energy input. Previous approaches neglected degradation effects from
structural and functional fatigue and were therefore only applicable for new wires that
were not previously activated. Activating the wires changes their PTT and leads to a
different energy consumption to generate strain. In this work, the electric resistance was
monitored since it is the measurand that is strongly linked to the degradation behavior of
SMA components.

Alongside the simulation model, two statistically valid target models for two different
load scenarios were derived. The target models show the normal distribution of the
strain resulting from the load scenario. These models were developed to investigate the
applicability of the simulation model. In addition, this enables forecasts of the (remaining)
lifetime during operation.

The strain prediction for setup I I was generally more accurate than the results for
test setup I. As the main influences are the measuring accuracy, the convection, and the
temperature distribution along the wire. All factors contribute to a deviation between
simulation results and the target model. The results of setup I I are however still promising.
The goal of the simulation model is to enable strain control during the operation of an
SMA component. Further investigation to increase the accuracy of the simulation model
is needed.
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Abbreviations
The following abbreviations are used in this manuscript:

AIC Akaike information criterion
BIC Bayesian information criterion
H Hysteresis
PTT Phase transformation temperature
SMA Shape memory alloy
SME Shape memory effect

Nomenclature

Shape memory effect
AS Austenite start temperature [°C]
AF Austenite finish temperature [°C]
MS Martensite start temperature [°C]
MF Martensite finish temperature [°C]
PTT Phase transformation temperature [°C]
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General parameters
t Time [s]
p Density [ kg

m3 ]
V Volume [m3]
F Surface [m2]
T Temperature [K] and [°C]
σ Stress [MPa]
W Work [J]

Electrical parameters
I Electrical current [A]
U Electrical voltage [V]
R Electrical resistance [Ω]

Parameters of the model
ξ Martensite fraction [-]
∆H Specific transformation enthalpy [ J

kg ]
Em Emissivity [-]
α Heat transfer coefficient [ W

m2K ]
cp Specific heat capacity [ J

kgK ]
Q Heat (energy) transfer [W]

Appendix A. Additional Plots
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Figure A1. AIC-values of all relevant distributions for each sample of setup I (Top) and I I (Bottom).
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Figure A2. BIC-values of all relevant distributions for each sample of setup I (Top) and I I (Bottom).
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Figure A3. p-values and test statistics D for each sample of setup I (Top) and I I (Bottom).
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