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Abstract. We compare the first direct angular diameter measurements obtained on our closest stellar neighbour,αCentauri,
to recent model diameters constrained by asteroseismic observations. Using the VINCI instrument installed at ESO’s VLT
Interferometer (VLTI), the angular diameters of the two main components of the system,αCen A and B, were measured with
a relative precision of 0.2% and 0.6% respectively. Particular care has been taken in the calibration of these measurements,
considering that VINCI is estimating the fringe visibility using a broadband K filter. We obtain uniform disk angular diameters
for αCen A and B ofθUD[A] = 8.314± 0.016 mas andθUD[B] = 5.856± 0.027 mas, and limb darkened angular diameters
of θLD[A] = 8.511± 0.020 mas andθLD[B] = 6.001± 0.034 mas. Combining these values with the parallax from S¨oderhjelm
(1999), we derive linear diameters ofD[A] = 1.224± 0.003 D� andD[B] = 0.863± 0.005 D�. These values are compatible
with the masses published by Th´evenin et al. (2002) for both stars.

Key words. techniques: interferometric – stars: binaries: visual – stars: evolution – stars: oscillations –
stars: fundamental parameters – stars: individual:αCen

1. Introduction

The αCentauri triple star system is our closest stellar neigh-
bour. The main components are G2V and K1V solar-like stars,
while the third member is the red dwarfProxima (M5.5V).
αCen A (HD 128620) and B (HD 128621) offer the unique
possibility to study the stellar physics at play in conditions
just slightly different from the solar ones. Their masses bracket
nicely the Sun’s value, while they are slightly older. In spite
of their high interest, proximity and brightness, the two main
components have never been resolved by long baseline stel-
lar interferometry, due to their particularly southern position in
the sky. We report in this paper the first direct measurement
of their angular diameters. As a remark, the angular diameter
of Proximahas also been measured recently for the first time
(θLD = 1.02± 0.08 mas) using two 8-meters Unit Telescopes
and the VINCI instrument (S´egransan et al. 2003).

More than fourty years after the discovery of the so-
lar seismic frequencies by Leighton (1960), and Evans &
Michard (1962), solar-likep oscillations have been identified
on αCen A & B by Bouchy & Carrier (2001, 2002) with the
CORALIE fiber-fed spectrograph. Today, asteroseismic fre-
quencies have been detected in several additional stars. All
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these observations provide constraints, on one hand on stellar
interior studies, and on the other hand on macroscopic stellar
parameters like mass and radius. Several binary systems like
αCen (see Morel et al. 2001 for references) have been cali-
brated using spectro-photometryconstraints. Recently,αCen A
has been calibrated using photometry, astrometry, spectroscopy
and asteroseismic frequencies (Th´evenin et al. 2002). These
authors derived the age of the couple, the initial helium abun-
danceYi , and the radii of both stars. This calibration was based
on stellar evolution models computed using the CESAM code
(Morel 1997). One of the main results of this calibration was to
constrain the masses of both stars, and in particular the mass of
B. It had to be diminished by 3%, compared to the mass pro-
posed by Pourbaix et al. (2002), leading to a smaller diameter
of the star B. The high precision interferometric measurements
of the angular diameters ofαCen A and B with VINCI/VLTI
are a direct test of these refined models.

2. Depscription of the instrument

2.1. The VLT Interferometer and VINCI

The European Southern Observatory’s Very Large Telescope
Interferometer (Glindemann et al. 2000) is operated on top
of the Cerro Paranal, in Northern Chile, since March 2001.
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In its current state of completion, the light coming from
two telescopes can be combined coherently in VINCI, the
VLT Interferometer Commissioning Instrument (Kervella et al.
2000, 2003a), or in the mid-infrared instrument MIDI (Leinert
et al. 2000). A three ways beam combiner, AMBER (Petrov
et al. 2000), will soon be installed in addition to these instru-
ments. VINCI uses in general a regularK band filter (λ =
2.0−2.4 µm), as this was the case for ourαCen observations,
but can also be operated in theH band (λ = 1.4−1.8 µm) using
an integrated optics beam combiner (Berger et al. 2001). The
K band setup effective wavelength changes slightly, depend-
ing on the spectral type of the observed target, between 2.174
and 2.184µm for 3000≤ Teff ≤ 100 000 K. ForαCen A and B,
λeff = 2.178± 0.003µm (see Sect. 3.3 for details).

2.2. Interferometer configuration

We used as primary light collectors the two 0.35 m Test
Siderostats of the VLTI. After being delayed by the VLTI op-
tical delay lines, the stellar light was recombined in the in-
terferometric laboratory using the VINCI instrument. A large
number of baselines are accessible on the Cerro Paranal sum-
mit. Two of them were used for this study: E0-G0 and E0-G1,
respectively of 16 and 66 meters ground length. The 16 m
baseline observations were obtained during the early commis-
sioning phase, from two days to a few weeks after the first
fringes in March 2001. At the time, the effective aperture of
the siderostats was limited to 0.10 m due to the unavailabil-
ity of optical beam compression devices. Later in 2001, their
installation allowed to recover the full 0.35 m primary mirror
aperture of the siderostats, and all the 66 m baseline observa-
tions reported here were done with the full mirror. The shorter
16 m baseline is useful in the case ofαCen A to determine
unequivocally the position of the 66 m measurements on the
visibility curve, but does not bring a significant contribution to
the final angular diameter precision (see Sect. 7).

2.3. Visibility calibration

During observations, the interferometric efficiency (visibility
produced by the system when observing a point source) varies
slowly over a timescale of hours. This means that the scientific
target observations have to be calibrated periodically using ob-
servations of a star with a known angular diameter. The data
reduction software of VINCI yields accurate estimates of the
squared modulus of the coherence factorµ2, which is linked to
the object visibilityV by the relationship

V2 =
µ2

T2
(1)

whereT is the interferometric efficiency.T is estimated by
bracketing the science target with observations of calibrator
stars whoseV is supposed to be known a priori. The preci-
sion of our knowledge of the calibrator’s angular diameter is
therefore decisive for the final quality of the calibrated visi-
bility value. For our observations, we have applied a constant
transfer functionT2 between calibrator stars. This assumption

has been validated during routine VLTI observations. A de-
tailed description of the calibration observations can be found
in Sect. 4.

3. Data processing

3.1. Data processing algorithm

We used a customized version of the standard VINCI
data reduction pipeline (Kervella et al. 2003b), whose gen-
eral principle is based on the original FLUOR algorithm
(Coudé du Foresto et al. 1997). The two calibrated output inter-
ferograms are subtracted to remove residual photometric fluc-
tuations. We implemented in this code a time-frequency anal-
ysis (Ségransan et al. 1999) based on the continuous wavelet
transform (Farge 1992). Instead of the projection of the sig-
nal onto a sine wave of the Fourier transform, the wavelet
transform decomposes it onto a function, i.e. the wavelet, that
is localised in both time and frequency. We used as a basis
the Morlet wavelet, a Gaussian envelope multiplied by a sinus
wave. With the proper choice of the number of oscillations in-
side the Gaussian envelope, the Morlet wavelet closely matches
a VINCI interferogram. It is therefore very efficient at localiz-
ing the signal in both time and frequency.

3.2. Data quality control

In spite of the relatively high modulation frequency of the
fringes (296 Hz for the 66m baseline measurements), a frac-
tion of the recorded interferograms present a differential pis-
ton signature between the two apertures. This is due to the
relatively low coherence time observed at Paranal (1–4 ms
atλ = 500 nm). These interferograms are rejected in the VINCI
data processing by comparing the frequency of the measured
fringe peak with the expected frequency from the K band filter
of VINCI. If the measured fringe frequency is different by more
than 20% from the expected frequency, the interferogram is ig-
nored. The fringe packet extensions in the time and frequency
domains are also used for the selection. This process allows to
keep only the best quality interferograms and reduces the final
dispersion of the visibilities. Finally, we rejected the observa-
tions that presented an abnormally low photometric signal to
noise ratio, that is a typical symptom of an inaccuracy in the
pointing of the siderostats.

The total numbers of selected and processed interferograms
are 7854 onαCen A (2427 on the 66 m baseline and 5427
on the 16 m baseline) and 1833 onαCen B (66 m baseline
only). For the calibration of theαCen observations, we pro-
cessed 2998 interferograms ofθCen. Several calibrators (in-
cludingθCen) were used for the 16 m baseline measurements
of αCen A, for a total of 8059 processed interferograms. The
separate measurement ofθCen was achieved using 1750 inter-
ferograms of this star and 789 interferograms of the secondary
calibrator 58 Hya.

After the processing of a series of interferograms (100
to 500 scans), the mean squared coherence factor is derived
from the average wavelets power spectral density of the se-
lected interferograms. Figure 1 shows the average wavelets
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Fig. 1. Wavelets power spectral density (PSD) of a processed series
of 418 interferograms obtained onαCen A, before (thin line) and af-
ter (thick line) recentering of the fringe peak and subtraction of the
background noise (dashed line).

power spectral density (PSD) of 418 processed interferograms,
summed over the time extent of the fringe packet to obtain a
one dimensional vector. In spite of the very low visibility of
the fringes ofαCen A on the 66 m baseline (V2 ' 1%), the
fringe peak is well defined.

The noise background (residual detector and photon shot
noise) is estimated directly from the higher and lower frequen-
cies of the average PSD of the interferogram, and then sub-
tracted. As shown in Fig. 1, the subtraction is very efficient and
gives a clean final PSD. The individual interferogram PSDs are
summed after recentering of the fringe peak maximum, to re-
duce the power spread due to piston effect. This avoids that en-
ergy is lost in the integration process and allows a more precise
estimation of the background level. We have chosen not to use
the background removal method described by Perrin (2003),
as we are simultaneously removing both the photon shot noise
and detector noise contributions.

In Fig. 1, the recentered and background corrected fringe
peak is shifted slightly towards higher wavenumber values due
to the variation ofαCen A visibility over theK band. For sim-
plicity reasons, the data reduction software assumes a fixed
wavelength of 2.195µm of the fringe peak maximum for the
recentering process for all stars, but the exact target value has
no effect on the final visibility.

3.3. Instrumental transmission

3.3.1. Transmission model

When using VINCI, the observations are carried out using a full
K band filter, accepting the star light from 2.0 to 2.4µm. In or-
der to obtain a precise fit of the calibrated visibilities measured
on sky, we computed the transmission of the interferometer tak-
ing into account the atmospheric transmission (Lord 1992), the
fluoride glass optical fibers, theK band filter and the quantum
efficiency of the HAWAII detector. This gave us a first approx-
imation of the transmission of the interferometerF0(λ).

Table 1. Determination of the transmission correction slopeγ of
the VINCI/VLTI combination as observed on bright stars with two
8-meters telescopes.

Peak position (µm) γ (µm−1)
α PsA 2.198± 0.002 1.140
HR 8685 (1) 2.190± 0.003 0.911
HR 8685 (2) 2.202± 0.008 1.119
γ2 Vol 2.198± 0.007 1.076
ε Eri 2.197± 0.010 1.065
39 Eri 2.196± 0.010 1.076

Weighted average 1.076± 0.081

3.3.2. On-sky calibration

The instrumental uncertainties led us to compare directly this
theoretical VINCI/VLTI transmission model to the real trans-
mission of the system on sky. This has been achieved through
the precise estimation of the effective wavenumber of a se-
ries of bright stars observations obtained with VINCI and two
8 meters Unit Telescopes (Table 1). A multiplicative slopeγ
(expressed inµm−1) is superimposed to the theoretical trans-
missionF0(λ) in order to match the observed average position
of the PSD fringe peak. It is the only variable adjusted to match
the observations. The photometric signal to noise ratio of the
UTs observations being very high, we obtain a good precision
on the average fringe peak frequency and thus on the estimation
of γ, as shown in Table 1. The total photometric transmission
of the interferometerF(λ) is then given by:

F(λ) = γ(λ − λ0) F0(λ). (2)

The reference wavelengthλ0 was set arbitrarily to 1.90 µm
in our computation, but has no influence on the transmis-
sion calibration.F(λ) is not normalized and gives only rel-
ative transmission values over theK band, but the absolute
transmission is not needed to derive the model visibilities. It
should be stressed that the sensitivity of the final angular di-
ameter toγ is low, a ±0.08 µm−1 change of this parameter
resulting only in a±0.010 mas change onθUD for αCen A,
and±0.007 mas for B. These uncertainties were quadratically
added to the final errors of the UD and LD angular diameter
values given further in this paper. As a remark, we can also ex-
press this as a±0.003µm uncertainty on the average value of
λeff = 2.178µm that we derive fromF(λ) for αCen A and B.

3.3.3. Discussion

The observations ofαCen have been obtained with the
siderostats, that have a slightly different optical setup than
the UTs. There are 26 reflections for the UTs configuration
in each arm of the interferometer, compared to 20 for the
siderostats. Out of these, 15 mirrors are common between the
two configurations. The remaining difference is therefore be-
tween the additional 11 reflections of the UTs and the addi-
tional 5 reflexions of the siderostats. Even assuming a very con-
servative mismatch of 1% between the extreme wavelengths
reflectivity of each mirror of the UT train compared to the
siderostats, we obtain a relative difference onγ of only 3%
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Fig. 2. Model PSD ofαCen A fringes for a zero baseline, including
the spectrum of the star, atmosphere, fluoride glass fibers,K band fil-
ter, detector quantum efficiency and the correction functionF1(λ) (see
Sect. 3.3). A total precipitable water vapor of 3.0 mm (median for
Paranal) is assumed for this plot. The curve forα Cen B is almost
identical.

that is significantly less than our quoted statistical uncertainty
(7.5%). We have therefore considered this diffference negligi-
ble in our study.

A possible reason for the observed wavelength drift is the
aging of the 20 mirror coatings necessary to bring the star light
into the VINCI instrument (for each of the two beams). This
process may have affected differentially the reflectivity of one
end of theK band compared to the other. A difference in reflec-
tivity of only 1% between the two extreme wavelengths will re-
sult in an 18% difference on the final transmission, after 20 mir-
rors (siderostats configuration). Also, the transmission curves
provided by the manufacturer of the fiber optics used in VINCI
do not have a sufficient precision to constrain accurately the
instrument transmission model, and an error of several tens of
percent is not to be excluded. To a lesser extent, the engineering
grade HAWAII infrared array used in VINCI may have a quan-
tum efficiency curve differing from the science grade versions
by several percent. Finally, the MONA triple coupler used to
recombine the light has also shown some birefringence during
laboratory tests. This effect could result in a shift of the effec-
tive observation wavelength.

To secure the internal wavelength calibration of VINCI it-
self, crucial for the accuracy of the estimation ofγ, we have ob-
tained laboratory fringes with aK band laser (λ = 2.304µm).
This gave us a precise wavelength reference to verify the scan-
ning speed and the camera acquisition frequency.

3.3.4. Source spectrum

In addition to the constant term of the instrumental trans-
mission, the shape of the source spectrum for each star was
taken into account using its effective temperature. We com-
puted synthetic spectra forα Cen A and B using Kurucz mod-
els, but considering the absence of any large absorption fea-
ture in theK band, we did not include spectral features in our

Fig. 3. Model (black line) and observed (grey line) PSDs ofαCen A
fringes on the 66m baseline (61 m projected). The visibility loss for
larger wavenumbers is clearly visible. The observed Fourier PSD,
smoothed by the differential piston, shows the expected asymmetry.
The on-sky and model vertical scales are arbitrary.

Fig. 4. Model (black line) and observed (grey line) PSDs ofαCen B
fringes on the E0-G1 baseline.αCen B being significantly less re-
solved than A, the squared visibility is more uniform over theK band
than forα Cen A (Fig. 3). The asymmetry of the power spectrum is
therefore smaller, though still present. The on-sky and model vertical
scales are arbitrary.

final transmission model. The simulated spectrum ofαCen A
fringes for a zero baseline is shown in Fig. 2.

3.4. Bandwidth smearing

An important effect of the relatively large spectral bandwidth
of the VINCI filter is that several spatial frequencies are ob-
served simultaneously by the interferometer. This effect is
calledbandwidth smearing. In the case ofαCen A, it is par-
ticularly strong as the visibilities are close to the first minimum
of the visibility function, and this effect cannot be neglected.
With a 60 m projected baseline, the short wavelength edge of
the K band (λ ' 2.0 µm) is already at the null of visibility,
while theV2 for the long wavelength edge (λ ' 2.4 µm) is still
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Table 2.Calibration observations ofθCen and 58 Hya. The expected visibilities given in this table include the bandwidth smearing effect. The
resulting interferometric efficiencies assumed for the calibration of theαCen andθCen observations are given in bold characters, with the
corresponding statistical and systematic error bars for each observing session. The calibrated visibilities can be found in Table 3 forθCen, and
in Tables 5 and 6 forαCen A andαCen B.

JD Scans B (m) Azim. µ2 (%) ExpectedV2 (%) IE (µ2/V2, %) Target(s)
− 2 450 000 (N = 0) ± stat. err. ± syst. err. ± stat.± syst.

52.08± 0.69± 0.63 θCen
2452.63024 45 65.2509 161.90 30.72± 0.75 58.90± 0.71 52.17± 1.27± 0.63 58 Hya
2452.63324 166 65.2011 162.55 31.56± 0.74 58.95± 0.71 53.54± 1.25± 0.64 58 Hya
2452.64109 269 65.0719 164.26 30.66± 0.31 59.08± 0.71 51.91± 0.52± 0.62 58 Hya
2452.64527 256 65.0047 165.18 30.73± 0.37 59.15± 0.71 51.95± 0.62± 0.62 58 Hya

52.13± 0.69± 0.63 θCen
2452.67563 53 64.5970 174.54 31.42± 0.77 59.56± 0.70 52.77± 1.29± 0.62 58 Hya
2462.53152 389 65.7824 153.61 8.58± 0.17 18.13± 0.28 47.33± 0.93± 0.72 θCen
2462.60245 88 65.8892 168.69 8.63± 0.15 18.01± 0.27 47.94± 0.86± 0.73 θCen

47.51± 0.49± 0.72 αCen A,αCen B
2462.60554 283 65.8801 169.39 8.46± 0.21 18.02± 0.27 46.97± 1.18± 0.72 θCen
2465.56068 94 65.9551 161.27 8.67± 0.14 17.93± 0.27 48.33± 0.80± 0.74 θCen
2465.56377 355 65.9541 161.93 8.58± 0.24 17.93± 0.27 47.87± 1.31± 0.73 θCen
2465.57390 241 65.9413 164.14 8.98± 0.50 17.95± 0.27 50.06± 2.80± 0.77 θCen
2465.57838 317 65.9320 165.13 8.85± 0.29 17.96± 0.27 49.31± 1.64± 0.75 θCen

48.64± 1.50± 0.76 αCen A,αCen B
2465.65159 69 65.8006 1.99 9.35± 0.44 18.11± 0.28 51.66± 2.43± 0.79 θCen
2470.56229 87 65.9373 164.59 9.01± 0.13 17.95± 0.27 50.19± 0.73± 0.77 θCen
2470.56609 386 65.9289 165.43 9.00± 0.05 17.96± 0.27 50.09± 0.30± 0.77 θCen
2470.57010 341 65.9188 166.32 9.06± 0.15 17.97± 0.27 50.44± 0.83± 0.77 θCen
2470.57433 348 65.9073 167.27 8.73± 0.14 17.99± 0.27 48.53± 0.77± 0.74 θCen

49.97± 0.87± 0.76 αCen A,αCen B

above 1%. The photons at the null of visibility have interfered
destructively. Therefore, the fringe peak becomes very asym-
metric in the PSD of the interferograms. As shown in Figs. 3
and 4, the observed and model PSDs agree well in general
shape. The on-sky power spectrum is blurred by the differential
piston and therefore appears “smoothed”, but the characteristic
asymmetry for low visibilities is clearly visible.

3.5. Baseline smearing

When the aperture of the light collectors is a significant frac-
tion of the baseline, an effect similar to the bandwidth smear-
ing appears on the visibility measurements. It comes from the
fact that the baselines defined between different parts of the
two primary mirrors cover a non-zero range of lengths and ori-
entations. Therefore, several spatial frequencies are measured
simultaneously by the beam combiner. In the case of the E0-
G0 baseline (16 m) observations ofαCen A, the effective aper-
ture was 0.10 m, and therefore the ratio of the primary mir-
ror diameter to the baseline was onlyD/B ≈ 0.6%. For the
E0-G1 baseline (66 m), this ratio is similar due to the larger
0.35 m apertures. Even in the difficult case of theαCen A
observations, this effect accounts at most for a relative shift of
the visibility of 0.1%, to be compared to our relative systematic
calibration error of 1.5%. In the case ofαCen B, we expect at
most a 0.05% shift, for a relative systematic calibration error
also of 1.5%. We have therefore neglected this effect in the rest
of our study.

4. Calibration observations

The calibration of the interferometric efficiency (IE) of the in-
terferometer is a critical step of the observations. We present
in Table 2 the measurements that we obtained on the calibra-
tors and the corresponding values of theIE for the three nights
of observations of theαCen pair (JD= 2 452 462-70) on the
E0-G1 baseline, and the separate night used to measureθCen
(JD= 2452452).

The primary calibratorθCen is located at a distance of
24 degrees from theαCen pair, mostly in declination, while
only 9 degrees separateθCen and the secondary calibrator
58 Hya. During the observations, the largest difference between
the altitudes ofθCen andαCen happens at the crossing of the
meridian, and is approximately 24 degrees (respective altitudes
of about 55 and 80 degrees at Paranal). The airmasses of the
two stars at meridian crossing are 1.25 and 1.03 respectively
for αCen andθCen. The difference is even smaller in the case
of 58 Hya andθCen. As we obtained the E0-G1 baseline ob-
servations close to the meridian crossing, we do not expect any
significant variation ofIE due to the difference of airmass be-
tween the calibrators and the scientific targets.

5. The primary calibrator θCentauri

The most important calibrator for the 66 meters baseline mea-
surements is the giant starθCen (K0III). This calibrator was
chosen for its stability and brightness in the list of stan-
dard stars compiled by Cohen et al. (1999) and verified by
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Table 3.θCen squared visibilities.

JD B (m) Azim. V2 (%)
− 2 450 000 (N = 0) ± stat.± syst.

E0-G1
2452.60644 65.9464 163.49 17.74± 0.69± 0.21
2452.60943 65.9413 164.15 17.86± 0.36± 0.22
2452.61396 65.9318 165.15 17.72± 0.34± 0.21
2452.61906 65.9193 166.28 18.08± 0.29± 0.22
2452.65518 65.8220 174.54 18.20± 0.38± 0.22
2452.65855 65.8156 175.32 18.25± 0.40± 0.22
2452.66275 65.8088 176.30 18.08± 0.38± 0.22
2452.66685 65.8037 177.26 18.13± 0.39± 0.22
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Fig. 5. Detail of θCen squared visibilities and uniform disk model.
The continuous line is the UD diameter fit (5.305± 0.020 mas), and
the dotted lines represent the limits of the±1σ error domain.

Bordé et al. (2002). This choice is critical in the sense that
any departure of the true visibility of the calibrator from the
assumed model will contaminate the calibrated visibility of the
scientific target. This is the reason why one should avoid to use
as calibrators pulsating variables (such as many M type giants,
Cepheids,...), double or multiple stars, magnetically active ob-
jects (photospheric spots) or fast rotators (ellipticity of the star
disk). The properties of all the stars listed in the Cohen et al.
(1999) catalogue have been checked carefully and their diam-
eters are believed to be constant to a very good accuracy. In
addition,θCen is not classified as double, variable or active
in any catalogue, and is a slow rotator (V sini = 1.2 km s−1,
Glebocki et al. 2000).

Unfortunately, the typical 1% precision of the Cohen et al.
(1999) catalogue on the angular diameters, though very good
in itself, is not sufficient due to the large size of this star and
the correspondingly low visibility on the 66 meters baseline.
After the first processing of ourαCen data, it appeared that the
error bars on the final angular diameters were dominated by the
systematic uncertainty on the angular size ofθCen. Therefore,
we reduced additional archived data obtained onθCen on
a separate night, using the secondary calibrator 58 Hya and
the 66 meters baseline. 58 Hya has a much smaller angular di-
ameter thanθCen and therefore provides a precise calibration

Table 4. Parameters of the primary (θ Cen) and secondary (58 Hya)
calibrators.

θCen 58 Hya
HD 123139 HD 130694

mV 2.06 4.42
mK −0.10 1.13
Spectral type K0IIIb K4III
Teff (K)a 4980 4040
Measurementλ (µm) 2.181 2.181
logg a 2.75 1.85
θLD (mas)b 5.46± 0.058 3.22± 0.035
θUD (mas)c 5.33± 0.057 3.12± 0.034
MeasuredθUD (mas) 5.305± 0.020

a Teff and logg from Cayrel de Strobel et al. (1997).
b Catalogue value from Cohen et al. (1999).
c Linear limb darkening from Claret (2000).

of the interferometric efficiency. The calibrated squared visibil-
ity values obtained onθCen are listed in Table 3, and the angu-
lar diameter fit is shown in Fig. 5. The parameters for both stars
and the measured uniform disk (UD) angular diameter ofθCen
are presented in Table 4. The VINCI/VLTI angular diameter
found for this star agrees very well with the Cohen et al. (1999)
value, while reducing significantly its uncertainty.

6. Calibrated visibilities

The list of the observations ofα Cen A and B, with the re-
sulting calibrated squared visibilities, is presented in Tables 5
and 6. The azimuth of the projected baseline is counted clock-
wise (cw) from north, and corresponds to the baseline ori-
entation as seen from the star. Two error bars are given for
eachV2 value:

– one statistical error bar, computed from the dispersion of
the visibility values obtained during the observation,

– one systematic error bar defined by the uncertainty on the
knowledge of the calibrator angular size.

While the statistical error can be diminished by repeatedly ob-
serving the target, the systematic error cannot be reduced by av-
eraging measurements obtained using the same calibrator. This
is taken into account in our model fitting by checking that the
final uncertainty of the fit is larger than the systematic errors of
each measured visibility value. This conservative approach en-
sures that we are not underestimating the systematic calibration
errors.

7. Angular diameters

7.1. Uniform disk

Due to the spectrum shape variation with baseline described
in Sect. 3.4, the classical monochromatic uniform disk (UD)
model visibility curve is not applicable and can lead to very
large UD size errors for low visibilities. We therefore adopted
a direct fitting method in the broadband regime. For this
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Fig. 6. Overview of theαCen andθCen squared visibilities and UD
models. From bottom to top:αCen A, αCen B andθCen (primary
calibrator). The angular diameter ofθCen was measured using 58 Hya
as secondary calibrator.

Fig. 7. Detail ofαCen A squared visibility. The continuous line is the
uniform disk diameter fit (8.314± 0.016 mas), and the dotted lines
represent the limits of the±1σ error domain. The visibility curve never
goes to zero due to the bandwidth smearing effect.

Fig. 8. Detail ofαCen B squared visibility. The continuous line is the
uniform disk diameter fit (5.856± 0.027 mas), and the dotted lines
represent the limits of the±1σ error domain.

Table 5.αCen A squared visibilities, expressed in percents.

JD B (m) Azim. V2 (%)
− 2 450 000 (N = 0) ± stat.± syst.

E0-G0
1988.78108 15.9201 64.95 78.99± 1.48± 2.81
1988.78380 15.9071 65.79 79.61± 1.46± 2.83
1988.78652 15.8930 66.62 79.82± 1.42± 2.84
1988.78901 15.8793 67.39 79.80± 1.47± 2.84
1995.76493 15.9058 65.86 80.15± 1.03± 0.66
1996.63335 15.7916 24.31 78.66± 1.10± 0.42
1996.63970 15.8129 26.48 82.19± 1.12± 0.44
1996.64733 15.8390 29.06 80.33± 1.29± 0.43
1996.65492 15.8650 31.61 81.49± 1.15± 0.44
1996.67842 15.9399 39.40 80.87± 1.10± 0.43
1996.68327 15.9532 40.99 79.40± 1.10± 0.43
2001.80688 15.3644 83.76 80.71± 1.94± 0.05
2001.80954 15.3273 84.59 82.77± 2.69± 0.04
2002.70376 16.0062 52.80 78.76± 0.74± 0.05
2002.70640 16.0057 53.63 80.01± 1.07± 0.05
2003.83537 14.8150 94.44 82.49± 1.10± 0.05
2003.83780 14.7695 95.22 82.01± 1.80± 0.04
2003.84099 14.7088 96.25 85.30± 1.28± 0.05
2003.84356 14.6589 97.08 83.64± 1.77± 0.04

E0-G1
2462.55258 59.2848 150.05 1.132± 0.051± 0.017
2462.55613 59.4391 150.91 1.139± 0.032± 0.017
2462.56087 59.6365 152.05 1.099± 0.031± 0.017
2462.56493 59.7975 153.04 1.054± 0.029± 0.016
2465.61044 61.2943 166.21 0.626± 0.035± 0.010
2470.58454 61.0497 163.19 0.758± 0.052± 0.012
2470.60337 61.4043 167.84 0.624± 0.023± 0.010
2470.60778 61.4696 168.93 0.637± 0.033± 0.010

Table 6.αCen B squared visibilities.

JD B (m) Azim. V2 (%)
− 2 450 000 (N = 0) ± stat.± syst.

E0-G1
2462.58356 60.4413 157.57 17.02± 0.36± 0.26
2462.58697 60.5443 158.40 17.01± 0.23± 0.26
2462.59047 60.6453 159.26 16.80± 0.77± 0.26
2462.59490 60.7665 160.35 16.05± 0.68± 0.24
2465.62682 61.5409 170.27 16.76± 1.05± 0.26
2470.62033 61.6208 172.05 14.94± 0.44± 0.23
2470.62342 61.6500 172.82 15.59± 0.42± 0.24
2470.62783 61.6866 173.92 16.70± 0.44± 0.25

Table 7. Uniform disk angular diameters ofαCen A and B in
theK band derived from the VINCI/VLTI observations.

α Cen A α Cen B
θUD (mas) 8.314± 0.016 5.856± 0.027

purpose, the PSD of the stellar fringes is computed numer-
ically over the K band using 10 nm spectral bins. We take
here into account the total transmission of the interferometer
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and the visibility of the fringes for each wavelength. The to-
tal power is then integrated and gives a numerical broadband
visibility function VK

2(B, θUD) whereB is the projected base-
line, andθUD the UD angular diameter. To derive theαCen
UD diameters, we make a classicalχ2 minimization between
our (B,VK

2) measurements and theVK
2(B, θUD) function while

changing the value ofθUD.
Figure 6 shows the complete visibility curve of the UD

model fit to theαCen data, together with the primary calibra-
tor θCen. The detail of the visibility curve ofαCen A shown
in Fig. 7 demonstrates that the visibility never goes down to
zero for any baseline, due to the bandwidth smearing effect.
The minimum squared visibility is 0.15%, for a baseline length
of aproximately 66.5 m. Figure 8 shows an enlargement of the
visibility points obtained onαCen B. The final UD angular di-
ameters for the two stars and the corresponding effective wave-
lengths are given in Table 7.

7.2. Limb darkened angular diameters

In this section, we describe two methods to compute the LD
angular diameter: through a conversion factor (classical ap-
proach), and through a visibility fit taking directly the limb
darkening into account.

7.2.1. LD/UD conversion factor

The simplest approach to retrieve the limb darkened diame-
ter from an interferometric UD measurement goes through the
computation of the conversion factorρ defined by:

ρ =
θLD

θUD
(3)

ρ is deduced from stellar atmosphere luminosity profiles that
are computed using radiative transfer modeling codes. These
profiles are published in tables as a function of the wavelength
band (e.g. Claret 2000). One limitation of the description of
the LD visibility curve of the star by a single parameter is that
it assumes that the visibility curve of the UD and LD models
have the same intrinsic shape. This is not exactly the case near
and especially after the first minimum of the visibility function.
However, this approximation is satisfactory for compact stellar
atmospheres such as the ones ofαCen stars. Hanbury Brown
et al. (1974) have shown that the linear limb darkening coeffi-
cient u can be translated into the conversion factorρ through
the approximate formula:

ρ =

√
1− u/3

1− 7u/15
· (4)

These authors quote a maximum error of±0.2% for this ap-
proximate formula, that is in general very satisfactory, but for
the particular case ofαCen A, this uncertainty is comparable
to our final error bar on the UD diameter. Different values of
linear limb darkening conversion factors are given in Table 8,
based on successive versions of the Claret et al. models (1995,
1998, 2000). Except for the older Claret (1995) values, that do

Table 8. Linear LD/UD conversion factors forαCentauri. The as-
sumed physical parameters to match Claret’s (2000) grid are the clos-
est ones to those of Th´evenin et al. (2002).

Model from Claret (2000) α Cen A α Cen B
Teff (K) 5750 5250
log(g) (cm s−2) 4.5 4.5
log(M/H) (dex) 0.2 0.2
VT (km s−1) 2.0 2.0
Reference ρA ρB

Claret et al. (1995) 102.047% 102.299%
Claret (1998) 102.388% 102.723%
Claret (2000) 102.355% 102.635%

not take metallicity and turbulence velocity into account, the
two other results are very close to each other.

In order to account for a possible systematic error in the de-
termination of the limb darkening parameter, we allow a±0.1%
uncertainty to propagate into the computation of the limb dark-
ened diameter ofαCen. It should be noted that the coefficients
for both stars originate from the same Kurucz’s model atmo-
sphere computations of Claret (2000), and are therefore likely
to have a good intrinsic consistency.

7.2.2. Limb darkened disk visibility fit

Hestroffer (1997) has chosen another approach by computing
the analytical expression of the visibility function for a single-
parameter power law intensity profileIλ(µ) = µα (with α ≥ 0)
whereµ = cos(θ) is the cosine of the azimuth of a surface ele-
ment of the star. This simplification allows this author to derive
the analytical expression of the visibility function correspond-
ing to a power law limb darkened disk:

Vν(x) = Γ(ν + 1)
Jν(x)
(x/2)ν

(5)

wherex = πBθ/λ is the spatial frequency,ν = α/2+1, andJν(x)
is the Bessel function of the first kind. As the intensity profiles
produced by the most recent atmosphere models are close to
power laws, as shown in Fig. 9, the power law fitting procedure
gives good results. Claret (2000) has computed a four param-
eters law that aproximates very well the most recent Kurucz
models for observations in theK band. Using this law gives a
value ofα = 0.1417 forαCen A andα = 0.1598 forαCen B.

The final precision onρ is better than with the previous
linear approximation, but as for the conversion coefficient ap-
proach presented in Sect. 7.2.1, we propagate an uncertainty
of ±0.1% to the final LD angular diameter to account for a pos-
sible bias.

Practically, the fit is achieved on the calibrated visibilities
listed in Tables 5 and 6 by a classicalχ2 minimization proce-
dure. The product of this fit is directly the LD angular diameter
of the star, without the intermediate step of the uniform disk
model.



P. Kervella et al.: The diameters ofαCen A & B 1095

Fig. 9. Intensity profile ofαCen A from the four-parameters limb
darkening law of Claret (2000) (dashed line) and the corresponding
α = 0.1417 power law.

Table 9.Summary of limb-darkened angular diameters from different
computation methods. Both methods are based on the Claret (2000)
coefficients. The fitting results using the analytical Hestroffer (1997)
formula are assumed in the rest of this paper.

LD computation method α Cen A (mas)
Hanbury Brown et al. (1974) 8.517± 0.021
Hestroffer (1997) analytical 8.511± 0.020

α Cen B (mas)
Hanbury Brown et al. (1974) 6.010± 0.030
Hestroffer (1997) analytical 6.001± 0.034

7.3. Rotational distortions

As the VINCI/VLTI measurements have been obtained mostly
at the same azimuth (roughly N-S), a possible source of bias
could be the presence of flattening on the stellar disks due to
rotational distortion. The estimated equatorial rotation periods
for α Cen A and B are 22 and 41 days respectively (Morel
et al. 2000), bracketing the solar value. The corresponding
small rotational velocities rule out any flattening at a signif-
icant level, and therefore no correction has been applied to
our measurements.

7.4. Summary of angular diameter values

Table 9 gives the limb darkened angular diameters derived from
the LD/UD conversion factors and from the analytical LD vis-
ibility function (Hestroffer 1997). This last method is assumed
in the following sections. All values take the bandwidth smear-
ing effect into account.

8. Comparison of asteroseismic
and interferometric linear diameters

8.1. Parallax from the literature

To convert the angular diameter into a linear value, it is nec-
essary to know the parallax of the star. TheαCen system be-
ing very nearby (D = 1.3 pc), the precision on the measure-
ment of its trigonometric parallax is potentially very good.
Unfortunately, some discrepancies have appeared between
the most recently published values (Table 10). In particular, the
original Hipparcos parallax (Perryman et al. 1997) and the
value by Pourbaix et al. (1999) are significantly different from
the reprocessing of theHipparcosdata by S¨oderhjelm (1999),
by more than 3σ. A difficulty with the Hipparcos satellite

Table 10.Parallax values ofαCen from the litterature.

Value (mas) Author
750 Heintz (1958, 1982)

749± 5 Kamper & Wesselink (1978)
750.6± 4.6 Demarque et al. (1986)
742.1± 1.4 Perryman et al. (1997)
737.0± 2.6 Pourbaix et al. (1999)
747.1± 1.2 Söderhjelm (1999)

measurement is due to the large brightness of theαCen pair.
The light from one of the stars possibly contaminated the mea-
surement on the other, leading to a systematic bias that may
not have been propagated properly to the final error bars. In
Sect. 8.2, we adopt the parallax value from S¨oderhjelm (1999),
who took this effect into account.

As a remark, the semi-major axis of the orbit of the two
starsa = 17.59 ± 0.03 AU (Pourbaix et al. 1999) is totally
negligible compared to the distanceD to the couple (a/D =
0.006%), therefore the two stars can be considered at the same
distance.

8.2. Linear diameters

Considering the parallax of 747.1± 1.2 mas from S¨oderhjelm
(1999), it is now possible to compute the linear diameters
of αCen A and B (in solar units) from the two LD angular di-
ameters determined interferometrically. They are found to be:

D[A] = 1.224± 0.003D� (6)

D[B] = 0.863± 0.005D� (7)

and can be compared to the linear diameters proposed by
Thévenin et al. (2002):

D[A] = 1.230± 0.003D� (8)

D[B] = 0.857± 0.007D� (9)

The theoretical diameters are only+1.3σ and -0.7σ away from
the observed values. Both interferometric diameters and those
deduced from the photometric calibration constrained by aster-
oseismic frequencies therefore agree very well.

These two model diameters are derived using the CESAM
code, and are defined as the radii at which the temperature in
the atmosphere is equal to the effective temperature of the star.
Computing the layer where the continuum at 2.2µm is formed
leads to temperatures close toTeff, therefore the CESAM diam-
eters can be directly compared to those measured by the VLTI
at 2.2µm.

8.3. Self consistent parallax

From our angular diameter measurements and the asteroseis-
mic diameter estimations, we can also derive directly the paral-
lax of the couple. The simple formula linking the limb darkened
angular diameterθLD (in mas), the linear diameterD (in D�)
and the parallaxπ (in mas) is:

θLD = 9.305× 10−3 D π. (10)
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Table 11.Parallax ofα Cen from VINCI/VLTI and asteroseismologi-
cal observations, and the corresponding self-consistent stellar param-
eters. Linear diameters are taken from the asteroseismology study by
Thévenin et al. (2002).

Derived parallax 745.3± 2.5 mas
αCen A αCen B

VINCI LD size (mas) 8.511± 0.020 6.001± 0.034
Model LD size (mas) 8.530± 0.035 5.943± 0.052
VINCI diameter (D�) 1.227± 0.005 0.865± 0.006
Model diameter (D�) 1.230± 0.003 0.857± 0.007

A least squares fit is computed between the LD angular diam-
eters from the VLTI and the linear diameters from Th´evenin
et al. (2002). We find an optimal parallax of 745.3± 2.5 mas,
that differs slightly from the originalHipparcosvalue by+1.1σ
(Perryman et al. 1997), from Pourbaix et al. (1999) by+2.3σ,
and from S¨oderhjelm (1999) by only−0.7σ. The resulting val-
ues of angular and linear diameters are given in Table 11. The
difference between theoretical and linear diameters for the self-
consistent parallax is limited to+0.5σ and−0.9σ, respectively
for αCen A and B.

8.4. Ratio of αCen A and B radii

Contrary to the linear diameters themselves, their ratio is inde-
pendent of the actual parallax of the system. Therefore, part of
the systematic uncertainties can be removed by using this ob-
servable as a comparison basis between the observations and
the models. ForαCen A and B, we have access to a very good
quality parallax, and the uncertainty introduced there is rela-
tively small. On the other hand, when measuring a farther dou-
ble or multiple star, the parallax may be unknown, or known
only with a bad precision. In this case, comparing the ratio of
the stellar diameters will give much stronger constraints to the
stellar structure models than the individual values. This tech-
nique is also applicable to the interferometric measurement of
stars in clusters, within which the distance can be assumed to
be uniform. From the limb-darkened values listed in Table 9,
we obtain the following ratio between the angular diameters
of αCen A and B:

θLD[A]
θLD[B]

= 1.418± 0.009. (11)

This value can be compared to the ratio of linear radii from the
Thévenin et al. (2002) models that is:

R[A]
R[B]

= 1.435± 0.014. (12)

We therefore find a slight diameter excess ofαCen B at a level
of 1.0σ.

8.5. Masses and evolutionary models

As emphasized by Th´evenin et al. (2002), the seismological
analysis gives strong constraints on masses and on the age of

Fig. 10.HR diagram ofαCen B. The line on the right corresponds to a
mixing length ofλ = 0.96 and a mass of 0.909M�, the line on the left
corresponds to the values published in Th´evenin et al. 2002 (λ = 0.98,
0.907M�).

the system when combined with spectro-photometric mea-
surements. To achieve this, one derives from the set of os-
cillation frequencies, one “large” and two “small” frequency
spacings. The large frequency spacing is a difference between
frequencies of modes with consecutive radial ordern: ∆ν`(n) ≡
νn,` − νn−1,`. In the high frequency range, i.e. large radial or-
ders,∆ν` is almost constant with a mean value∆ν0, strongly
related to the mean density of the star, i.e. to the mass and the
radius. The small separations are very sensitive to the physical
conditions in the core of the star and consequently to its age.
These frequencies measured for the star A have largely forced
the spectro-photometric calibration to decrease the masses of
the stellar systemαCen, leading to the following values:MA =

1.100± 0.006M� andMB = 0.907± 0.006M� (Thévenin et al.
2002) close to those adopted by Guenther & Demarque (2000)
and Kim (2000). The mass of the B component departs sig-
nificantly by 3% from the value published by Pourbaix et al.
(2002).

Using the orbital properties of the binary and also spectro-
velocimetric curves, Pourbaix et al. (2002) have derived the
masses of each components (MA = 1.105± 0.007M�, MB =

0.934 ± 0.006M�). We note that Thoul et al. (2003) have
recently proposed a model of the binary system using these
masses and spectro-photometric constraints different from that
of Thévenin et al. (2002). They were able to reproduce the seis-
mic frequencies ofαCen A, but the model they propose does
not take into account the helium and heavy elements diffusion.

Because the interferometric diameter ofα Cen B is a lit-
tle larger than those deduced from the CESAM model, we ex-
plored the possibility to decrease this difference by changing
the mixing length of the B model fromλ = 0.98 toλ = 0.96,
and by increasing the mass of the star from 0.907 to 0.909M�.
These modifications do not change the calibration ofαCen A.
We took care in this process to keep the star B in its error box
on the HR diagram (Fig. 10). It results from this new mass
a diameter that is closer to the interferometric one: 0.863D�
or 5.999± 0.050 mas (parallax from S¨oderhjelm 1999). The
effective temperature is found to be 5262 K, identical to the
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adopted spectroscopic oneTeff = 5260 K. Our results con-
firm that the mass of the B component is probably close
to 0.907M�, as reported by Th´evenin et al. (2002). A simi-
lar exercice is not possible if we adopt the mass of 0.934M�
derived by Pourbaix et al. (2002).

9. Conclusion

We have determined the angular diameters ofαCen A and B
using the VINCI/VLTI instrument, to a relative precision
of 0.2% and 0.6%, respectively. The low values of theαCen A
visibilities allowed us to match our statistical visibility error
to the calibration uncertainty. This is an optimal situation for
the angular diameter measurement, that would not have been
feasible with a higher visibility. Calibrating with a fainter and
smaller unresolved star would also not have been efficient, as
we would have degraded significantly our statistical precision.
There is still a compromise, as the low visibilities ofαCen A
imply a slightly degraded statistical precision, but E0-G1 has
proved to be a well suited baseline for the simultaneous mea-
surement of the angular diameters ofαCen A and B.

The comparison of these interferometric diameters with
the values derived using asteroseismic constraints shows a
good agreement when adopting the parallax determined by
Söderhjelm (1999). In particular, our diameters are compat-
ible with the masses proposed by Th´evenin et al. (2002) for
both stars. In the near future, asteroseismic observations of the
large frequencies spacing∆ν` of αCen B will complete the cal-
ibration of this binary system. Simultaneously, the very long
baselines of the VLTI (up to 200 m) will allow us to measure
directly the limb darkening of these two stars, and therefore
derive the photospheric diameter without using a stellar atmo-
sphere model. This work demonstrates that the combination of
the interferometry and asteroseismology techniques can pro-
vide strong constraints on stellar masses and other fundamental
parameters of stars.
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