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Abstract. The paper provides a report on the user-centred showcase prototypes 

of the DICTA-SIGN project (http://www.dictasign.eu/), an FP7-ICT project 

which ended in January 2012. DICTA-SIGN researched ways to enable  

communication between Deaf individuals through the development of human-

computer interfaces (HCI) for Deaf users, by means of Sign Language. Empha-

sis is placed on the Sign-Wiki prototype that demonstrates the potential of sign 

languages to participate in contemporary Web 2.0 applications where user con-

tributions are editable by an entire community and sign language users can 

benefit from collaborative editing facilities. 

Keywords: Sign language technologies, sign-Wiki, multilingual sign language 

resources, Deaf communication, Deaf user-centred HCI. 

1 Research Rational 

The idea driving research in DICTA-SIGN was that development of Web 2.0 technolo-

gies have made the WWW a place where people constantly interact with each other by 

posting information (e.g. blogs, discussion forums), modifying and enhancing other 

people's contributions (e.g. Wikipedia), and sharing information (e.g. Facebook, social 
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functions were tested via internet by end-users using one of the four project sign-

languages (LSF, GSL, DGS, GSL) thanks to the translation option. Gained results 

revealed that the Wiki is actually used equally in order to create new utterances and to 

modify existing utterances. While it would also be possible to use the Wiki interface 

key concepts in pedagogical applications or for information providing purpose in 

combination with other existing solutions like 3DSigner (www.3DSigner.fr), besides 

possible applications, the testers pointed out provided anonymity as the major 

strength of such an application. Detailed reporting on end-user evaluation of the 

DICTA-SIGN Sign-Wiki, is the subject of project deliverable D8.2: Evaluation re-

port of Sign-Wiki demonstrator
1
. 

4 Conclusion 

DICTA-SIGN has undertaken fundamental research and development in the com-

bined use of image processing and advanced computer vision techniques, statistical 

methods for continuous sign recognition with multimodal fusion and adaptation, vir-

tual human technology, sign language modelling, grammar & lexicon design and 

development as well as corpus construction. The DICTA-SIGN demonstrator focused 

on the end user’s requirements as regards human-computer interaction via sign lan-

guage. Under this light, the main aim here has been to underline the range of actions 

and interaction possibilities that are finally offered to signing users of Web 2.0, result-

ing from research work that exploits properly annotated language resources.  
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