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ABSTRACT

We present the discovery and measurements of a gravitationally lensed supernova (SN) behind the galaxy cluster

MOO J1014+0038. Based on multi-band Hubble Space Telescope and Very Large Telescope (VLT) photometry of the su-

pernova, and VLT spectroscopy of the host galaxy, we find a 97.5% probability that this SN is a SN Ia, and a 2.5% chance of

a CC SN. Our typing algorithm combines the shape and color of the light curve with the expected rates of each SN type in the

host galaxy. With a redshift of 2.2216, this is the highest redshift SN Ia discovered with a spectroscopic host-galaxy redshift.

A further distinguishing feature is that the lensing cluster, at redshift 1.23, is the most distant to date to have an amplified SN.

The SN lies in the middle of the color and light-curve shape distributions found at lower redshift, disfavoring strong evolution to

z = 2.22. We estimate an amplification due to gravitational lensing of 2.8+0.6
−0.5 (1.10 ± 0.23 mag)—compatible with the value

estimated from the weak-lensing-derived mass and the mass-concentration relation from ΛCDM simulations—making it the most

amplified SN Ia discovered behind a galaxy cluster.

Keywords: cosmology: observations — gravitational lensing — galaxies: clusters: individual (MOO J1014+0038)

supernovae: general
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1. INTRODUCTION

Gravitational lensing by massive galaxy clusters offers an amplified and magnified view of the high-redshift universe. Several

examples of supernovae (SNe) lensed by foreground clusters have been found in recent years (Goobar et al. 2009; Amanullah

et al. 2011; Nordin et al. 2014; Patel et al. 2014; Kelly et al. 2015; Rodney et al. 2015a; Petrushevska et al. 2016). Four of

these cluster-lensed SNe have been of Type Ia (SNe Ia), from which the amplification due to lensing has been determined. (Two

additional SNe Ia that were lensed by field galaxies have also been found, Quimby et al. 2014; Goobar et al. 2017; we summarize

all referenced SNe in Table 1).

The uniquely precise standardization possible with SNe Ia provides amplification information, breaking the so-called mass-

sheet degeneracy that is problematic for most shear-based lensing models, and permits independent direct tests of cluster mass

models obtained from galaxy lensing (Nordin et al. 2014; Patel et al. 2014; Rodney et al. 2015a). Lenses that produce multiple

SN images provide additional model constraints (Kelly et al. 2016a). To date the redshifts of gravitationally lensed background

SNe Ia have been at z < 1.39, a redshift range where even without lensing the complete (normal) SN Ia population can be detected

using single-orbit HST visits. In cases of stronger amplification of sources beyond the redshift reach of normal observations, tests

of SN Ia properties and rates over a larger look-back time become possible. Here we report the discovery of the most amplified

SN Ia behind a galaxy cluster ever found, with a spectroscopic host-galaxy redshift making it also the most distant.

2. DISCOVERY

The Supernova Cosmology Project’s “See Change” program (PI: Perlmutter) monitored twelve massive galaxy clusters in the

redshift range 1.13 to 1.75 using the Hubble Space Telescope (HST) Wide Field Camera 3 (WFC3) with the goals of greatly

expanding the range of the high-redshift SN Ia Hubble diagram and accurately determining high-redshift cluster masses via

weak lensing. We observed each cluster every 5 weeks for one orbit split between the UVIS F814W , the IR F105W , and

the IR F140W filters. The supernova survey was very deep; our 50% completeness for simulated SN detection was AB 26.6

in F105W + F140W (Hayden et al. in prep.); this is ∼ 1 magnitude fainter than a z = 1.75 SN Ia at maximum.1 When a

promising Type Ia supernova candidate was found, at least one extra visit was triggered and executed within 2–3 observer frame

weeks after the initial discovery. These extra visits provided better light-curve sampling, usually close to maximum light, and

frequently extended the wavelength range with the IR F160W filter.

On 2016 Feb 29 UTC, we searched images of the WISE-selected (Wright et al. 2010) massive galaxy cluster MOO J1014+0038

(z = 1.23, Decker et al. in prep.; M200 = (5.6 ± 0.6) × 1014M⊙, Brodwin et al. 2015), from the Massive and Distant Clusters

of WISE Survey (MaDCoWS; Gettings et al. 2012, Stanford et al. 2014, Gonzalez et al. 2015). We detected a red (WFC3

F140W = 25.1, F105W −F140W = 1.4 AB mag; upper limit only in F814W ) supernova at α = 153.◦52655, δ = +0.◦64041

(J2000, aligned to USNO-B1). This SN was internally designated as SN SCP16C03,2 as it was the third SN found in this

cluster field (alphabetically labeled cluster “C”) in 2016. As shown in Figure 1, the SN lies on a red galaxy having a color of

F105W − F140W = 1.5 AB mag and is located 0.′′7 from the core of this galaxy (α = 153.◦52643, δ = +0.◦64025). We

conclude that this galaxy must be the host galaxy; there are no other galaxies nearby, the light curve is incompatible with those

possible from an intra-cluster SN within MOO J1014+0038 (as discussed in Section 6), and the probability of a chance projection

is negligible (∼ 0.2%, as discussed in Appendix B).

3. SPECTROSCOPIC AND PHOTOMETRIC FOLLOW-UP

We activated ToO spectroscopic observations (PI: Hook) using X-shooter, the multi-wavelength medium resolution spectro-

graph on the Very Large Telescope (Vernet et al. 2011). Five “Observation Blocks” were taken between 2016 Mar 4-5 (UT),

yielding a total integration time of 3.8, 4.4, and 5.0 hours in the X-shooter UVB, VIS, and NIR arms, respectively. Although

the slit orientation captured both the host galaxy and the SN (shown in Figure 2), the galaxy was ∼ 4 magnitudes brighter so

only a host-galaxy spectrum could be extracted. The data were reduced to wavelength- and flux-calibrated, sky-subtracted, 2D

spectra using the Reflex software (Freudling et al. 2013). Optimal 1D-extractions were determined using a combination of cus-

tom and IRAF (Tody 1993) routines.3 The extractions used a Gaussian profile in the cross-dispersion direction, the width of

which was determined by fitting the trace in each (binned) 2d spectrum individually. These extractions were combined using the

weighted mean to create a final 1D spectrum. We corrected for telluric absorption using a model atmosphere computed by the

Line-By-Line Radiative Transfer Model (Clough et al. 1992; Clough et al. 2005) retrieved through Telfit (Gullikson et al. 2014).

Our observations were obtained at a low mean airmass of ∼ 1.15 with a NIR slit width of 0.′′9 (matching the mean seeing). The

1 When stacking all the epochs together, we reach 5σ point-source depths of 28.0 AB mag in F105W and 27.9 AB mag in F140W .
2 Nicknamed “Joseph.”
3 IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc.,

under cooperative agreement with the National Science Foundation.
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10''

0.5
00

0.750

1.250

2.000

E

N

SN SCP16C03

Figure 1. Color image of the central part of MOO J1014+0038 made with an F814W stack and the F105W and F160W data from our first

triggered HST imaging near maximum light. The inset panel uses different scaling, and incorporates only IR data (F105W , F125W , and

F160W ). The compass arrows are 1′′ in linear scale. Both panels use hyperbolic arcsine intensity scaling. In green, we show contours of our

computed lensing amplification model (in magnitudes), described in Section 8.

X-shooter NIR arm is aligned with the optical at 13,100 Å4; the atmospheric differential refraction over the NIR wavelength

range for this airmass range is < 0.′′1. For a Gaussian PSF (with FWHM 0.′′9) shifted by 0.′′1, the differential slit loss would be

2%. Thus, atmospheric differential refraction has a negligible impact on the calibration of our NIR spectrum. The host-galaxy

spectrum is shown in Figure 3. Balmer Hδ and Hβ absorption lines are clearly detected, as are the Ca H&K absorption lines.

Mg b is likely detected as well. These lines provide the main contribution to the weighted cross-correlation, as shown in the lower

panel of Figure 3, yielding a redshift of 2.2216 ± 0.0002 for the host galaxy. No emission lines were detected (see Section 5.3

for further details).

4 X-shooter user manual, Section 2.2.1.7 http://www.eso.org/sci/facilities/paranal/instruments/xshooter/doc/VLT-MAN-ESO-14650-4942 v87.pdf

http://www.eso.org/sci/facilities/paranal/instruments/xshooter/doc/VLT-MAN-ESO-14650-4942_v87.pdf
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Figure 2. Illustration of the X-shooter slit orientation and location on the SN and host galaxy.
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Figure 3. Top: Flux-calibrated, telluric corrected, de-lensed (by a factor of 2.8; see Section 7) and binned (14Å observer-frame) spectrum of

the host galaxy (red line). Gray shaded regions indicate strong atmospheric absorption. The best-fit FAST model (fit to both the photometry and

spectrum) is shown in black, convolved by the 305 km/s velocity dispersion estimated by ppxf. Prominent features identified in both spectra

are highlighted with light blue shading, and labeled; the Hα line is labeled for reference, but no prominent contribution to the cross-correlation

is detected from it. Bottom: The contribution to the weighted cross-correlation of each wavelength element of the spectrum. Regions of heavy

atmospheric absorption are properly de-weighted, and the prominent features easily identified by eye provide a confident redshift determination

of 2.2216± 0.0002.

This SN was 15′′ away from the center of a dense concentration of cluster galaxies. Our initial flux amplification estimate

was ∼ 2.2, calculated by assuming that the optical and halo center were the same, and employing a Navarro-Frenk-White dark

matter profile (Navarro et al. 1997). Based on the likelihood that this would turn out to be a highly magnified, high-redshift

SN Ia, we applied for Director’s Discretionary time on HST and were granted a three-orbit disruptive ToO to ensure a good

measurement of the SN SED. We triggered F105W , F125W , and F160W imaging from our “See Change” allocation. We did

not request HST grism spectroscopy, as the roll angle range available would not have allowed for a clean separation of the SN

and its host. In addition to our triggered followup, we obtained additional WFC3 F814W , F105W , and F140W imaging at two

more previously scheduled orbits (the cadenced search visits for discovering SNe). We also were granted Director’s Discretionary

time on VLT for imaging in the Ks band (PI: Nordin) with HAWK-I (Kissler-Patig et al. 2008) in order to extend the wavelength

range redder than is possible with HST .
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4. SN PHOTOMETRY

With a pixel size of ∼ 0.′′128, the WFC3 IR channel undersamples the PSF, making it difficult to remove underlying galaxy

light with image resampling and subtraction. In addition, this SN poses a (unusual, but not unknown) challenge, as we have no

reference (SN-free) images in F125W and F160W , necessitating interpolation of the galaxy light over the SN position. To meet

these needs, we have developed a “forward modeling” code described in Suzuki et al. (2012) and Rubin et al. (2013) and updated

for WFC3 IR in Nordin et al. (2014). This code fits each pixel as observed (flat-fielded “flt” images for WFC3 IR, CTE-corrected,

flat-fielded “flc” images for WFC3 UVIS), i.e., without resampling due to spatial alignment or correction for distortion. It does

this by creating an analytic model of the scene, convolving that model with the PSF, and fitting it to the pixel values. In all cases,

the effect on the flatfield of pixel area variations over the FoV are taken into account in order to properly account for spatial

distortion.

For the host-galaxy, our analytic model is a linear sum of an azimuthally symmetric spline (a 1D, radially varying component

that is allowed to have ellipticity) and a 2D grid to capture azimuthal asymmetries.5 To these splines, we include a model for a

point source representing the SN, with a different fitted amplitude in each epoch. As there are reference images in the cadenced

IR filters (F105W and F140W ), these can be used as a cross-check of our ability to do photometry in F125W and F160W ,

for which references are lacking. We obtain nearly identical photometry in the F105W and F140W bands with and without

modeling the reference images, although the uncertainties are smaller when including references. Testing with simulated SNe

indicates no photometric biases at the 0.01 magnitude level, and accurate uncertainties,6 even without using reference images.

There is only weak evidence for SN light in the F814W filter, as expected for such a high redshift SN Ia. The low S/N

necessitates a different treatment than the IR, where the offset between the SN and host galaxy was treated as a fit parameter. To

determine the location of the SN in the F814W images, we start by aligning the UVIS and IR exposures using TweakReg,7 and

then drizzling to a common frame using AstroDrizzle. (These resampled images are not used for the SN photometry.) Then

we perform PSF photometry on the UVIS images using the centroid transferred (using pixtopix) from that measured in the

IR images, where the SN is detected. We fit for a spatially constant background underneath the SN, incorporating both sky and

underlying galaxy. Even the core of the galaxy is only detected at low S/N in each F814W exposure, so the second derivative8

underneath the SN is small.

Bad weather allowed only one of the seven Hawk-I Ks observing blocks to be executed; 40 minutes of effective exposure time

was obtained in excellent seeing (0.′′27) enabling a measurement of the SN flux. We use the same host-galaxy model as for the

WFC3 IR data, but with the offset of the SN from the host fixed, and employing field stars to derive the PSF. We determine the

flux calibration (in AB mags) from the standard star FS19 and from the 2MASS (Skrutskie et al. 2006) magnitudes of the field

stars. Although the brightness uncertainty of 60% is too large to improve the distance measurements, the additional rest-frame

R-band coverage helped with photometric classification.

We present the resulting SN photometry in Table 2. The uncertainty in the host-galaxy subtraction in each band leads to cor-

relations between the WFC3 IR photometry measurements (in the data for each filter), so we also provide the inverse covariance

matrix in Table 3. We take the WFC3 IR zeropoints from Nordin et al. (2014), converted to AB magnitudes, which take into

account the WFC3 IR count-rate nonlinearity. For the UVIS F814W filter, we use the STScI-provided UVIS zeropoint, after

correcting the encircled energy to an infinite aperture.

5 The spline nodes were spaced less than 1 pixel (0.′′128) apart near the core for the 1D radially varying spline, and 4 pixels apart for the 2D spline. Reasonable

variations around these values returned virtually the same photometry.
6 We use constant PSFs that do not follow HST focus changes. We allow for these changes by adding 0.02 magnitudes (our measured dispersion on bright

stars) in quadrature to the fit uncertainties.
7 All of the software tools referenced here are part of DrizzlePac: http://drizzlepac.stsci.edu.
8 As the fit patch is centered on the SN, any slope in the underlying galaxy light will cancel out. Thus, only the second derivative of the light can affect the

photometry, and the second derivative at the SN location is much smaller than at the galaxy core.

http://drizzlepac.stsci.edu
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Table 2. Photometry for SN SCP16C03.

MJD UT Observation Flux (e−/s) Uncertainty Chip AB Zeropoint

HST F814W

57414.741 01-27-2016 Cadenced 0.162 0.079 2 25.146

57446.809 02-28-2016 Cadenced 0.079 0.070 1 25.146

57479.413 04-01-2016 Cadenced 0.056 0.071 2 25.146

57513.068 05-05-2016 Cadenced 0.000 0.066 1 25.146

VLT Ks

57479.051 04-01-2016 Triggered 173 102 3 30.26

HST F105W

57414.751 01-27-2016 Cadenced 0.095 0.145 1 26.235

57446.824 02-28-2016 Cadenced 0.779 0.197 1 26.235

57465.544 03-18-2016 Triggered 1.543 0.094 1 26.235

57479.426 04-01-2016 Cadenced 1.542 0.161 1 26.235

57513.081 05-05-2016 Cadenced 0.483 0.156 1 26.235

HST F125W

57462.864 03-15-2016 Triggered 3.205 0.172 1 26.210

57465.506 03-18-2016 Triggered 3.351 0.173 1 26.210

HST F140W

57414.756 01-27-2016 Cadenced 0.363 0.161 1 26.437

57446.820 02-28-2016 Cadenced 3.294 0.245 1 26.437

57479.413 04-01-2016 Cadenced 4.835 0.213 1 26.437

57513.068 05-05-2016 Cadenced 2.396 0.220 1 26.437

HST F160W

57462.909 03-15-2016 Triggered 2.673 0.176 1 25.921

57465.572 03-18-2016 Triggered 2.691 0.182 1 25.921

NOTE—Photometry measured for each band on each date. Table 3 has the weight matrices for

the WFC3 IR measurements.
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Table 3. Inverse covariance matrices for the WFC3 IR photometry.

MJD Inverse Covariance Matrix

F105W

57414.751 48.2472 −1.2956 −5.6335 −1.7874 -1.8504

57446.824 −1.2956 26.0744 −3.3404 −1.0842 -1.1516

57465.544 −5.6335 −3.3404 115.3885 −4.6158 -4.7575

57479.426 −1.7874 −1.0842 −4.6158 39.0092 -1.5386

57513.081 −1.8504 −1.1516 −4.7575 −1.5386 41.7656

F125W

57462.864 35.4715 −7.4421 · · · · · · · · ·

57465.506 −7.4421 35.0010 · · · · · · · · ·

F140W

57414.756 39.2367 −1.5114 −1.8203 −1.8066 · · ·

57446.820 −1.5114 16.7848 −0.7807 −0.9239 · · ·

57479.413 −1.8203 −0.7807 22.1654 −1.0547 · · ·

57513.068 −1.8066 −0.9239 −1.0547 20.8010 · · ·

F160W

57462.909 34.5919 −8.5948 · · · · · · · · ·

57465.572 −8.5948 32.1690 · · · · · · · · ·

NOTE—Inverse covariance matrices for the WFC3 IR photometric mea-

surements. These data are correlated (within each band) due to uncer-

tainty in the underlying host-galaxy light.
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Table 4. Host-galaxy photometry.

Instrument Filter Flux (µJy) Flux Uncertainty (µJy)

OSIRIS g′ 0.19 0.03

OSIRIS r′ 0.37 0.06

OSIRIS i′ 0.55 0.10

WFC3 F814W 1.06 0.20

WFC3 F105W 3.66 0.08

WFC3 F125W 8.72 0.32

WFC3 F140W 15.05 0.08

WFC3 F160W 20.79 0.44

Hawk-I Ks 32.09 1.12

IRAC CH1 57.1 1.7

IRAC CH2 63.8 1.7

NOTE—Measured host-galaxy fluxes in the HST and GTC imag-

ing. We scale to µJy (AB zeropoint of 23.9).

5. HOST GALAXY PROPERTIES

In this section, we present our measurements of the host-galaxy properties from spectroscopy and imaging, and summarize the

evidence that the galaxy is old for its redshift and therefore lacking significant star formation in Section 5.5.

5.1. Host-galaxy Photometry

We perform photometry of the host galaxy on aligned, stacked (SN-free) images using SEP 9 To minimize contamination by

light from the nearby galaxies, we use an elliptical aperture set to 1.2 times the Kron radius (Kron 1980).10 In addition to the

HST WFC3 photometry, we use archival Spitzer IRAC CH1 and CH2 data (Gonzalez et al. in prep.), and we obtained bluer g′, r′

and i′ photometry of the host with the OSIRIS instrument at the Gran Telescopio Canarias (GTC). We determine the zeropoints

of this photometry using an SDSS star in the GTC field of view (both the star and galaxy are measured with the same elliptical

aperture). We present the host-galaxy photometry in Table 4.

5.2. Host Age, Star-formation Rate, and Mass from SED Fitting

While SED fitting to broadband photometry has a well-known degeneracy between age, dust, and metallicity (e.g. Bell & de

Jong 2001), the X-shooter spectrum has many absorption features that can help break that degeneracy. To simultaneously fit the

spectrum and the photometry, we use FAST (Kriek et al. 2009).

We calibrate the X-shooter spectrum to the de-lensed HST photometry in bands F125W , F140W , and F160W by integrating

the de-lensed X-shooter spectrum over these filters; we find a multiplicative factor of 1.5 in flux is required to match the HST

photometry. We then bin the X-shooter spectrum to 5 Å. We use the high-resolution stellar population synthesis models included

with FAST, performing a fit using both Bruzual & Charlot 2003 (BC03) and Conroy et al. 2009 (FSPS) models, and averaging

the two results (they agree extremely well). We use the Chabrier IMF (Chabrier 2003), with a delayed-exponential star-formation

history and the default ‘kc’ parameterization of the dust attenuation curve (Kriek & Conroy 2013). We first fit to a coarse grid,

then progressively fit to a finer grid near the best-fit region of parameter space to better estimate uncertainties. Note that FAST

does not model emission lines. FAST returns a χ2 of 1385 for 2182 degrees of freedom for the BC03 models, and χ2 of 1414 for

2179 degrees of freedom using the FSPS models. The final uncertainties are estimated using the FAST Monte Carlo simulation

option, sampling 1000 times. The best-fit model and derived parameters are presented in Table 5 and the model spectrum is shown

9 SEP is a Python implementation of SExtractor Bertin & Arnouts https://sep.readthedocs.io
10 The major and minor radii are 1.′′19 and 0.′′83, respectively.

https://sep.readthedocs.io
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Figure 4. In blue, we show cutouts of the spectral regions for [OII] (left panel) and Hα (right panel). No emission lines are detected in either

region. In black, we show the best-fit FAST template, convolved to the ppxf velocity dispersion of 305 km/s. In red, we show the best-fit [OII]

(left panel) and Hα (right panel) contribution.

overlaid on the X-shooter spectrum in Figure 3. The best-fit composite-stellar-population template has an age of 1.60± 0.1 Gyr;

as the age of the universe at z = 2.22 is only 2.96 Gyr, the implied formation redshift is zform ∼ 4.5. The galaxy is very

massive, with a stellar mass of 11.08 ± 0.02 M⊙, and it has a low SFR of 0.4 ± 0.2 M⊙/yr (averaged over the prior 30 Myr)

given its mass. The FAST star-formation history model indicates that 99.94% of all stars expected to ever form have already

formed in this galaxy. FAST finds little dust, with a mean AV = 0.3± 0.08. We assume a two-component dust model of Charlot

& Fall (2000) where the dust optical depth for older stars is 0.3 times the optical depth for young (i.e., < 10 Myr) stars. This

implies AV ∼ 1.0 ± 0.27 mag for any young stellar component. The age measurement is sufficiently precise to contribute a

cosmochronometry measurement and thereby help constrain cosmological parameters (e.g., Jimenez & Loeb 2002; Stern et al.

2010; Moresco et al. 2012).

5.3. Emission-line measurement of the Star-Formation Rate

We measure equivalent widths from the spectral extractions centered on the core of the galaxy (shown in Figure 4). The region

around [OII] and Hα are modeled with the sum of the best-FIT FAST SED model (convolved to the ppxf velocity dispersion of

305 km/s) and Gaussian emission. We fix the emission component to have a velocity dispersion of 305 km/s. For [OII], we use

two Gaussians, with the relative amplitude fixed to 0.74 for the 3726Å component and 0.26 for the 3729Å one.

We find a [OII] λ3727 Å rest-frame equivalent width of EW([OII]) = 1.5+3.0
−2.8 Å, as shown in Figure 4. We see no evidence of

[OIII] λ5007 Å emission; a nearby strong night sky line residual prevents us from measuring this spectral region. After correcting

for the stellar Balmer absorption predicted by the FAST SED fit, we measure Hα having EW(Hα) = 1.1+1.9
−1.7 Å. These weak

emission line equivalent widths point to a low SFR per unit stellar mass.11

Using the X-Shooter calibration discussed in Section 5.2, and correcting for extinction, we convert our Hα equivalent

width to a line luminosity of L(Hα) = 2.4+4.1
−3.7 × 1041 ergs/s.12 We then convert to a star formation rate using Ṁ =

5.45 × 10−42 L(Hα) (M⊙/yr)/(erg/s) from Calzetti et al. (2010), resulting in Ṁ = 1.3+2.3
−2.0 M⊙/yr. The Hα and SED-fit star-

formation rates agree well, within 0.4σ. At low SFR, OII emission can be badly contaminated by emission from post-AGB

stars (e.g., Belfiore et al. 2016). If there were no such contamination, the derived SFR would be 9+20
−17 (M⊙/yr)/(erg/s), using the

conversion Ṁ = 2.65×10−41 L(OII) (Meyers et al. 2012) and our FAST SED extinction-corrected [OII] λ3727 Å luminosity of

L([OII]) 3.3+7.6
−6.2×1041 M⊙/yr)/(erg/s). This SFR estimate is consistent with the others (although with much larger uncertainties).

However, we do not use it to estimate the SFR for this host. Likewise, while [OIII] λ5007 Å is usually present when there is star

formation, it is a poor SFR indicator due to its strong dependence on metallicity and the hardness of the stellar UV spectrum.

5.4. Profile Fitting

11 As a cross-check, we also perform an extraction centered at the SN location, using the same extraction profile weighting as derived for the galaxy extraction.

This location is not fully independent, as it is 0.′′7 offset from the core, and the seeing was about 0.′′9. For this more local measurement, we marginalize the width

of the emission component from 30 to 300 km/s (with a flat prior in this range) and the velocity offset (with a Gaussian prior of 300 km/s), as it may be localized

in the galaxy. We again find no evidence of emission.
12 The cosmology does not matter much here, but we use a flat ΛCDM cosmology with Ωm = 0.3089 (Planck Collaboration et al. 2015). Note that we

also must account for possible additional extinction of the Hα region compared to the older stars in the rest of the galaxy, see Section 5.2. We thus use AV =

1.0± 0.27, rather than the FAST result of 0.3± 0.08.
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Figure 5. Host galaxy photometry and spectrum with the best-fit FAST model. The HST photometry was used for flux calibration of the

X-shooter spectrum. The best-fit FAST model for both BC03 and FSPS templates is a massive galaxy with low SFR 0.4± 0.2 M⊙/yr. The age,

SFR timescale parameter τ , and rest-frame U − V and V − J colors (well-constrained by the GTC, HST, and Spitzer photometry) all imply a

quiescent galaxy; with an age that is 10 times the e-folding timescale of the best fit stellar population model, 99.94% of stars expected to ever

form in this galaxy have already formed.

We also measure the surface brightness profile of the host galaxy. We fit the F140W imaging, as it is close to rest-frame B-

band. To determine the central profile given the undersampled imaging, we again use a forward-model approach. We model the

observed pixels (without resampling) of nine dithers (from SN-free epochs) with a Sérsic profile (Sérsic 1963) convolved with the

PSF (the same PSF as for the SN photometry). We marginalize over the amplitude, half-light radius, ellipticity, and orientation13.

The galaxy is fit well by this simple model, with no evidence of an on-core point source (or variability) which might imply a

central AGN (see Figure 6). We find a Sérsic index of 2.8 ± 0.1, and a de-magnified half-light radius of 0.679 ± 0.017 kpc.

In combination with the total stellar mass, this implies central density of log10Σ (M⊙/kpc
2) = 10.62 ± 0.02, as summarized in

Table 5.

5.5. Host Galaxy Summary

All host parameters point to the host galaxy being a massive quiescent galaxy. The velocity dispersion from the spectrum and

the stellar mass from SED fitting provide joint confirmation of a high mass, while the SED fit to the spectrum and photometry

provides a strong constraint on low SFR, reinforced by lack of evidence for emission lines in the spectrum. The derived specific

SFR of log10(sSFR) = −11.48+0.17
−0.30 qualifies this galaxy as being in a stage of quiescent star-formation, as defined by the

mass-doubling criterion of Feulner et al. (2005) or the log10(sSFR) < −11 criterion of Domı́nguez Sánchez et al. (2011). The

10 star-formation e-folding times that have passed reinforces this conclusion. The structure of the host galaxy – its moderately

13 Marginalizing over the ellipticity also has the effect of making the fit less sensitive to lensing shear.
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Table 5. SCP16C03 Host-galaxy Properties

Quantity Value Notes

EW(OII 3727) (Å) 1.5+3.0
−2.8

EW(Hα) (Å) 1.1+1.9
−1.7 corrected for stellar absorption

Emission line SFR (M⊙/yr) 1.3+2.3
−2.0 corrected for FAST AV

Galaxy SED SFR (M⊙/yr) 0.4± 0.2 from FAST SED fit – integrated over past 30 Myr

log10(M/M⊙) 11.08± 0.02 from FAST SED fit

log10(Specific SFR (1/yr)) −11.48+0.17
−0.30 derived from best-fit FAST SED

age (Gyr) 1.60± 0.1 age of universe 2.96 Gyr at z = 2.2216

τ (Gyr) 0.16± 0.02 SFR ∝ te−t/τ

AV 0.3± 0.08 using ‘kc’ dust parametrization in FAST

(U − V )AB 1.74 rest-frame U − V derived from best-fit FAST SED

(V − J)AB 0.9 rest-frame V − J derived from best-fit FAST SED

σ (km/s) 305± 42 velocity dispersion measured with ppxfa

n 2.8± 0.1 Sérsic index from forward model

reff (arcsec) 0.′′225± 0.006 half-light radius from raw pixels; not de-magnified

reff (kpc, de-mag) 0.679± 0.017 half-light radius in kpc, de-magnified by 2.8×

log10Σ (M⊙/kpc
2) 10.62± 0.02 derived compactness

aCappellari & Emsellem (2004); Cappellari (2017)

high Sérsic index, small reff , and high central density – is also consistent with other massive quiescent galaxies found at similar

redshifts (Muzzin et al. 2012; van der Wel et al. 2014; Newman et al. 2015; van Dokkum et al. 2015; Barro et al. 2017).

At these high-redshifts it has become standard practice to define quiescence photometrically, based on the statistical separation

of galaxies in rest-frame U − V versus V − J (the UV J diagram; Williams et al. 2009; Brammer et al. 2011) into a red, dead

“clump” and a star-forming “track” derived using the UV+IR SFR. Spectroscopic follow-up has confirmed that the UV J diagram

selects older, quiescent galaxies efficiently (Whitaker et al. 2013). In this space, dusty star-forming galaxies move along a track

that is perpendicular to the separation between the quiescent clump and the star-forming track (Williams et al. 2009; Brammer

et al. 2011). Movement from the star-forming track to the quiescent clump is well-described by passive stellar evolution (Williams

et al. 2009). The unpopulated region between the quiescent clump and the star-forming track is known as the the “green valley”;

it is not yet established whether these galaxies represent a short-lived (and dusty) evolutionary path from the star-formation main

sequence to the red sequence of galaxies, or are merely the overlapping tails of two distinct populations with measurement scatter

(see e.g. Pandya et al. 2017, for a review). Regardless, the U − V and V − J colors of the galaxy place it firmly in the quiescent

regime according to the UV J classification scheme (see Table 5 and e.g. Brammer et al. 2011).

The lack of emission lines that trace star-formation, the low specific SFR and stellar extinction, the red color of the SED from

rest-frame U to J , and estimates of morphology from the imaging combine to strongly imply a quiescent galaxy, and not a dusty

star-forming galaxy.14 Of course very sharp-edged dust structures, such that the affected stars contribute negligibly to the light

and associated extinction we do detect, could hide more stellar mass and star formation. Such dust would also be required to

preserve the smooth structure of this galaxy. In this particular case, such a contrived means of hiding significant stellar mass is

especially unlikely since this galaxy is already on the steeply falling segment of the galaxy luminosity function. For instance,

if half the stellar mass were hidden, the 2.0 < z < 2.5 galaxy luminosity function (e.g. Davidzon et al. 2017) predicts a 65×
lower incidence per unit volume for the resulting galaxy. We also cannot rule-out a situation in which the specific line of sight for

14 In Appendix A, we evaluate the feasibility of a starburst component added to the best-fit FAST model, finding the scenario to be unlikely, and with only a

small amount of obscured star-formation allowed.
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Figure 6. The radial brightness profile of the host galaxy (black points), with the best-fit 2D Sérsic model (red points). The scatter in the best-fit

Sérsic model is a combination of the elliptical galaxy plotted in radial coordinates, and the asymmetric WFC3 IR PSF. The galaxy is well-fit by

the 2D Sérsic profile, with a best-fit Sérsic index of 2.8± 0.1 and a half-light radius of 0.′′225± 0.006. The galactocentric radius at which the

SN occurred is indicated by a vertical blue line at 0.′′7.

this SN has much less dust, thereby escaping these constraints from host galaxy properties. But such a finely-tuned case seems

unlikely, and is unnecessary to explain our observations, as the following section will make apparent.

6. SN PHOTOMETRIC CLASSIFICATION

It was not possible to obtain a spectrum of the SN itself, so we use our photometry, host-galaxy redshift, and host-galaxy

star-formation rate to ascertain the SN type. The major types we wish to distinguish are SNe Ia and CC SNe. Within each of

these are subtypes: SNe II and SNe Ibc among the CC SNe, and normal and abnormal subtypes among the SNe Ia. In order

to arrive at an estimate for the probability of each SN type to be the type for SN SCP16C03, we must take into account several

factors. The first is the average relative likelihood for each (sub)type, Ltype, derived using the light curve fits. Then, we need an

estimate of the a priori SN Ia fraction, fIa, for the specific host of SN SCP16C03. An estimate of the a priori relative incidence

of the normal vs abnormal subtypes for SNe Ia and the SN II and SN Ibc subtypes for CC SNe that correspond to our light curve

templates is also needed. The product of fIa with these subtype apportionments gives the a priori expectation, ftype, for each

type of template. These can then be combined to give the probability of each (sub)type based on our measurements:

Ptype =
ftype Ltype/LIa

∑

ftype Ltype/LIa

(1)

6.1. Light-curve likelihoods

Quantitative photometric typing is made more challenging by the limited signal-to-noise, wavelength coverage, and phase

coverage of our light curves. Similarly to the photometric typing efforts performed for other high-redshift SNe (Rodney et al.

2012; Jones et al. 2013; Nordin et al. 2014; Patel et al. 2014; Rodney et al. 2015a), as well as the Photometric Supernova
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Figure 7. Top left panel: histogram of relative likelihoods from the light curve fits to the templates of each type of SN. The likelihoods are scaled

so that the template with the highest likelihood has a value of 1. The histogram is normalized such that the area for each type of SN matches

the relative rates expected in this galaxy (Section 6). This histogram indicates that, although there are two CC templates with a reasonable fit to

the light curves, there are many more that are poor fits and thus the probability that SN SCP16C03 is a SN Ia is high. Light-curve panels: the

best-fit for the SN Ia templates (top right), the SN II templates (middle left), and the SN Ib/c templates (middle right). In the bottom panels, we

show how SN SCP16C03 compares to the template library in both color (bottom left: the F105W −F125W and F125W −F160W colors at

the epoch with all three) and decline rate (bottom right: the decline between the last two epochs in F105W and F140W ). Each point plotted is

from the best-fit (i.e., best-fit amplitude, date of maximum, and extinction) of one of the SN templates (for display purposes, we show as many

SNe Ia realizations as CC templates, although most SNe in the host galaxy are SNe Ia). The black contours show the 68% confidence intervals

from our measurements of SN SCP16C03. The blue squares represent SNe Ia templates inside both contours; the cyan squares represent SNe Ia

outside of at least one contour. The consistency of SN SCP16C03 with the SN Ia distribution is evident. There are no CC SNe in both contours.

The red dots represent CC SNe matching the colors, the orange stars represent CC SNe matching the observed declines, and the brown triangles

represent CC SNe matching neither colors nor declines.
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Identifier (Sako et al. 2011), we fit the photometry with a range of templates to compare light curve shape and color. Non-

parametric methods have shown comparable promise (e.g., Kessler et al. 2010; Lochner et al. 2016), but better temporal sampling

than available here would be necessary to implement these.

The core-collapse templates are taken from SNANA (Kessler et al. 2009), some of which are described in Gilliland et al. 1999,

Nugent et al. 2002, Stern et al. 2004, Levan et al. 2005, and Sako et al. 2011, and are implemented in sncosmo15. When multiple

versions of the same non-Ia template are available, we conservatively take that with the lowest χ2 (giving that non-Ia SN template

the highest probability of matching). We do not expect the CC template set to be complete for several reasons. Typically, the

absolute magnitudes of CC SNe are fainter than those of SNe Ia (Richardson et al. 2014), so proportionately fewer are found.

Furthermore, the CC SNe that are discovered are less likely to be followed up (because they are not as cosmologically useful).

For the SN Ia templates, we construct a random sample with the latest version (SALT2-4) of the Spectral Adaptive Lightcurve

Template model (Guy et al. 2007; Mosher et al. 2014) (SALT2 is described more in Section 7), with Gaussian distributions of

the light-curve shape parameters x1 and c, centered at zero and having dispersions of 1 in x1 and 0.1 in c. Because SALT2 is

a parameterized model, we use it to simulate a distribution of SNe Ia. We also include the Hsiao et al. (2007) SN Ia spectral

template, the Nugent et al. (2002) templates for normal and underluminous SN 1991bg-like SN Ia subtypes, and the Stern et al.

(2004) template for the overluminous SN 1991T-like SN Ia subtype. SALT2 does not mimic the SN 1991bg-like and SN 1991T-

like subtypes well, so we separately keep track of those subtypes. The templates of normal SNe Ia from Hsiao et al. (2007) and

Nugent et al. (2002) are only used as a cross-check of our SALT2 results.

Next we fit the templates to the data. We leave the date of maximum and normalization (i.e., luminosity) fully unconstrained.

As the unreddened colors of the templates are unknown, it is necessary to allow the relative extinction between SN SCP16C03

and the SN used to determine the template colors to vary between positive and negative values. We achieve this using a broad,

double-sided exponential prior having a scale length of 0.2 in E(B − V ). As RV cannot be constrained by the data, we fix it to

the Galactic value of 3.1 (e.g., Schlafly et al. 2016) for all SN types). It is also necessary to account for the fact that the parameter

space is sampled with only a finite number of templates. As with previous work (Rodney & Tonry 2009), we add 0.15 magnitudes

uncertainty in quadrature with each photometry point to address this.

The three best-fitting templates (with a spread in log-likelihood of just 0.2) are the SALT2 SN Ia template (close to the mean

of the x1 and c distributions), the Nugent template for SN 1991T-like SNe Ia, and an SDSS SN II (SN 2007md). Encouragingly,

the best-fit SALT2 template has a χ2 of 8.7 for 8 DoF (including the SALT2 model uncertainties, but not the 0.15 magnitude

uncertainty floor). Other templates with a best-fit likelihood within a factor of 20 of the SN Ia template are the Nugent SN Ia

template, an SDSS SN Ib/c template (SN 2006fo), and the Hsiao SN Ia template.16

From the light curve fits we obtain relative likelihoods of LIa 91T/LIa = 2.67, LIa 91bg/LIa = 0, LIbc/LIa = 0.05, and

LII/LIa = 0.07. The highest likelihood (best-fit) points in normal SN Ia parameter space are slightly higher than for the

SN 1991T-like template, but the average likelihood for the normal SNe Ia population is lower due to points with extreme x1 or

c values, i.e., those that do not match the data well. Because the likelihood for the SN 1991bg-like template is so remote, we do

not consider this subtype further.

It is worth noting that the two CC SNe are & 2 magnitudes fainter in absolute magnitude than any reasonable value for

SN SCP16C03 (we discuss the lensing amplification in Section 8), so our typing analysis is very conservative since absolute

magnitude is not included in the evaluation (see Appendix A). However, we do not have enough templates derived from CC SNe

in the same absolute magnitude range as SNe Ia, so we include these fainter CC SNe for now.

6.2. The intrinsic fraction of SNe Ia

The next ingredient for computing an overall probability of being a SN Ia is an estimate of the relative rates of CC SNe and

SNe Ia in the host galaxy. We follow Meyers et al. (2012) and estimate the intrinsic SN Ia fraction, i.e., without imposing any

detection limit. Starting from relations for the relative rates of SNe Ia17 and CC SNe18, based on SFR and stellar mass, along with

our measurements of these properties — log10 (M/M⊙) = 11.08± 0.02 and Ṁ = 0.4± 0.2 M⊙/yr from Table 5 of Section 5 —

our estimated fraction of SNe Ia is

15 http://sncosmo.readthedocs.io
16 Interestingly, despite its large uncertainty, the Ks measurement has sufficient constraining power to disfavor a single SN Ib/c template (that would be

otherwise compatible with the bluer HST data for an extinction in excess of 0.5 mag E(B−V )); we show the remaining SN Ib/c light-curve template that is not

disfavored in Figure 7.
17 Here, we use the “prompt-and-delayed” model, in which the SN Ia rate is modeled as a linear combination of stellar mass and star-formation rate (Scanna-

pieco & Bildsten 2005; Mannucci et al. 2006). We use coefficients from the Sullivan et al. (2006) analysis. We note that the Sullivan et al. (2006) coefficients

are applied to the SFR averaged over the previous 500 Myr, rather than the instantaneous SFR. As the SFR was higher in the past for this galaxy, our procedure

conservatively underestimates the SN Ia rate associated with star formation. We note that the SN Ia rate is dominated by the mass component for either SFR

averaging time period, so our results are insensitive to this choice. In any case, this is a simple approximation to the true delay-time distribution, which is close

to t−1 (see the review of Maoz & Mannucci 2012). As an alternative, we also use the host-galaxy age and stellar mass with a t−1 delay-time distribution

(normalized as in Rodney et al. 2014), finding a somewhat higher SN Ia rate. We use the prompt-and-delayed rate to be conservative.
18 Assuming a Salpeter IMF (Salpeter 1955) with all stars from 8 to 40 M⊙ forming CC SNe, there will be 6.8× 10−3 CC SNe per M⊙ of formed stars. This

assumption is a reasonable match to observed CC rates and the cosmic star-formation history (Madau & Dickinson 2014; Strolger et al. 2015).

http://sncosmo.readthedocs.io
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f Ia=

[

1 +
RCC

R Ia

]−1

=

[

1 +
6.8× 10−3 Ṁ

5.3× 10−14 M+ 3.9× 10−4 Ṁ

]−1

(2)

=

[

1 +
0.0028 yr−1

0.0065 yr−1

]−1

= 0.70

Thus, we expect that 70% of the SNe exploding in this host galaxy at the epoch when SN SCP16C03 was observed will be

SNe Ia. We note that f Ia as calculated here is essentially independent of the assumed amplification, as both the SFR and stellar

mass have the same scaling with amplification and thus it cancels out of Equation 2. Moreover, these rates integrate over all SNe,

regardless of their luminosity, and amplification can not change the intrinsic ratio. We further note that f Ia does not depend on

the spatial distribution of star formation in the host galaxy. For example, if there is 0.4± 0.2 M⊙/yr of star formation occurring

in a satellite galaxy, then 70% of the SNe in the combined system will still be SNe Ia. Because all SNe are included, and because

most CC SNe are fainter than most SNe Ia, this calculation of f Ia will be lower than the actual observed SN Ia fraction.

In Appendix A we perform an analysis in which typical SN luminosity distributions, and the detection efficiency of our survey,

are included, as well as allowing for an extra starburst component added to the old stellar population from the best-fit FAST

model. We address whether enhanced star-formation obscured by dust at the SN location, in combination with amplification by

MOO J1014+0038, could enhance the observed fraction of CC SNe, concluding that for realistic amounts of amplification, it

does not.

Since photometric typing is the primary means by which large upcoming SN cosmology surveys plan to obtain large numbers

of SNe Ia, it is worth noting that fIa could go as low as 0.05 for an extreme starburst in a low-mass host galaxy. Thus, this prior

can significantly alter photometric classification probabilities across the full range of SN Ia host galaxies.

6.3. The intrinsic fraction of subtypes within each major type

The final ingredient required for photometric classification of SN SCP16C03 is the relative incidence in nature of the subtypes

— normal SN Ia and SN 1991T-like subtypes among SNe Ia, and SN II and SN Ibc among CC SNe — corresponding to the light

curve template categories that we use. We take a ratio of 3-1 for SNe II to SNe Ib/c (Li et al. 2011). We therefore apportion the

CC fraction, (1 − f Ia), into 0.75 (1 − f Ia) for SNe II and 0.25 (1 − f Ia) for SNe Ibc. In volume-limited nearby samples, 3%

of SNe Ia are pure SN 1991T-like (Scalzo et al. 2012; Silverman et al. 2012). Another 5% of nearby SNe are SN 1999aa-like

(Silverman et al. 2012) while at high redshift we derive a SN 1999aa-like fraction of 1–3% from Balland et al. (2009). However,

SN 1999aa-like SNe are only marginally overluminous, and so these can be treated with the other normal SNe. We therefore

apportion f Ia into 0.03 f Ia for SN 1991T-like and 0.97 f Ia for normal SNe Ia (i.e., also excluding SN 1991bg-like or SN 2002cx-

like SNe Ia). Although these subtype fractions are derived at low redshift and may be different at z = 2.22, the assumed values

do not strongly affect the classification as a SN Ia. Thus, our estimated fractions of each type of SN, ftype, are: fIaNormal = 68%

for normal SN Ia, fIa 91T = 2% SN 1991T-like SN Ia, fII = 22% SN II, and fIb/c = 7% SN Ib/c.19

6.4. SN classification results

Combining the likelihoods from the light-curve fitting, with the product of the fraction of SN types in nature and the SN Ia

fraction from the host-galaxy properties, we obtain our estimates of the overall probability of each type. Equation 1 gives a 90.1%

chance that SN SCP16C03 is a normal SN Ia, a 7.4% chance it is a SN 1991T-like SN Ia, a 0.5% chance it is a SN Ib/c, and

a 2.0% chance of it is a SN II. This analysis is summarized in the top left panel of Figure 7, which shows the highest (best-fit)

relative likelihood for each template. The total probability that SN SCP16C03 is a SN Ia is P (Ia) + P (Ia 91T) = 97.5%. As

a final (unlikely) possibility, in Appendix B we evaluate the probability that the SN is merely projected onto the nominal host

galaxy, rather than being hosted by it, and find it to be negligible.

7. LIGHT-CURVE PARAMETERS AND AMPLIFICATION MEASUREMENT

To compute an amplification estimate, and locate SN SCP16C03 in the lower-redshift light-curve parameter distributions, we

fit the photometry in Table 2 with the SALT2 light-curve fitter. SALT2 fits a rest-frame model to the observer-frame photometry,

19 The fractions here add up to 99% because they are rounded, but the final probability is precisely normalized in Equation 1.
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extracting a date-of-maximum, amplitude (scaled by the inverse squared luminosity distance and typically quoted using a rest-

frame B-band magnitude, mB), light-curve shape (x1), and color (c). We find tmax = 57474.6 ± 1.4 MJD, mB = 26.067 ±

0.041 mag, x1 = 0.54 ± 0.60, and c = 0.039 ± 0.051. Our light-curve fit parameters are consistent with the center of the

low-redshift x1 and c distributions, disfavoring strong evolution in the population mean of these parameters.20 This test would

have been difficult to perform with unlensed SNe in this redshift range due to selection effects (the 50% completeness limit at

this redshift for unlensed SNe is about −19.1, similar to the median absolute magnitude of SNe Ia; Rodney et al. 2015b, Hayden

et al. in prep.) and the difficulty of photometrically typing SNe ∼ 1 magnitude fainter than the amplified SN SCP16C03.

In many previous analyses, linear shape and color standardization has been employed (Tripp 1998), i.e.,

µB = mB + α x1 − β c−MB (3)

where α and β are the slope of the shape and color standardization relations, and MB is the absolute B-band magnitude. Here

we assume H0 = 70 km s−1 Mpc−1, but it drops out of the final analysis of the amplification.

We take our values of the standardization coefficients, α = 0.141, β = −3.101, from Betoule et al. (2014). Evidence is steadily

increasing that the x1 and c relations are not linear; at a minimum, broken-linear relations are more accurate (Amanullah et al.

2010; Suzuki et al. 2012; Scolnic et al. 2014; Rubin et al. 2015; Scolnic & Kessler 2016; Mandel et al. 2016). For simplicity,

we use linear relations here, as this SN is close to the center of both the x1 and c distributions, so applying non-linear relations

makes little difference. The observed absolute magnitude has a weak dependence on host-galaxy stellar mass (Kelly et al. 2010;

Sullivan et al. 2010), but this relation may be partially driven by progenitor age, and thus would weaken with redshift as young

progenitors will dominate galaxies of both high and low stellar mass (Rigault et al. 2013; Childress et al. 2014). However, the lack

of detectable emission lines in the host of SN SCP16C03 decreases the likelihood that it arose from a young progenitor system.

Although most of the likelihood for our galaxy is in the high-mass category (> 1010 M⊙), we split the difference in MB , taking

the average of the two host-mass categories (for a value of −19.085), and allocating half of the difference as uncertainty (0.035

magnitudes). We assume 0.12 magnitudes of “intrinsic” dispersion in the absolute magnitude of high-redshift SNe Ia (Rubin

et al. in prep.). We also consider the various WFC3 IR systematic uncertainties highlighted in Nordin et al. (2014): count-rate

nonlinearity, flux-dependent PSF, SED-dependent PSF, and the uncertainty in the CALSPEC system (Bohlin 2007; Bohlin et al.

2014). We evaluate the impact of each systematic uncertainty on the distance modulus by varying each one and refitting the SN

distance. We then include these differences in the quadrature sum for the total distance uncertainty.

In order to complete the amplification measurement, we need an estimate of the distance modulus (in the absence of lensing).

One method for obtaining this is to compare against a sample of unlensed SNe at similar redshifts (Patel et al. 2014; Rodney

et al. 2015a), but no such sample exists for SN SCP16C03. We thus compute the estimated amplification by comparing the SN

distance modulus estimate with a cosmological model. We take Ωm = 0.3089 from Planck Collaboration et al. (2015) (including

all cosmological datasets), and for simplicity we assume a flat ΛCDM cosmology, but we use a large ±0.03 Gaussian uncertainty

on Ωm. This yields a predicted distance modulus of µ = 46.219 ± 0.057, again for H0 = 70 km s−1 Mpc−1 (as noted above,

H0 drops out of the analysis). As the uncertainty on our measured distance modulus is much larger than the uncertainty on

this prediction, the impact of our assumptions is minor. We obtain a distance modulus estimate of 45.11 ± 0.22 mag, and an

amplification estimate of 1.10 ± 0.23 mag, with almost all of the measurement uncertainty (0.22 mag) statistical, and not from

the cosmological model or systematic uncertainties.

8. AMPLIFICATION INTERPRETATION

As noted in Nordin et al. (2014), we can either test a lensing-derived model with the measured supernova amplification, or

improve the lensing-derived model by including our amplification measurement. For the moment, we choose the former, com-

paring against the weak-lensing (WL) measurements of Kim et al. (in prep.), which are derived independently from this analysis.

That analysis is based on galaxy shear measurements from the F105W and F140W imaging data; the total exposure time of

each filter exceeded 16,000 s at the time of the analysis. The PSFs are modeled separately using globular cluster observations

originally planned for the WFC3 on-orbit calibration. We measure a galaxy shear by fitting a PSF-convolved elliptical Gaussian

profile to a galaxy image. After verifying the consistency of the results from both filters, we optimally combine the two shear

measurements and create a single source catalog. The redshift distribution of the source population is estimated by utilizing the

publicly available UVUDF photometric redshift catalog (Rafelski et al. 2015). Because of the limited angular scale, we assume a

20 In order to quantify this, we have to subtract the measurement uncertainties. When we do this assuming a split-normal distribution (https://github.com/

rubind/salt2params), we find that SN SCP16C03 is at the 64 ± 20th percentile in x1, and the 67+16
−22th percentile in c. If the (mild) evidence for SN light in

the epoch before the detection is real, the rise-time is ∼ 20 days in rest-frame B-band. This is slower than average for a SN Ia, but still within the observed

distribution (Hayden et al. 2010).

https://github.com/rubind/salt2params
https://github.com/rubind/salt2params
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mass-concentration relation of Duffy et al. (2008) in our mass estimation of the cluster while fitting an NFW profile to tangential

shears.

Given that the contours of the WL shear map appear to be reasonably smooth, we assume spherical symmetry for the cluster. We

use Monte-Carlo methods to derive the predicted amplification at the location of the SN image, assuming Gaussian constraints on

the centroid of the cluster and the virial mass, and find 0.61+0.20
−0.16 mag. This value is compatible at 1.6σ with the SN amplification

measurement (assuming that the uncertainty on the difference is the quadrature sum of the amplification uncertainties). We note

that a concentration of bright cluster galaxies lies slightly to the west of the lens center determined from weak lensing analysis.

Their proximity to the SN may boost its amplification. We show contours of the full map (from the median of the Monte-

Carlo samples) in Figure 1. We have also used the amplification determined from the SN observations to try to estimate the

concentration parameter, c200. While at the current level of observation it is not possible to place strong constraints on the

concentration, the inferred value for c200 is consistent with N-body simulations based on ΛCDM at z = 1.23.

In previous work with high-redshift SNe, (e.g., Suzuki et al. 2012; Rubin et al. 2013; Nordin et al. 2014), we were able to make

use of “blinded” analyses, in which the results are hidden until the analysis is finalized (e.g., Conley et al. 2006; Maccoun &

Perlmutter 2015). In those works, we were able to blind both the final photometry and the final typing, as both improved over the

course of the analysis. In our analysis of SN SCP16C03, we approached the photometry and typing with a mature pipeline, and

made the decision to trigger followup based on this pipeline. Those results cannot be taken to be blinded, although we know of

no biases that were introduced. By contrast, the lensing comparison was only conducted after the rest of the analysis was frozen

and is thus fully blinded.

9. SUMMARY

We present our discovery and measurements of a lensed SN with a host-galaxy redshift of 2.22. The light curve of this SN

most closely matches a SN Ia, in both shape and color; there are only two known core collapse templates within a factor of 20

of the best fit SN Ia likelihood (and with both of these requiring an additional two magnitudes of amplification to match the

absolute magnitude of SNe Ia). We determine a robust host galaxy redshift of 2.2216 ±0.0002, from a VLT X-shooter spectrum

displaying multiple absorption features. Measurements of the spectrum, SED fitting of the spectrum and broadband photometry

(from the rest-frame UV to J band), and measurement of the surface brightness profile consistently demonstrate a massive, low-

SFR host galaxy. When combined with observational constraints on SN rates, the low-SFR environment implies that most of the

SNe in this galaxy are expected to be SNe Ia. When considering the likelihoods from the light curve fits to all SN subtypes, this

leads to a 97.5% probability that this exceptional event is a SN Ia. This makes it the highest redshift SN Ia with a spectroscopic

redshift and the highest redshift lensed SN of any type. Using the conventional SN Ia standardization relation and assuming a

Planck Collaboration et al. (2015) cosmology, we estimate the SN amplification is 2.8+0.6
−0.5 in flux (1.1 mag), making this the most

amplified SN Ia discovered behind a galaxy cluster to date. We estimate only a 10% chance of finding a SN Ia at or beyond this

redshift (using the high-redshift SN rate model in Rodney et al. (2014) up to z = 3) at least this close to the center of one of our

clusters (thus allowing it to be lensed), making this an exceptional discovery. The light-curve parameters of SN SCP16C03 are

close to the mode of the population distribution of lower redshift SNe, indicating that our first unbiased look at the z ∼ 2 SN Ia

population shows no evidence of strong population drift in these parameters. We also find consistency between the estimated

amplification from the weak-lensing-derived map and our Hubble diagram residual. Based on our work, it appears that there were

normal SNe Ia ∼ 11 Gyr before the present.
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National Aeronautics and Space Administration and the National Science Foundation. Based on observations made with the Gran
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APPENDIX

A. COULD DUST AND AMPLIFICATION CONSPIRE TO ENHANCE THE CORE-COLLAPSE FRACTION?

Without photometry that covers the rest-frame far-IR, it is difficult to entirely rule out obscured star-formation from the host

galaxy alone. If the star-formation were obscured but undetected in our FAST fit, and the resulting core-collapse supernovae

were still visible, our calculation of fIa from Equation 2 would overestimate the SN Ia fraction and thereby increase the estimated

SN Ia probability. In this section, we address this scenario by evaluating the amount of star-formation that could be hidden by

dust, modifying Equation 2 to account for a hidden starburst, and then applying the See-Change apparent magnitude detection

efficiency curve to the modified rates for each SN type. We find that a hidden starburst as the source of this SN is very unlikely

and does not alter its classification as a SN Ia.

We modify Equation 2 to include mass and SFR estimates from the FAST SED fit and a separate starburst component. We

also modify the core-collapse and Ia rates by the fraction of supernovae that are detectable by our survey, estimated on a grid of

amplification and the starburst dust values, AV,SB . Both of these procedures are described below. Starting from Equation 2, we

parameterize the rates components as

RCC≡AṀT DCC (A1)

RIa≡

(

BMT +CṀT

)

DIa

with A= 6.8 × 10−3, B= 5.3 × 10−14, C= 3.9 × 10−4, ṀT ≡

(

ṀFAST + ṀSB

)

, MT ≡ (MFAST +MSB), and DCC and DIa

the fractions of the CC and Ia absolute magnitude distributions that are visible in our survey. As shown below, these fractions are

estimated on a grid of amplification and AV,SB values. Since M and Ṁ scale linearly with amplification, the detection fractions

are the only components of this modified fIa equation that scale with amplification. The amount of starburst MSB and ˙MSB

allowed by the host galaxy photometry and spectroscopy, along with these detection fractions, are the critical components for

investigating whether dusty star-formation could bias our typing procedure towards high SN Ia rates.

To determine the amount of star-formation that could be hidden in a dusty starburst component in the galaxy SED, we evaluate

the χ2 value of the best-fit FAST template with a starburst component added, on a grid of AV,SB and starburst flux values. For

low starburst fluxes, this component primarily affects the GTC g-band, but at higher fluxes, it can affect the GTC r and i bands,

the HST WFC3 UVIS F814W , and the bluest regions of the X-shooter spectrum. This provides a relatively tight constraint on

the strength of a starburst component added to the SED (see i.e. Figure 5, where the GTC r and i and HST F814W are already

slightly over-estimated by the FAST SED fit); at AV,SB = 0, ṀSB = 0.07 M⊙/yr, while at AV,SB = 3.0, ṀSB = 1.09 M⊙/yr.

The ∆χ2 improvement is only ∼ 0.05 for the additional 2 degrees of freedom, meaning that the simpler, starburst-free model is

preferred statistically. Still, in Equation A1, we will include this best-fit ṀSB in all SFR estimates for determination of fIa in the

host galaxy.

To determine the detectable fractions of SNe of each type, we perform a simple Monte Carlo using the absolute magnitude

distributions from Richardson et al. (2014), over a grid of AV,SB and amplification values. For each grid point, we draw absolute

magnitudes from a normal distribution for each SN type given by Richardson et al. (2014). Using sncosmo, we build the spectral

time-series for each type using SN 2007md for Type IIp, SN 2006fo for Type Ibc21, and the Hsiao template (Hsiao et al. 2007)

for Type Ia. We apply the given AV,SB to the spectral time-series and calculate its apparent magnitude at maximum brightness

in the F140W filter at z = 2.2216 assuming a Planck Collaboration et al. (2015) cosmology (see Figure 8).

During the execution of the See Change survey, we planted blinded fake supernovae, and only unblinded after we had deter-

mined whether all objects were valuable enough to trigger HST follow-up. As a result, we have a robust measurement of our

detection efficiency curve in apparent magnitude (see black line in Figure 8). For each simulated supernova in our Monte Carlo

simulation, we determine its likelihood of detection using this curve, so for each grid point in AV,SB and amplification, this

provides22 DCC and DIa for use in Equation A1.

Figure 9 shows the result for fIa after accounting for the starburst component and the detection efficiency of our survey. We find

that for reasonable amplification values, the core-collapse rate is strongly truncated by the detection limit term in Equation A1;

the initial detection efficiency for CC SNe, DCC at AV,SB = 0, does not cross 95% until an amplification of ∼ 17. As a result, fIa
increases with increasing dusty star-formation, and when combined with the fact that even at low AV,SB the CC distributions are

21 These two supernovae are the only core-collapse light curves with fit probabilities within a factor of 20 of the best Ia template in Section 4
22 In effect, this is a numerical integration of the multiplication of our detection efficiency curve with the apparent magnitude distribution after accounting for

dust and the assumed Planck Collaboration et al. (2015) cosmology.
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Figure 8. Monte Carlo simulation of supernova detectability by type, as the amount of dust is increased, and accounting for the See Change

detection efficiency versus magnitude. The ratio of the area under the filled histograms to the open histograms is DCC or DIa in Equation A1

(for DCC, the IIp and Ibc SNe are combined with equal weight). We find that for reasonable amplification values, the observable CC SN rate

is highly impacted by the truncation of the detection efficiency curve, leading the observable SN rate in this galaxy to move towards SNe Ia at

higher starburst fractions (see Figure 9).

truncated (see i.e. Figure 8), this implies that our main typing algorithm underestimates the SN Ia probability by not including

absolute magnitude.

B. IS THE REDSHIFT 2.22 GALAXY THE SN HOST?

For use in Section 6, we now estimate the probability that this SN is merely projected on the z = 2.22 galaxy, rather than

hosted by it. As in Section 6, we consider the average likelihoods and rates for each type of SNe; for projected SNe, we must also

consider these quantities over a range in redshift. We thus need three new ingredients 1) The likelihood as a function of redshift

for CC SNe and SNe Ia. 2) The relative rates (per unit area, at the SN location) in the field and in the host. 3) The fraction

of stellar mass and star-formation (and thus rate) that is excluded for this SN, as we do not see a second galaxy on top of the

presumptive host.

For the likelihood as a function of redshift, we run the photometric typing at a range of redshifts and compute the equivalent

redshift width for each type. This is defined relative to the likelihood at z = 2.22, in the sense that averaging the likelihood over

all redshifts gives the same answer as multiplying the z = 2.22 value by the equivalent redshift width. We find this quantity is

0.35 for normal SNe Ia, 0.23 for SN 1991T-like SNe Ia, 1.93 for SNe Ib/c, and 0.93 for SNe II. The CC SN values are larger than

for SNe Ia. The CC SNe have more heterogeneity, so they are consistent with the light curve over a wider range in redshift (i.e.,

a SN-only photo-z is not as accurate for a CC SN). As a special case, to test whether this SN could be an intra-cluster SN within

MOO J1014+0038 having a chance alignment with a background galaxy, we also run the typing at the cluster redshift of 1.23.

The best-fit likelihood values are > 100 times lower, strongly disfavoring this possibility.

Now we need to consider the relative rates compared to the z = 2.22 galaxy. From Rodney et al. (2014), the volumetric SN Ia

rate in this redshift range is around 0.5 × 10−4 yr−1 Mpc−3 h3
70. From Strolger et al. (2015), the volumetric CC SN rate in

this redshift range is around 3.5 × 10−4 yr−1 Mpc−3 h3
70. We must now transform these rates (and the above rates in the host

galaxy) to observer-frame-rate surface densities evaluated at the SN location. For convenience, we work in per square arcsec units

(although this is an arbitrary choice). From the factors in Equation 2, we estimate the global rates in the galaxy (0.0065 for SNe Ia

and 0.0028 for CC SNe, both per rest-frame year); assuming the SN rates in the galaxy are roughly proportional to the rest-frame

B-band (F140W ) surface brightness (Heringer et al. 2017), we can find the rate surface density. Using a small aperture at the

location of the SN (on an F140W stacked image with no SN light), we measure the surface brightness. Multiplying this surface

brightness by an area of one square arcsecond corresponds to 10% the luminosity of the z = 2.22 galaxy. Thus, the SN rate per

square arcsec is about 10% of the global galaxy rate, or 0.00028 for CC SNe and 0.00065 for SNe Ia (both per rest-frame year).



LENSED z = 2.22 SN IA BEHIND MOO J1014+0038 23

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
AV, SB

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

f I
a

amp=1.4

amp=2.8

amp=5.6

amp=11.2

amp=50
no DCC or DIa term

Figure 9. fIa using the modified rates from Equation A1, as a function of AV,SB , for various amplification values with (solid) and without

(dashed) the detection efficiency term. The fIa curves for different amplifications are shown only for DCC > 0.05. For reasonable values of

amplification, the CC SN magnitude distribution is truncated by the detection efficiency, and RCC is dominated by the quickly declining DCC

term. For extremely high amplifications, the entire CC distribution is visible at low AV,SB , so DCC = 1; in this scenario, a small enhancement

to RCC occurs as the hidden starburst component increases, causing fIa to briefly decline with AV,SB until DCC declines. We conclude that

our primary typing algorithm, Equation 1, using fIa as in Equation 2, is conservative for the SN Ia probability, since the observable RCC is in

reality lower due to our magnitude limits.

For the volumetric rates, we would naively find 0.00032 CC SNe and 4.6×10−5 SNe Ia per square arcsec, per unit redshift, per

rest-frame year, but we must lower these by the amplification (as the volume behind the cluster is lowered by the same factor). To

be conservative, we use the (smaller) weak-lensing amplification estimate of 1.75, for rates of 0.00019 (CC SNe) and 2.6×10−5

(SNe Ia).

In some sense, the above volumetric rates count all expected galaxies along the line of sight, and thus double count the z = 2.22

galaxy. They also count galaxies that would be clearly visible superposed on the z = 2.22 galaxy (the vast majority of SN hosts).

Thus, we must scale the rates by the fraction of star formation and stellar mass in galaxies too faint to detect in projection.

Using only SN-free F140W images, we measure a 95% upper limit for a point-like galaxy23 at the SN location of 0.2 e−/s

(after subtracting a smooth galaxy model for the z = 2.22 galaxy). This is 28.2 (AB) as observed, or & 28.8 after de-lensing.

Assuming a redshift ∼ 2.22, this corresponds to an absolute magnitude fainter than 16.2 in rest-frame B band. Comparing to the

rest-frame B-band luminosity function at this redshift (Marchesini et al. 2007), we see that our limit is almost six magnitudes

fainter than M∗. For a faint-end power law slope of −1.5, this would imply that 93% of B-band luminosity is excluded based

23 The FWHM of the PSF is 1 kpc at this redshift. Assuming a larger galaxy will give a somewhat weaker flux limit, but this has little quantitative effect on

our conclusions. Assuming a magnitude limit one magnitude brighter only affects the projection probability by 0.1 percentage points.
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on our upper limit. We apply this same factor to the SN rates; as we show, the probability of projection is small enough that

reasonable variation in these assumptions does not affect the conclusion.

Finally, we complete the estimation of the projection probability, shown in Table 6. We collect the relative likelihood values

from Section 6 and put them in the third column. The rates (per unit area and time for the z = 2.22 galaxy, and per unit area,

time, and ∆z for projections) are summarized in the fourth column. These are the only two quantities needed in the case that the

z = 2.22 galaxy is the host. However, we multiply by the redshift equivalent width for the projections, giving more probability

to types of SNe which are consistent with the light curve over a longer redshift baseline. In the fifth column, we take the product

of these factors, giving the rate-normalized likelihood for each type of SNe. In the final column, we show these values after

normalizing to one. Summing the probabilities in the last four rows, we find the probability of a projection is ∼ 2× 10−3.

Table 6. Extended typing analysis. The final column gives the probability of each scenario.

Host SN Type Relative Likelihood Rate (Square Arcsec)−1 yr−1 Equivalent Redshift Width Product Normalized

(∆z−1 for projections)

z = 2.22 Ia 1 0.00063 · · · 0.00063 0.898

z = 2.22 Ia 1991T 2.67 2×10−5
· · · 5.2×10−5 0.074

z = 2.22 Ib/c 0.05 7×10−5
· · · 3.7×10−6 0.005

z = 2.22 II 0.07 0.00021 · · · 1.4×10−5 0.020

Projection Ia 1 8.9×10−6
× 0.07 0.35 6.2×10−7 0.001

Projection Ia 1991T 2.67 1.8×10−7
× 0.07 0.23 3.4×10−8 0.000

Projection Ib/c 0.05 8.9×10−5
× 0.07 1.93 3.3×10−7 0.000

Projection II 0.07 0.00013 × 0.07 0.93 6×10−7 0.001


