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The flow of a rarefied gas in a rectangular enclosure due to the motion of the upper wall is solved
over the whole range of the Knudsen number. The formulation is based on the two–dimensional
linearized Bhatnagar-Gross-Krook �BGK� kinetic equation with Maxwell diffuse-specular boundary
conditions. The integro-differential equations are solved numerically implementing the discrete
velocity method. The discontinuity at the boundaries between stationary and moving walls is treated
accordingly. A detailed investigation of the rarefaction effects on the flow pattern and quantities is
presented over the whole range of the Knudsen number and various aspect �height/width� ratios.
Numerical results of flow characteristics, including the streamlines, the velocity profiles, the
pressure and temperature contours, and the drag force of the moving wall, are presented for different
aspect ratios and various degrees of gas rarefaction from the free molecular through the transition
up to the continuum limit. On several occasions, depending upon the flow parameters, in addition
to the main vortex, corner eddies are created. As the depth of the cavity is increased, these eddies
grow and merge into additional vortices under the top one. The mesoscale kinetic-type approach
proves to be efficient and suitable for problems that incorporate multiscale physics, such as the
present nonequilibrium flow. © 2005 American Institute of Physics. �DOI: 10.1063/1.2047549�
I. INTRODUCTION

In many instances, fluid flows involved in micro-
electrical-mechanical devices, vacuum systems, and high al-
titude aerodynamics do not have local equilibrium. In these
applications, gas flows in channels, tubes, and ducts due to
pressure and temperature gradients in the flow direction are
very common and have been extensively investigated by
solving the hydrodynamic equations with slip boundary
conditions1–3 and by the direct simulation Monte Carlo
method.4,5 In addition, due to the similarity between non-
equilibrium flows and rarefied gas flows, corresponding re-
sults obtained over the years implementing classical kinetic
theory approaches �Boltzmann equation and simplified ki-
netic models� are also applicable.6–8

Another type of flow, which is also encountered in sys-
tems not in equilibrium, are boundary driven flows. Proto-
type flows of this kind are the Couette flow problem in one
dimension and the cavity flow problem in two or three di-
mensions. The Couette flow problem has been studied ex-
tensively in Cartesian9–12 as well as in cylindrical
coordinates,13,14 while the cavity flow problem has received
much less attention. It is clarified that in the hydrodynamic
limit, the cavity problem is a well known typical benchmark
problem for testing and verifying continuum solvers and has
been thoroughly studied.15–17 However, the research work for
the same flow pattern in the free molecular, transition, and
slip regimes, as far as the authors are aware of, is very lim-
ited. Recently, the two-dimensional cavity flow problem was
studied using the lattice Boltzmann method18 with slip
boundary conditions. In addition, some results have been
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presented for the flow of a gas in a grooved channel using a
hydrodynamic approach19 as well as a kinetic approach.20

Finally, the gas flow in a square enclosure caused by a dis-
continuous wall temperature has been studied.21 The latter is
not a boundary driven flow but it is mentioned since the
geometrical configuration is similar. Overall, it is noted that
the boundary driven flow of a rarefied gas in a cavity, over
the whole range of the Knudsen number, which is of particu-
lar interest in several fields, has not been thoroughly inves-
tigated and more detailed work is needed.

When the flow is close to the continuum regime �Kn
�10−1�, the well known hydrodynamic equations coupled
with suitable boundary conditions may be applied19 to yield
accurate results for engineering purposes. For Kn�10−1, a
kinetic-type approach, based on the Boltzmann equation or
on simplified kinetic model equations, is required.6 It is im-
portant to note that the kinetic approach is valid in the whole
range of the gas rarefaction. This is an important advantage
when systems with multiscale physics are investigated. The
well known direct simulation Monte Carlo �DSMC�
method22 is also a powerful computational scheme for Kn
�1. However, for the present flows under investigation,
characterized by low Mach and Reynolds numbers, it is dif-
ficult to deduce reliable results because the flow is embedded
in the statistical noise region and the results are amenable to
statistical fluctuations. Instead, the present linearized ap-
proach is very suitable for such slow flows. In addition,
nowadays, kinetic model equations may be solved by deter-
ministic numerical schemes in a very efficient manner and
provide accurate solutions.23,24

In the present work, the two-dimensional flow of a gas in
a rectangular cavity due to the motion of the upper wall is

solved via a kinetic-type approach. The analysis is based on
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the linearized Bhatnagar-Gross-Krook �BGK� kinetic equa-
tion with Maxwell specular-diffuse boundary conditions. The
numerical scheme implements the discrete velocity method,
which has been recently applied with great success in single
and binary gas flows between plates25,26 and in orthogonal
ducts.27,28 The corner singularities are treated according to a
methodology introduced in Ref. 29. The computational ap-
proach is very efficient and accurate and a thorough investi-
gation of the rarefaction effects on the flow pattern is pre-
sented over the whole range of the Knudsen number and
various aspect �height/width� ratios. Detailed numerical re-
sults of the macroscopic flow quantities are provided. Due to
the applied linearization, the analysis is valid for small Mach
and Reynolds numbers.

II. FORMULATION OF THE PROBLEM

A. Flow configuration

A monatomic rarefied gas is contained in a two-
dimensional enclosure with rectangular cross section L�H.
The orthogonal cross section of the enclosure and the origin
of the coordinate system are shown in Fig. 1. The boundaries
at y=0, x=−L /2, and x=L /2 are stationary, while the upper
boundary at y=H is in motion with a constant horizontal
velocity U0. The flow is due to the motion of the lid. All the
walls are considered isothermal with a temperature T0. The
aspect ratio A of the enclosure is defined by the ratio of the
height H over the width L �A=H /L�, where the width L is
taken as the characteristic length of the flow. Thus, the aspect
ratio A is equivalent to the nondimensional depth of the cav-
ity. In the present study, we examine the flow characteristics
in rectangular cavities with 0.5�A�5. The enclosure is
considered as unbounded in the z direction and end effects in
that direction are neglected. This flow configuration, shown
in Fig. 1, is known as the two-dimensional cavity flow prob-
lem.

B. Basic equations

The original Boltzmann equation, when the BGK model
is used for the collision operator and for steady-state flows,
takes the form

� ·
�f

�r
=

P

�
�fM − f� , �1�

where f = f�r ,�� is the unknown distribution function, r is the

FIG. 1. Cavity flow configuration.
position vector, �= ��x ,�y ,�z� is the microscopic velocity, P
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is the local pressure, and � is the fluid viscosity at local
temperature T. Also fM is the local Maxwellian distribution
function given by

fM =
n

�2�RT�3/2e−�� − V�2/2RT, �2�

where R is the gas constant defined as the ratio of the Bolt-
zmann constant k over the molecular mass m�R=k /m�. The
local macroscopic quantities of number density n, velocity V,
and temperature T can be estimated via f as

n = �
−	

	

fd�,

�3�

V =
1

n
�

−	

	

�fd� and T =
1

3nR
�

−	

	

�� − V�2fd� .

Other overall quantities of practical interest in the present
work are the stress tensor

Pij = m�
−	

	

��i − Vi��� j − Vj�fd� �4�

and the pressure P, which is defined as one-third of the trace
of the above tensor and is related to the number density and
temperature via the equation of state P=nkT.

The equilibrium state is perturbed by the motion of the
lid with velocity U0
v0, where v0=�2RT0 is the character-
istic molecular velocity. Then, the gas may be considered in
a weakly nonequilibrium state and Eq. �1� is linearized by
writing the distribution function as

f = f0�1 + h
U0

v0
� , �5�

where h=h�r ,�� is the unknown perturbed distribution func-
tion and

f0 =
n0

�2�RT0�3/2e−�2/2RT0 �6�

is the global �absolute� equilibrium distribution function de-
fined at a reference number density n0 and a reference tem-
perature T0. If we expand the local equilibrium distribution
function with respect to f0 using the Taylor series and keep-
ing terms up to first order, we get

fM = f0	1 + � +
� · V

RT0
+ �� �2

2RT0
−

3

2
�
 , �7�

where the nondimensional macroscopic quantities are

� =
n − n0

n0

v0

U0
and � =

T − T0

T0

v0

U0
. �8�

Next, by substituting Eqs. �5� and �7� into Eq. �1� we

find the linearized BGK equation
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� ·
�h

�r
=

P0

�0
	� +

� · V

RT0

v0

U0
+ �� �2

2RT0
−

3

2
� − h
 , �9�

where P0 and �0 refer to equilibrium pressure and fluid vis-
cosity at temperature T0, respectively. Finally, defining the
nondimensional quantities

s =
r

L
, c =

�

�2RT0

, and u =
V

U0
, �10�

where s= �x ,y ,z�, c= �cx ,cy ,cz�, and u= �ux ,uy ,uz�, we get
the nondimensional kinetic equation

c ·
�h

�s
+ �h = �	� + 2c · u + ��c2 −

3

2
�
 , �11�

where

� =
��

2

1

Kn
=

P0L

�0
�2RT0

. �12�

The parameter � is known as the rarefaction parameter and it
is proportional to the inverse Knudsen number. The nondi-
mensional macroscopic perturbed quantities of number den-
sity, velocity, and temperature are deduced by the moments
of h as

� =
1

�3/2�
−	

	

he−c2
dc, u =

1

�3/2�
−	

	

che−c2
dc, and

�13�

� =
1

�3/2�
−	

	 �2

3
c2 − 1�he−c2

dc ,

respectively. In addition, the nondimensional shear stress
tensor is given by

ij =
Pij

2P0

v0

U0
=

1

�3/2�
−	

	

cicjhe−c2
dc,

i = x,y,z, j = x,y,z, i � j , �14�

while the perturbed nondimensional pressure is

p =
P − P0

P0

v0

U0
= � + � . �15�

Equation �15� is the linearized equation of state.
We close this subsection by pointing out that in the rest

of the paper we are using the rarefaction parameter � instead
of the Knudsen number.

C. Reduced kinetic equations after projection

Since the problem under consideration is two-
dimensional, the unknown perturbed distribution function in
Eq. �11�, as well as the overall quantities, do not depend on
the z coordinate, i.e., h�s ,c�=h�x ,y ,cx ,cy ,cz�. Even more,
taking advantage of the two-dimensionality of the problem,
we can also eliminate the cz variable by introducing the fol-

lowing projection procedure. First, we multiply Eq. �11� by
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1
��

e−cz
2

and we integrate over all cz. Then, we multiply Eq. �11� for a
second time by

1
��

�cz
2 −

1

2
�ecz

2

and we integrate again over all cz. The resulting equations
after the projection are

cx
��

�x
+ cy

��

�y
+ �� = ��� + 2cxux + 2cyuy + ��cx

2 + cy
2 − 1��

�16�

and

cx
��

�x
+ cy

��

�y
+ �� = �

�

2
, �17�

where the reduced unknown functions � and � are defined as

��x,y,cx,cy� =
1

��
�

−	

	

h�x,y,cx,cy,cz�e−cz
2
dcz �18�

and

��x,y,cx,cy� =
1

��
�

−	

	

h�x,y,cx,cy,cz��cz
2 −

1

2
�e−cz

2
dcz,

�19�

respectively. Equations �16� and �17� are coupled via the
macroscopic quantities at the right-hand side of the equa-
tions, which now are expressed as

��x,y� =
1

�
�

−	

	 �
−	

	

�e−cx
2−cy

2
dcxdcy , �20�

ux�x,y� =
1

�
�

−	

	 �
	

	

�cxe
−cx

2−cy
2
dcxdcy , �21�

uy�x,y� =
1

�
�

−	

	 �
−	

	

�cye
−cx

2−cy
2
dcxdcy , �22�

and

��x,y� =
1

�
�

−	

	 �
−	

	 2

3
��cx

2 + cy
2 − 1�� + ��e−cx

2−cy
2
dcxdcy ,

�23�

while

xy�x,y� =
1

�
�

−	

	 �
−	

	

�cxcye
−cx

2−cy
2
dcxdcy . �24�

The elimination of one �or more� component of the par-
ticle velocity by a projection procedure, when allowed by the
flow configuration, is quite important for the computational
efficiency of the numerical scheme. It is obvious that in the
case of the three-dimensional cavity problem, a projection of

the present type without missing important features of the
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flow is not possible and then the solution should be based on
Eq. �11� instead of Eqs. �16� and �17�. It is noted that, al-
though the boundaries of the cavity are at isothermal condi-
tions, we have included the temperature variation in the for-
mulation due to compressibility effects. It turns out, as
discussed later, that in this flow configuration the tempera-
ture variation is small and may be neglected, but in general
this cannot be taken for granted. In addition, the analysis is
more accurate and more easily extended to nonisothermal
cavity flow. In any case, if the temperature perturbation is
assumed equal to zero, then the projection defined by Eq.
�19� can be omitted and the whole formulation is simplified.

For computational purposes, it is more convenient to
express the two components of the particle velocity in
polar coordinates, while the spatial variables are kept in a
Cartesian coordinate system. By defining the new dimen-
sionless polar variables 0���	 and 0���2� as

� = �cx
2 + cy

2 and � = arctan�cy/cx� , �25�

the coupled equations �16� and �17� are rewritten as

�	cos �
��

�x
+ sin �

��

�y

 + ��

= ��� + 2��ux cos � + uy sin �� + ���2 − 1�� �26�

and

�	cos �
��

�x
+ sin �

��

�y

 + �� = �

�

2
. �27�

Finally, the nondimensional macroscopic quantities given by
Eqs. �20�–�24� are now expressed as

��x,y� =
1

�
�

0

2� �
0

	

��e−�2
d�d� , �28�

ux�x,y� =
1

�
�

0

2� �
0

	

��2e−�2
cos �d�d� , �29�

uy�x,y� =
1

�
�

0

2� �
0

	

��2e−�2
sin �d�d� , �30�

��x,y� =
1

�
�

0

2� �
0

	 2

3
���2 − 1�� + ���e−�2

d�d� , �31�

and

xy�x,y� =
1

�
�

0

2� �
0

	

��3e−�2
sin � cos �d�d� . �32�

The introduced linear transformation from �cx ,cy� into �� ,��
contains certain computational advantages in terms of the
discretization approach. The kinetic equations �26� and �27�
together with the integral expressions �28�–�31� form a
closed set of integro-differential equations. The boundary

conditions of this set are discussed in the next section.
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D. Boundary conditions

On the boundaries, the distribution function of leaving
particles �f+� is expressed by the Maxwell-type diffuse
boundary condition6

f+ = fw
eq, �33�

where

fw
eq =

nw

�2�RTw�3/2e−�� − Uw�2
�34�

is the local Maxwellian distribution defined by the velocity
Uw and temperature Tw of the wall, while nw is a parameter,
which ensures the impermeability condition at the wall.

Applying the linearization procedure and introducing the
nondimensional variables of Sec. II B, it is easily found that

h+ = �w + 2c ·
Uw

U0
+ �w�c2 −

3

2
� , �35�

where Uw /U0 and �w denote the nondimensional velocity
vector and temperature, respectively, of the boundary. The
nondimensional quantity �w can be estimated by the usual
impermeability condition, which states that the normal com-
ponent of the gas velocity on the wall vanishes.6 Next, the
projection procedure as well as the mapping in the polar
coordinate system �� ,��, applied in Sec. II C, reduce the
boundary condition �35� to

�+ = �w + 2��cos �
�Uw�x

U0
+ sin �

�Uw�y

U0
� + �w��2 − 1�

�36�

and

�+ = 1
2�w. �37�

Again, the superscript � denotes leaving distributions, while
�Uw�x and �Uw�y correspond to the x and y components of the
boundary velocity. Finally, taking into account that the three
walls of the cavity are stationary and that the lid is moving in
the x direction with velocity U0, as well as that all four walls
are at isothermal conditions ��w=0�, yields at the three sta-
tionary walls

��x,0,�,�� = �w�x,0�, ��x,0,�,�� = 0 for 0 � � � � ,

�38�

��−
1

2
,y,�,�� = �w�−

1

2
,y�,

�39�

��−
1

2
,y,�,�� = 0 for −

�

2
� � �

�

2
,

��1

2
,y,�,�� = �w�1

2
,y�,

�40�

��1

2
,y,�,�� = 0 for

�

2
� � �

3�

2

and at the moving wall �y=A=H /L�
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��x,A,�,�� = �w�x,A� + 2� cos �,

�41�
��x,A,�,�� = 0 for � � � � 2� .

The parameter �w at the four walls is estimated by applying
the impermeability condition at each boundary to find

�w�x,0� = −
2

��
�

�

2� �
0

	

��x,0,�,���2e−�2
sin �d�d� ,

�42�

�w�−
1

2
,y� = −

2
��
�

�/2

3�/2 �
0

	

��−
1

2
,y,�,���2e−�2

�cos �d�d� , �43�

�w�1

2
,y� =

2
��
�

�

2� �
0

	

��1

2
,y,�,���2e−�2

cos �d�d� ,

�44�

and

�w�x,A� =
2

��
�

0

� �
0

	

��x,A,�,���2e−�2
sin �d�d� .

�45�

Thus, the governing equations �26� and �27� are subject to
the boundary conditions �38�–�41�, supplemented by the con-
ditions �42�–�45�.

III. TREATMENT OF THE BOUNDARY-INDUCED
DISCONTINUITY

The propagation of boundary-induced discontinuities in
the distribution function of kinetic and transport model equa-
tions has been studied in several contributions.30,29 Due to
the propagating discontinuities, the overall space-dependent
quantities suffer from unphysical oscillatory behavior. This is
a numerical problem caused by finite difference approxima-
tions across the discontinuities; in the area of neutron and
radiative transfer, they are known as “ray effects.”31 By in-
creasing the number of discretization points in the phase
space, the problem is treated partially because, although the
amplitude of the oscillations is decreased, their frequency is
increased. A more efficient way to treat the discontinuities,
which is adapted in the present work, is to apply a method-
ology proposed in Ref. 29 for the one-speed transport equa-
tion in a half-space. The main idea is based on the fact that in
the estimation of the discontinuities coming from the bound-
aries, the scattering term in the kinetic equation can be ne-
glected.

In the present flow, the discontinuities exist at the four
corners, where the distribution function � is required to be
bivalued �see boundary conditions �38�–�41� for ��. These
discontinuities in the boundary conditions propagate through
the numerical solution of Eq. �26� inside the computational
domain and result in density, velocity, pressure, and tempera-
ture profiles with nonphysical oscillations. Most of the nu-

merical problems are caused by the singularities at the top
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two corners of the cavity due to the strong discontinuities in
the velocity between stationary and moving walls. As is ex-
pected, these numerical problems become more severe as the
rarefaction parameter is decreased �i.e., as we are approach-
ing the free molecular regime�. It is noted that these prob-
lems do not exist in the numerical solution of Eq. �27�, since
the associated boundary conditions �38�–�41� for � are ho-
mogeneous and equal to zero.

To demonstrate the treatment of the boundary-induced
discontinuities in �, we rewrite Eq. �26� in the more compact
form

D� + �� = �I , �46�

where

D = �	cos �
�

�x
+ sin �

�

�y

 = − �

�

�s
�47�

denotes the differential operator acting on �, while s is the
characteristic direction and

I = � + 2��ux cos � + uy sin �� + ���2 − 1� . �48�

Following Ref. 29, we decompose � into two parts, namely

� = �1 + �2. �49�

Equation �49� is substituted into Eq. �46� and the associated
boundary conditions �38�–�41� to yield two subproblems.
The first one is for �1, described by the differential equation

D�1 + ��1 = 0 �50�

with �1
+=0 at the three stationary walls and �1

+=2� cos � at
the moving wall �the � denotes outgoing flux�. This problem
is solved analytically by integrating along the characteristics
to yield

�1�x,y,�,�� = �1
+e−�s0/�, �51�

where s0 is the distance along the characteristic line between
the point �x ,y� and the corresponding boundary point. The
second subproblem is for �2, described by the integro-
differential equation

D�2 + ��2 = �I �52�

with �2
+=�w at the four boundaries, while �w is the pre-

scribed parameter of the gas at the corresponding wall, given
by Eqs. �42�–�45�. Thus, the strong discontinuity due to the
lid motion has been removed. The transport equations for �2

and � are solved numerically in an iterative manner, accord-
ing to the discretization scheme described in the next section,
while the analytical solution for �1 is estimated once and it is
valid throughout the iterative process. At each iteration step,
the overall quantities are estimated using �1, �2, and �.

Following the above procedure, supplemented by a rea-
sonably dense grid and an adequately large set of discrete
velocities, we are able to eliminate completely the oscilla-

tions of the macroscopic profiles.
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IV. THE NUMERICAL SCHEME

The coupled integro-differential equations �26� and �27�,
supplemented by the integral expressions �28�–�31� of the
overall quantities and the associated boundary conditions
�38�–�41�, are solved numerically in an iterative manner. The
discretization in the physical and particle velocity spaces is
based on typical second-order finite difference schemes31 and
the discrete velocity method for steady-state equations,7

respectively.
The discretization in the physical space �x ,y� is per-

formed by dividing the flow domain in rectangular elements,
denoted by �i� j�, with i=1,2 , . . . , I and j=1,2 , . . . ,J. The
first derivatives in x and y are approximated by centered
finite differences in the corresponding direction and then all
terms are interpolated in terms of the corresponding quanti-
ties at the edges of each element using weighted averages.
The scheme is known as the weighted diamond difference
scheme and the spatial discretization is second order
accurate.31

In the particle velocity space, the discretization is per-
formed by choosing a suitable set of discrete velocities
��m ,�n�, defined by 0��m�	 and 0��n�2�, with
m=1,2 , . . . ,M and n=1,2 , . . . ,N. The resulting set consists
of M �N discrete velocities.

Based on the above-described discretization, the un-
known functions ��x ,y ,� ,�� and ��x ,y ,� ,�� described by
the integro-differential equations �26� and �27� are substi-
tuted by the discretized �i,j,m,n and �i,j,m,n approximated by a
set of algebraic equations. Thus, there are 2�M �N equa-

FIG. 2. Velocity streamlines for �=1 and A=0.5,1 ,2 ,5.
tions for each of the I�J elements. The quantities on the
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right-hand sides of Eqs. �26� and �27� are estimated using the
corresponding summation formulas

�i,j =
1

�
�
n=1

N

�
m=1

M

wm�i,j,m,n�me−�m
2
�� , �53�

�ux�i,j =
1

�
�
n=1

N

�
m=1

M

wm�i,j,m,n�m
2 e−�m

2
cos �n�� , �54�

�uy�i,j =
1

�
�
n=1

N

�
m=1

M

wm�i,j,m,n�m
2 e−�m

2
sin �n�� , �55�

and

�i,j =
1

�
�
n=1

N

�
m=1

M
2

3
wm���m

2 − 1��i,j,m,n + �i,j,m,n��me−�m
2
�� ,

�56�

where �m and wm are the roots and the corresponding
weights of a suitable Gauss quadrature defined on the inte-
gration interval �0,	�, while ��=2� /N. In a similar manner,
we find

i,j =
1

�
�
n=1

N

�
m=1

M

wm�i,j,m,n�m
3 e−�m

2
sin �n cos �n�� . �57�

The discretized version of Eqs. �26� and �27� and the
associated summations �53�–�56� are solved in an iterative
manner. The iterative procedure is ended when the imposed
convergence criterion on the overall quantities is satisfied. At

FIG. 3. Velocity streamlines for �=5 and A=0.5,1 ,2 ,5.
each iteration step, the solution is achieved by a marching
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scheme. For each discrete velocity ��m ,�n�, the distribution
functions at each node are computed explicitly marching
through the physical domain. Following this procedure, no
matrix inversion is required.

V. RESULTS AND DISCUSSION

It is important to recall that due to the linearized analy-
sis, the results are valid for small Mach and Reynolds num-
bers. Taking into account the relation Re��Ma, the above
restriction implies that for ��1, the condition U0 /v0
1 is
adequate, while for ��1, the required condition becomes
�U0 /v0
1.

The calculations have been carried out over a wide range
of the rarefaction parameter and various values of the aspect
ratio. In particular, results are presented for �
=10−3 ,10−2 ,10−1 ,1 ,5 ,10,102 and A=0.5,1 ,2 ,5. Depending
on the geometrical configuration, the absolute convergence
criteria in the calculations are between 10−11 and 10−14. The
discretization in the phase space �physical and molecular ve-
locity spaces� has been progressively refined to ensure accu-
rate results up to several significant figures. In general, in
rarefied atmospheres we need a large number of discrete ve-
locities, while the physical grid may be coarse. On the other
hand, in continuum atmospheres the required number of dis-
crete velocities may be reduced, but dense physical grids are
important to achieve good accuracy. The presented results
are with hx=hy =10−2 for all � and A, while the number of
discrete velocities M �N is 64�400 for ��1, 16�400 for
��1, and 16�40 for �=102.

FIG. 4. Velocity streamlines for �=10 and A=0.5,1 ,2 ,5.
Figures 2–5 show plots of the velocity streamlines for

Downloaded 04 Oct 2005 to 194.177.201.191. Redistribution subject to
�=1, 5, 10, and 102, respectively, and in each figure results
are provided for various values of depth A. The flow is al-
ways symmetric about x=0. Starting with �=1 in Fig. 2, a
general idea of the flow pattern with respect to A is given and
in all cases a single vortex is created. The corresponding
velocity streamlines for �=5 are given in Fig. 3. It is seen
that while for A=0.5, 1, and 2 there is only one vortex, for
A=5 two additional vortices, under the first one, have been
developed. The mechanism that creates these additional vor-
tices is more clearly demonstrated in Figs. 4 and 5, where the
velocity streamlines for �=10 and 102 are shown, respec-
tively. It is seen in Fig. 4 that, for A=2, under the main
vortex secondary eddies have been created at the two bottom
corners. As the depth A is increased further, these secondary
eddies grow and merge into a second vortex under the first
one. In the same figure, it is seen that for A=5, based on this
mechanism, two new vortices under the first one have been
developed. In Fig. 5, for �=102, there are two vortices for
A=2 and four vortices for A=5. It may be deduced that for
each � there is a critical value of A above which corner
eddies are initiated, and as the depth A is increased further,
these corner eddies result in new counter-rotating vortices.
This process is repeated as the depth is increased. The rar-
efaction effect on the flow patterns can be easily realized by
comparing in Figs. 2–5 the streamlines with the same A. It is
clearly demonstrated that as the rarefaction parameter � is
decreased �i.e., as the rarefaction of the gas is increased� and
we are approaching the free molecular limit, the critical
depth A, above which the first corner eddies show up, is
increased.

17

FIG. 5. Velocity streamlines for �=100 and A=0.5,1 ,2 ,5.
It is interesting to note that in a recent review article on
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the classical continuum cavity problem, a very similar
mechanism of eddy creation was reported at the Stokes limit
�Re=0�. The present results in Fig. 5, for �=102, which is
close to the continuum limit, have an excellent qualitative
resemblance with the results reported in Ref. 17 This sup-
ports the expected accuracy of the implemented kinetic ap-
proach, since the corresponding results in Ref. 17 are ana-
lytical. It is clarified that the analytical results in Ref. 17 are
at the continuum limit for the Reynolds number equal to
zero, while the present results in Fig. 5 are for flow condi-
tions close to the continuum limit and for small Reynolds
numbers.

Having a clear qualitative picture of the flow patterns for
various � and A, we turn our attention to some quantitative
results. The vertical velocities on a horizontal plane crossing

FIG. 6. Profiles of the vertical component of the velocity on a horizont
the center of the top vortex are shown in Fig. 6 for all values

Downloaded 04 Oct 2005 to 194.177.201.191. Redistribution subject to
of � and A under investigation. The shape of the profiles in
the shallow cavity, with A=0.5, is different compared to the
corresponding shapes in the other configurations, with A=1,
2, and 5, which are similar to each other. Also, the effect of
the rarefaction � on the velocity profiles and on the velocity
slip at the boundary may be observed. The results for
�=10−3, 10−2, and 10−1 are very close and therefore they are
represented by a single line. Next, in Figs. 7�a� and 7�b�, the
vertical velocities on the horizontal planes crossing the cen-
ter of the second and third vortices are shown, respectively,
for A=5 and �=5, 10, and 102. By examining these results as
well as the corresponding results of Fig.6�d�, it is concluded
that the maximum absolute values of the vertical velocities
between the first �top�, second, and third �bottom� vortices
are reduced by several orders of magnitude. This result is

ne crossing the center of the top vortex, for various values of � and A.
general. For all cases tested, the maximum absolute veloci-
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ties between adjacent �well developed� vortices, as we are
moving from top to bottom, are reduced by two to three
orders of magnitude.

The horizontal velocities on a plane crossing the center
of the cavity are shown in Fig. 8 for �=10−2 ,1 ,102, and all A
under investigation. Across this plane, the vertical velocities
are zero. In most cases, there is one vortex in the cavity and
the velocity profiles cross the axis x=0 only once. However,
for �=102 there are two vortices when A=2 and four vortices
when A=5 �see also Fig. 5�. This is not readily observed in
Fig. 8 since, as mentioned before, the magnitude of the ve-
locities from the top eddy to the next ones is rapidly reduced.
For that reason, in Fig. 8 and for �=102, enlarged details of
segments of the velocity profiles at certain locations along
the y axis have been provided using the appropriate scales. It
is obvious that the points at which the velocity profiles cross
the axis x=0 are the centers of the counter-rotating vortices.

In Fig. 9, we show the relative vertical distance �y /A� of

FIG. 7. Profiles of the vertical component of the velocity on a horizontal
plane crossing the center of the second �a� and third �b� vortices, for A=5
and various values of �.
the center of the top vortex from the bottom of the cavity in

Downloaded 04 Oct 2005 to 194.177.201.191. Redistribution subject to
terms of � for A=0.5, 1, 2, and 5. The flow is symmetric
about x=0, so the center of the primary vortices is always at
x=0. It is seen that in all cases, as � is increased, the center
of the top vortex is moved slightly toward the moving wall.
These plots are presented in terms of the relative vertical
distance in order to distinguish the results between the vari-
ous depths. Actually, the absolute distance of the center of
the top vortex for a given � remains almost unchanged for
A�1. Even more, the structure of the existing vortices is not
modified as A is increased and new vortices under the exist-

FIG. 8. Profiles of the horizontal component of the velocity on a vertical
plane crossing the center of the cavity, for various values of � and A.

FIG. 9. Location of the center of the top vortex for various values of � and

A.
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ing ones are created. The only effect is that, during this pro-
cess, the existing eddies are pushed slightly upward. The
velocity profiles shown in Figs. 6–8 support this argument.

In Table I, we present the reduced flow rate between the
moving wall of the cavity and the center of the top vortex for
various values of � and A. These results are obtained by
integrating the velocity profile, given by Eq. �29�, along this
distance. It is seen that for a given �, the flow rate is in-
creased with increasing A and finally it reaches a constant
value. This is expected, since the flow structure and charac-
teristics of the top vortex do not alter above some value of A,
even if the depth is increased further. The exact estimate of
this value of A depends on � but it is seen that in all cases it
is about A=2. It is also seen that for a given A, the reduced
flow rate remains almost constant for 10−3���10−1, then
for 1���50 it is linearly increased proportionally to the
logarithm of �, and finally it reaches the continuum limit
about �=102.

The drag coefficient of the top moving wall is obtained
by integrating the reduced shear stress, given by Eq. �32�,
along the lid of the cavity. The results are presented in Table
II for various values of � and A. The reduced shear stress and
consequently the drag coefficient always decrease by in-
creasing �. This is in agreement with corresponding results
for the Couette flow problem in single gases and mixtures.32

For large �, the values of the drag coefficient are close to the
corresponding ones, obtained by implementing Newton’s lin-

TABLE I. Reduced flow rate between the center of the top vortex and the
moving plate for various values of � and A.

�

Reduced flow rate

A=0.5 A=1 A=2 A=5

10−3 0.53 �−1� 0.97 �−1� 0.10 0.10

10−2 0.53�−1� 0.97�−1� 0.10 0.10

10−1 0.54�−1� 0.97�−1� 0.10 0.10

1 0.62�−1� 0.10 0.11 0.11

5 0.84�−1� 0.13 0.13 0.13

10 0.99�−1� 0.14 0.15 0.15

102 0.14 0.18 0.18 0.18

TABLE II. Drag coefficient of the moving wall for various values of � and
A.

�

Drag coefficient

A=0.5 A=1 A=2 A=5

10−3 0.73 0.69 0.67 0.67

10−2 0.73 0.68 0.67 0.67

10−1 0.73 0.68 0.67 0.67

1 0.68 0.63 0.63 0.63

5 0.55 0.51 0.51 0.51

10 0.45 0.42 0.42 0.42

102 0.15 0.16 0.16 0.16
Downloaded 04 Oct 2005 to 194.177.201.191. Redistribution subject to
ear constitutive relation between stress and strain. The drag
coefficient is decreased as A is increased and finally it
reaches �not surprisingly� a constant value.

Typical pressure and temperature contours for A=1 and
�=10−2 ,1 ,102 are shown in Figs. 10 and 11, respectively. All
perturbation profiles are antisymmetric about x=0, where

FIG. 10. Pressure contours for A=1 and various values of �.
they vanish. In addition to the pressure and temperature per-
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turbations, the number density profiles have also been esti-
mated via the distribution function, and in all cases the lin-
earized equation of state has been verified. It is deduced that
the pressure and density perturbations have the same order,
while the temperature variation is smaller by at least one
order of magnitude and could be neglected. Also, as � is

FIG. 11. Temperature contours for A=1 and various values of �.
increased and we are moving from the free molecular to the

Downloaded 04 Oct 2005 to 194.177.201.191. Redistribution subject to
continuum regime, the perturbations in density, pressure, and
temperature are reduced. These results are indicative and
similar behavior has been observed for other values of � and
A.

VI. CONCLUDING REMARKS

The flow of a rarefied gas in a rectangular cavity due to
the driven upper wall is studied over the whole range of the
rarefaction parameter � and various depths A. The formula-
tion is based on the two-dimensional linearized BGK kinetic
equation, and the resulting integro-differential equations are
solved numerically implementing the discrete velocity
method. A detailed investigation of the rarefaction effects on
the flow pattern and quantities is presented. It has been found
that as the depth of the cavity is increased, corner eddies are
created that grow and merge and finally result in new
counter-rotating vortices. During this process, the existing
vortices are pushed slightly upward, while their structure and
flow characteristics remain almost unchanged. It is also dem-
onstrated that as � is decreased, the critical A, above which
the first corner eddies show up, is increased. The results,
which are based on kinetic theory, recover properly the hy-
drodynamic solution at the continuum limit. The mesoscale
kinetic-type approach proves to be quite efficient and suit-
able for problems that incorporate multiscale physics, such
as the present nonequilibrium flow.
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