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Abstract

T cell receptor (TCR) signal strength determines the differentiation outcome of naïve CD4+ T

cells: low signal strength favors Foxp3pos regulatory T cells (Treg) whereas high TCR signals are

required to induce IL-2-producing helper T cells (Th). To better understand the signaling

requirements for this cell-fate decision, we constructed a logic circuit model of the TCR signaling

pathways. A major feature of this model is an incoherent feed-forward loop involving activation of

Foxp3 and its inhibition by mTOR, which leads to transient appearance of Foxp3pos cells under

simulation conditions that drive IL-2 producing Th cells. This behavior along with the predicted

ability of TGF-β to induce Treg despite continued activation of the Akt/mTOR pathway were

confirmed experimentally. The latter provides a possible reason for the observed instability of

TGF-β-induced Treg. The model also predicted and experiments confirmed that transient high

dose Ag stimulation results in three stable T cell fates (Th, Treg, and non-activated) with relative

proportions depending on the duration of stimulation. Experimental analysis of the cell population

at the time of Ag removal identified three distinct populations based on CD25 abundance and Akt/

mTOR activation that correlated with these T cell fates. Further analysis of corresponding

simulation trajectories implicated a negative feedback loop involving Foxp3, PTEN, and Akt/

mTOR. Taken together, these results suggest that there is a critical period following TCR

stimulation during which heterogeneity in the differentiating population leads to increased

plasticity of cell fate.

Introduction

CD4+ T cells can be grouped into two main sub-types: those which exert an activating effect

on the immune response (helper T cells, Th), and those which suppress immune responses

(regulatory T cells, Treg). Treg cells play an important role in suppressing T cell mediated
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immunity, limiting damage caused by the immune response and preventing autoimmune

diseases (1). However, Treg cells may play a detrimental role in cancer by acting as an

effector of immune suppression by tumors. In several recent studies of human Treg cells in

patients with cancer, the number of Treg cells within tumors and their suppressive activity

were found to be elevated and to predict poor survival (2). Understanding the factors that

control the induction of Treg cells has the potential to advance therapies involving either

elimination of antigen-specific Treg cells in the context of cancer (3), or enhancement of

Treg-mediated suppression in the context of autoimmune responses (4).

Treg cells are characterized by the transcription factor forkhead box P3 (Foxp3), a specific

pattern of cytokine production, and immunosuppressive function (5–7). Treg cells suppress

other effector T cells through several mechanisms (8), including deletion of effector cells via

granzyme B (9), secretion of immunosuppressive cytokines such as transforming growth

factor β (TGF-β), interleukin (IL-)10 and IL-35 (10), metabolic disruption through the

production of adenosine (11) or competition for IL-2 (12, 13) and finally, inhibition of

dendritic cell maturation(8, 14).Two main groups of Treg cells are currently known: natural

and adaptive (induced) Treg cells. Natural regulatory T (nTreg) cells become committed to a

regulatory fate while still in the thymus (14), whereas induced Treg (iTreg) cells, arise from

naïve T cells in the periphery under stimulation by specific factors including IL-10 (15),

TGF-β (16), low antigen (Ag) dose (17, 18), and certain dendritic cell (DC) subsets (19–21).

iTreg and Th both develop in the periphery from common, “naïve”, uncommitted T cell

precursors, which differentiate upon encountering cognate peptide:major histocompatibility

complex (pMHC) on the surface of antigen-presenting cells (APC). Previous studies have

indicated that both Ag dose and the duration of Ag stimulation strongly influence the choice

between regulatory and helper cells in the T cell response specific for a particular Ag, such

that high dose favors Th and low dose favors Treg (17, 18, 22). Understanding the molecular

determinants of this process has major implications for the development of targeted

immunomodulation therapies (23). For example, it is important in a cancer vaccination

strategy to deliver a high enough dose to induce tumor-specific Th1 cells. A more delicate

balance must be achieved in the context of autoimmunity, because many patients have

increased numbers of auto-reactive T cells, which any therapy must avoid activating. Thus, a

strategy designed to induce Ag-specific Treg must deliver a dose that will favor the

induction of self-Ag-specific Treg without activating or inducing autoreactive Th1/Th17

cells. Few vaccination strategies in cancer or autoimmunity consider the dose of the Ag and

this may be one reason for the limited success of these efforts to date (24, 25).

Treg differentiation is influenced by multiple signaling pathways including those stimulated

by engagement of T cell receptor (TCR), the co-stimulatory molecule CD28, IL-2 receptor

(IL-2R) and TGF-β receptor (TGF-βR). We recently reported that the culture of CD4+ T

cells with DC presenting low dose Ag resulted in both the expansion of preexisting nTreg

and the conversion of naïve T cells into iTreg (18), and the induction of Treg was inversely

correlated with the strength of the TCR signal as measured by phosphorylation of the S6

ribosomal protein (pS6). pS6 is downstream of the phosphoinositide 3-kinase/protein kinase

B/mammalian target of rapamycin (PI3K/Akt/mTOR) signaling pathway and several other

studies have found that activation of the PI3K/Akt/mTOR pathway inhibits the induction of

Treg (26, 27). Activation of Akt/mTOR was shown to inhibit Treg development (26),
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whereas inhibition of Akt/mTOR enhances Treg development (27). Specific components of

the Akt/mTOR pathway have also been recently implicated in the differentiation of Th

populations, with mTOR Complex 1 (mTORC1)-deficient animals failing to generate Th1

and Th17 cells and mTOR Complex 2 (mTORC2)-deficient animals failing to generate Th2

cells (28, 29). In vitro studies demonstrated that the mTORC1 inhibitor rapamycin enables

expansion of functional Treg of murine (30) or human (31, 32) origin.

Mathematical modeling of T cell activation, and signaling pathways in general, provides a

means to identify important regulatory elements, including feedback and feedforward loops,

to test hypotheses, and to provide testable predictions (33, 34). Modeling TCR activation has

so far mainly involved the use of reaction network models focusing on early steps in T cell

activation (35–38). Because parameterization of reaction network models requires detailed

quantitative data that are not currently available for all of the signaling processes involved in

T cell differentiation, we have taken an alternative approach based on logical modeling (39–

41). This approach uses discrete variables to represent network elements and logical rules to

describe element interactions. Logical models do not require quantitative parameters, but

rather allow the development of complex qualitative networks. Other groups have developed

logical models to investigate T cell activation (42, 43) and differentiation (44–46), although

none of these have explicitly modeled the effects of Ag dose.

We have developed a logical model of T cell differentiation that focuses on both early steps

in T cell activation and events leading to the generation or suppression of the Treg

phenotype. Using the logical modeling approach allowed us to capture multiple layers of the

cellular response to signals, including extracellular stimulation, intracellular signaling

leading to activation of transcription factors, gene transcription and autocrine or paracrine

responses to secreted factors. Model simulations reproduced known experimental results and

made novel predictions that were confirmed experimentally. Importantly, our results suggest

that differential activation of signaling pathways downstream of TCR by high and low dose

Ag are better modeled as changes in the duration of contact time rather than changes in the

strength of activation of pathways downstream of TCR. Restricting the time of TCR

activation resulted in a mixed population of Treg and Th cells, as well as inactive cells, an

observation we confirmed experimentally. Analysis of the dynamics of this scenario

revealed that the Th phenotype stabilized more rapidly than the Treg phenotype, and

demonstrated an important role for a feedback loop involving Foxp3, phosphatase and tensin

homolog (PTEN), and Akt/mTOR. The logical model presented here demonstrates

heterogeneity on the cell population level that recapitulates experimental results and

suggests that differential timing of key TCR signaling events plays a major role in

determination of T cell fate.

Results

Naïve T cell differentiation control network

We conducted an extensive literature survey to identify the key signaling events and

molecules involved in determining T cell fate upon exposure to antigen. The model

presented in Fig. 1A captures critical signaling events, from stimulatory signals via cell

surface receptors, through activation of transcription factors, to production of proteins
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critical to specific phenotypes. The two primary phenotypes that arise in the model are (1)

cells that express the transcription factor FOXP3 but not the cytokine IL2 and (2) cells that

do not express FOXP3 but have the ability to produce and secrete IL-2. We identify these

cells as Treg and Th, respectively.

The model includes four receptors: the TCR, the co-stimulatory receptor CD28, and the

receptors for IL-2, and TGF-β. The two signals necessary for naïve T cell activation (47) are

the binding of pMHC complexes on the surface of the APC to the TCR, and the binding of

co-stimulatory ligands CD80 or CD86 on the APC to CD28 receptors on the T cell. The

combined signals from TCR and CD28 activate the transcription factors: nuclear factor of

activated T-cells (NF-AT), activator protein 1 (AP-1) and nuclear factor -κ-light-chain-

enhancer of activated B cells (NF-κB). These transcription factors promote expression of the

IL2 gene and the α subunit of IL-2 receptor (IL2RA, also called CD25) (48, 49). The β and γ

subunits of IL2-R are constitutively present and are represented as a single variable in the

model. Binding of IL-2 to IL-2R results in activation of another transcription factor, signal

transducer and activator of transcription 5 (STAT5) (50, 51), which in turn activates Foxp3,

the key transcription factor that drives differentiation into Treg (52). STAT5 can also

modulate the expression of IL2 through the induction of Blimp-1 (53), but we have not

included this interaction in the current version of the model because it complicates analysis

of the trajectories by making IL2 expression transient. We confirmed by additional

simulations that including this interaction does not otherwise affect our results.

FOXP3 is expressed after one of the following combinations of transcription factors binds to

its promoter: NF-AT, AP-1, and STAT5; NF-AT and mothers against decapentaplegic

homolog 3 (Smad3); or STAT5 alone (54, 55). Foxp3 itself inhibits transcription of the IL-2

gene while maintaining IL2RA (CD25) expression (7). In parallel with activation of NF-AT,

AP-1, NF-κB, and STAT5, the PI3K/Akt/mTOR pathway can also be activated. The latter

depends on the activity of PTEN, a phosphatase constitutively present in naïve T cells,

which inhibits the function of PI3K, and which is reduced following TCR activation (56).

Reduced PTEN protein abundance or activity results in increased signaling via the

PI3K/Akt/mTOR pathway (further in the text referred to as the mTOR pathway), and,

importantly, it has been shown that PTEN is more abundant in Tregs (57). Based on the

reported effects of mTOR inhibition following T cell activation (58), we assume that active

mTORC1 and mTORC2 can override other signals driving Foxp3 expression. However,

since it is well-established that TGF-β, in combination with high Ag doses, induces Treg

(16, 59), we also assume that the combined signals from Smad3, downstream of the TGF-β

receptor, and NF-AT drive expression of FOXP3 even when mTOR is active.

Logical Model of Naïve T Cell Differentiation

In Boolean network modeling each node in the graph is represented by a single Boolean

variable that takes a value of OFF if the element is inactive and ON if the element is active.

For some nodes, however, this two-state representation may not be sufficient. For example,

since we are studying the impact of varying the TCR signal strength, we need to model at

least three possible stimulation values, corresponding to OFF, LOW, and HIGH,

representing the effective antigen dose. In such cases, depending on the modeling formalism
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used, node values may be represented by multiple Boolean variables (the approach taken

here) or a single discrete variable. We also model three values of PI3K to avoid oscillations

in mTOR pathway (see Methods for additional details).

The interaction map shown in Fig. 1A is not a complete dynamical model because it does

not specify how multiple input signals to a node are to be combined. For example, the

diagram shows that mTORC2 has two regulators — activation by PI3K and inhibition by

ribosomal protein S6 kinase beta-1 (S6K1) — but does not specify how the regulations work

together. In the logical modeling approach (39–41) a dynamical model is constructed using

logical functions that determine the next state of each element in the system as a function of

its regulators. These functions are constructed from the primitives of Boolean logic—AND,

OR, and NOT. For example, mTORC2 activation is described by the rule

MTORC2' = PI3K_HIGH or (PI3K_LOW and not S6K1),

meaning that mTORC2 is activated by either a HIGH PI3K value that overcomes any

inhibition by S6K1, or by a LOW PI3K value in the absence of S6K1.

We defined the full set of elements (fig. S1) and their corresponding Boolean variables and

logic update rules (fig. S2) using information from our own experiments and the literature.

We tuned the logical functions used in several rules in order to match experimental

observations. References and observations used to determine the regulatory relationships in

the model are given in fig. S2. In addition, we set varying thresholds for elements PTEN,

PI3K, mTORC2 and protein kinase C theta (PKCθ), in order to match observed differences

in the effects of high and low dose Ag. For example, high dose Ag, which produces a HIGH

TCR activation, is required to inactivate PTEN, which is assumed to be constitutively active

in naïve T cells. Because full activation of phosphatidylinositol (3,4,5)-trisphosphate (PIP3)

and the Akt pathway can only occur if PTEN is inactive, the LOW TCR value that

represents low Ag dose cannot fully activate either of the mTOR complexes, mTORC1 or

mTORC2. As shown above, a HIGH PI3K value is required to overcome inhibition of

mTORC2 activation by S6K1.

Fig. 1B presents a complete description of the logical model using logic gates that represent

the AND and OR rules. This representation is similar to diagrams used in digital circuits and

helps to clarify the overall input-output structure of the network.1 Besides implementing

logic functions, logic gates may also have associated delays that we use to model differences

in signal propagation between network elements. For example, by including delay gates on

the AP-1 pathway the time of transcription factor activation can be fine-tuned.

We simulate the dynamics of the system using the method of random order asynchronous

Boolean updates (60). Each simulation represents a sample from the set of possible

trajectories that a cell can undergo. Trajectories are started with each variable in a defined

initial state. At each round in the simulation, the next state value of each variable is assigned

using the logic rules described above. Within a round, variables are updated in random

1The primary difference between the two representations is that we do not include memory elements in Fig. 1B for clarity of
representation. Memory elements are necessary to keep the state of model elements, as all element states are part of the overall system
state.
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order, mimicking the randomness in event timing that may occur because of cell-to-cell

variation in the abundance of many proteins and the intrinsic stochasticity of chemical

kinetics involving a small number of molecules (61). Time is reported in number of update

rounds, and based on comparison with our experimental results each update corresponds to

roughly 3 hours of real time (see Methods for additional details).

Table 1 summarizes the behaviors of the model and their correspondence with experimental

observations. The model reproduces most of the experimentally known behaviors of the

system and makes novel predictions, several of which we have tested in this work. In

addition, an extensive sensitivity analysis (see Methods for more detail) shows that

qualitative results do not depend sensitively on the choice of initial conditions or timing

parameters (see Event Timing and Delays below). In the following sections, we discuss

these results in more detail.

Architecture of the Differentiation Control Network

The behavior of our model is governed by control loops involving Foxp3. These include

both positive and negative feedback and coherent and incoherent feed-forward loops (FFL)

(Fig. 2, A to C), which affect both the transient and steady state behavior of the model.

The main FFL begins with signals from TCR/CD28 propagating to either the IL-2/CD25

pathway (Box 1 in Fig. 2A) or the mTOR pathway (Box 2), and then converging on Foxp3.

Because the link from Box 2 to Foxp3 is inhibitory, the signals propagating on parallel

branches have opposite sign, leading to designation of this motif as an incoherent FFL

(iFFL) (62). A general feature of iFFL's is that they may exhibit transient activation of the

output, in this case Foxp3.

In addition to the iFFL, there exist feedback loops between Foxp3 and each of the FFL

branches. (Fig. 2, A and B). The mutual inhibition between Foxp3 and mTOR (Fig. 2A)

produces a toggle switch (62), which forms the central circuit governing the T cell fate

decision. By inhibiting Foxp3 (Fig. 2B), sustained activation of the mTOR pathway leads to

a stable Th phenotype. On the other hand, activation of Foxp3 activates PTEN, which then

turns off the mTOR pathway, producing a Treg phenotype. Positive feedback between

Foxp3 and CD25 (Fig. 2A) also stabilizes FOXP3 expression. Negative regulation of mTOR

by Foxp3 in our model is supported by the experimental observation that TCR-mediated

mTOR activation is attenuated in Foxp3pos Tregs (18).

As discussed in detail below, the simulation results suggest that relative timing of several

pathways is critical for determining the final state of the toggle switch and hence the T cell

fate decision. These relationships include time of activation of the mTOR pathway relative

to activation of IL-2/CD25 pathway, and time of activation of Foxp3/PTEN feedback

relative to signaling from the TCR.

Event Timing and Delays

The model describes regulatory interactions that can propagate through the network at

different speeds. In order to capture these differences in the logical model, we introduced

buffers within key regulatory elements that control the delay between receipt of an input
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signal and a change in the output state (blue boxes in Fig. 2, B and C). The model setups

used to investigate the effects of introducing delays, labeled SD1-SD15, are presented in Fig.

2D, and the resulting time courses following high and low dose Ag stimulation are shown in

Fig. 2, E and F, respectively. Delaying mTOR inhibition of Foxp3 (SD3-SD5, SD8-SD10, and

SD13-SD15) increases the magnitude of the Foxp3 transient (Fig. 2E, top). Fast signal

propagation through the AP-1 activation pathway (SD1-SD5) and, consequently, fast

transcription of IL2, leads to fast activation of STAT5 and transcription of FOXP3 before

the inhibitory effect of mTOR activation reaches Foxp3, resulting in a large percentage of

cells transiently becoming Foxp3pos (Fig. 2E). Conversely, when the delay in AP-1 is long

with respect to the delay along the mTOR pathway (SD11-SD15, Fig. 2E, bottom, and fig.

S3), the percentage of Foxp3pos cells decreases, becoming closer to the experimentally

observed value of 10% (see below).

The model also predicts that cells destined to become Foxp3pos Treg transiently become

IL-2pos (Fig. 2F). The magnitude of the transient increase in IL-2pos cells is similar for all

delay scenarios (Fig. 2F, top), but can shift to earlier times depending on the timing of AP-1

activation and its effect on Foxp3 (Fig. 2F, bottom). For the simulations described in the rest

of the paper, we used the delay setup defined as SD14 in Fig. 2D, which best reproduces data

for transient appearance of Foxp3pos cells, as discussed below (see fig. S3 for additional

results). Sensitivity analysis (see Methods for more detail) shows that qualitative results do

not depend on the choice of delay setup.

Main Differentiation Scenarios

We validated our model based on its ability to reproduce the main results of several key

experiments namely high Ag dose alone, high Ag dose + inhibitors, high Ag dose + TGF-β,

and low Ag dose alone. For both low and high Ag dose stimulation, all trajectories start

from a single initial state (fig. S4) and eventually reach a state from which no further

transitions are possible. This state is known as a fixed-point attractor, because it represents a

point in the state space to which many trajectories converge. High and low Ag dose

trajectories reach distinct fixed points, characterized by the two sets of element values

shown in Fig. 3A. In addition to the phenotype marker molecules, Foxp3 and IL-2, elements

that have different values for the two scenarios include PTEN, Akt, and mTORC1,

emphasizing their role in differentiating between the two phenotypes. A total of 16 variables

had different values and thus distinguished between the two scenarios (Fig. 3A). We

selected a subset of ten key variables – Foxp3, IL-2, PTEN, TCR, Ras, CD25, PI3K, Akt,

mTORC1, and mTORC2 – that included all of the major pathways differing between the

scenarios, and removed those that were redundant.

The dynamics of the system are shown using trajectory heat maps (Fig. 3B), for which we

used a Gray coding scheme (63) to map the ten-element binary vector representing the

system state at a given time into a color on the heat map (see fig. S5 for further details). This

approach allows for compact representation of trajectories, in which green and yellow

shades represent states with active IL-2, orange and red shades represent states with active

Foxp3, and purple and dark blue shades represent states with most elements being inactive.
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Values for six of the key elements, averaged from the 1000 trajectories computed for each

dose, are shown in Fig. 3C.

High Ag dose—Our previous experimental results (18) showed that high Ag dose

produces mostly Th cells, as demonstrated by the presence of proliferating (CFSE low)

Foxp3pos cells (Fig. 4A). Our simulations of high Ag dose stimulation also showed

predominance of the Th phenotype, and revealed in addition that a substantial number of

trajectories pass through a Foxp3pos state (Fig. 4B). We subsequently confirmed in

experiments that about 10–20% of cells become Foxp3pos cells 18 hours following

stimulation with high Ag dose (Fig. 4C. p<0.05 18 hours compared to all other time points;

one way ANOVA with Tukey post test). This information was used to identify the best-

fitting delay scenario as SD14 (see Fig. 2D, left). Our previous experiments (18) also showed

that pS6, a surrogate measure of mTOR activity, peaks at 18 hours following high Ag dose

stimulation and correlates inversely with the number of Foxp3pos cells remaining after the 7-

day culture (Fig. 4C). Simulation results also recapitulate the negative correlation between

pS6 and the percentage of Foxp3pos cells (Fig. 4B)

The trajectory heat map for high Ag dose (Fig. 3B, left, and fig. S6A) reveals three distinct

clusters of behavior. Although all trajectories reach the same IL-2pos attractor,

approximately 10% of the trajectories fall into the top cluster, characterized by the

appearance of red pixels, which indicate cells that are transiently Foxp3pos. The 80% of

trajectories in the middle cluster never become Foxp3pos. About 10% of the trajectories fall

into the bottom cluster, in which cells are transiently Foxp3pos followed by a loss of both

Foxp3 and IL-2 (purple pixels) before becoming IL-2pos. The transient appearance of

Foxp3pos cells arises from the governing incoherent FFL involving IL-2/CD25 and

PI3K/Akt/mTOR, as discussed above (Fig. 2A).

High Ag dose + inhibitors—Experimental results have shown that the addition of Akt

and mTOR inhibitors after 18 hours of strong TCR stimulation enhances the generation of

Foxp3pos cells, while the addition of NF-AT inhibitors has no effect (27). As in the

experiments, when we modeled inhibition by setting either Akt or mTORC1 to OFF after six

simulation rounds, all trajectories produced the Treg phenotype (Fig. 4D). Conversely, when

the NF-AT inhibitor was added after six rounds, there was no increase in Foxp3pos cells

(Fig. 4D).

High Ag dose + TGF-β—TGF-β activates Smad3, which, along with TCR-induced NF-

AT, contributes to the induction of Foxp3 by promoting acetylation at the Foxp3 enhancer

(64). Smad3 activation induced by TGF-β apparently counteracts the negative influence

exerted on Foxp3 by active mTORC1, leading to strong Treg induction even at high antigen

dose (58). Simulations (Fig. 4E) recapitulate these experimental observations, and also

predict that Foxp3 rises with faster kinetics upon co-stimulation with TGF-β than with high

Ag dose alone (Fig. 4C), because activation of Foxp3 is more direct (see Fig. 1). In addition,

the model predicts that pS6 remains activated in this scenario (in contrast to the low Ag dose

case discussed below), because sustained high Ag dose stimulation of the TCR overrides

negative regulation of mTOR signaling through the Foxp3->PTEN feedback loop (Fig. 2, A

and B).
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We conducted further experiments to test the prediction that induction of Treg by TGF-β

occurs despite sustained mTOR activity as indicated by pS6. T cells stimulated with high

dose anti-CD3 in the presence or absence of TGF-β exhibited equivalent abundance of pS6

following 18 hours of stimulation (Fig. 4F). As expected, the addition of TGF-β induced a

significant increase in the number of Foxp3+ CD4+ cells following five days of culture

compared to cultures without TGF-β (31.7% ± 10.1 with TGF-β vs. 8.8% ± 4.2 without

TGF-β; p <0.01 one way ANOVA with Tukey’s Multiple Comparison post test). Thus, as

predicted by the model, the induction of Treg by TGF-β does not involve or require

inhibition of the mTOR pathway.

Low Ag dose—Experimental results show that low Ag dose generates a high fraction of

Foxp3pos Treg cells (Fig. 4G). Simulation trajectories following low Ag dose stimulation

uniformly result in Foxp3pos cells without production of pS6 (Fig. 4H). This agrees with

experimental measurements showing a reduced induction of pS6 at 18 hours compared with

high Ag dose stimulation, which is followed by an increased number of Foxp3pos cells at

seven days (Fig. 4I). On the other hand, whereas 100% of the model trajectories reach the

Treg steady state (phenotype) at low Ag dose, in experiments only about 35–50% of cells

are Foxp3pos (Fig. 4G). Thus, the model fails to capture the observed heterogeneity in

differentiation outcome. A possible source for this discrepancy is the known variability in

the abundance of TCR or other signaling molecules (65) within the naïve T cell population,

which is not directly accounted for in the model. Alternatively, variability in the activation

timing could also account for this, an issue we address below.

Varying the Duration of TCR Stimulation

The failure of the model to reproduce the observed heterogeneity of differentiation outcomes

in the low Ag dose scenario prompted us to explore potential mechanisms, beyond changing

activation thresholds between low and high Ag dose stimulation. Sauer et al. (27) had shown

that Ag removal at 18 hours after stimulation results in a significant expansion of Treg in the

culture, which they attributed to a reduction in the signaling via the mTOR pathway. Other

recent reports have shown that the duration of TCR signaling depends on the dose of the

stimulating Ag (66, 67).

We examined the effect of varying the duration of TCR stimulation by removing the Ag at

various times post stimulation but keeping the same update rules as for high Ag dose. Under

these conditions, simulations reach eleven different fixed-point attractors, and their relative

frequency changes with the time of Ag removal (Fig. 5, A and B). These attractors fall into

three major cell phenotypes; Treg, Th and non-activated (Fig. 5B). If Ag is removed too

early, e.g., before time point 2 (T2), only non-activated (IL-2neg Foxp3neg) cells result (Fig.

5A). If Ag is removed after T8, only Th (IL-2pos Foxp3neg) cells are observed. Ag removal

between T3 and T8 results in increasing numbers of Treg (IL-2neg Foxp3pos) cells, with a

peak at T5 and T6 (Fig. 5B, see fig. S7 for complete results).

We selected the scenario T6 for further analysis, because it generates all eleven attractors

(A1–11), which can be distinguished by variations in the state of key element values (Fig.

5C). Attractors A1-A3 correspond to non-activated cells (Fig. 5C). Attractors A4-A7 and
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A8-A11 represent Th and Treg phenotypes respectively. Of the Th attractors, A5 is the most

common outcome and is nearly identical to the high dose attractor (Fig. 5C). The Treg

attractors A9-A11 occur with equal frequency, and A11 is most closely related to the low

dose attractor (Fig. 5C). A9 and A10 differ from A11 and low dose attractor in the elements

Ras (ON in A10 and A11, OFF in A9), PI3K and mTORC2 (ON in A11 and OFF in A9 and

A10). These results suggest that the state values of Ras, PI3K and mTORC2 are not critical

to the outcome, whereas Akt and mTORC1 are more important for the Treg phenotype.

The presence of 11 different cell fates following the removal of antigen prompted us to

determine whether these could be identified experimentally. Thus, we activated purified

CD4pos T cells with a high dose of immobilized anti-CD3 mAb and removed the cells from

the stimulation at various time points following the activation. When cells were removed

from antigen after 18 hours and analyzed after an additional 78 hours without stimulation,

we observed three distinct populations of cells (Fig. 5D). As in the simulations CD25neg

Foxp3neg, CD25pos Foxp3neg, and CD25pos Foxp3pos cells representing non-activated, Th

and Treg cells respectively were observed. Varying the duration of antigen stimulation from

3 to 96 hours revealed a distribution of phenotypes (Fig. 5E) in excellent agreement with

modeling results (Fig. 5B).

Dynamics of the Cell Fate Decision

The observation that removal of the antigen at T6 resulted in eleven different possible

outcomes gave us the opportunity to analyze in detail the factors that affect cell fate

selection. Fig. 6A presents a heat map of 1000 simulation trajectories for this scenario,

clustered by steady state attractor sorted from A1 (bottom rows) to A11 (top rows).

Additional heat maps showing system trajectories in scenario T6, for different delay setups,

are presented in fig. S8B. Differentiation into Th phenotype appears to occur faster than

differentiation into Treg, so we calculated the mean times required to reach steady state. We

found that on average it took eight rounds longer to reach the Treg (Foxp3pos) phenotype

than the Th (IL-2pos) phenotype (Fig. 6B). This held true for all attractors that led to IL-2pos

vs. Foxp3pos- fate (Fig. 6B).

The differences in the speed of reaching the Foxp3pos and IL-2pos attractors arise from

differences in the order in which feedback and feed-forward loops are activated (Fig. 6C,

right), which in turn is a result of the stochasticity inherent in our simulations as mentioned

above. IL-2pos phenotypes result from situations where antigen removal effects propagate

slowly enough to permanently shut off Foxp3 (Fig. 6C top). Foxp3pos phenotypes have two

main requirements: (1) early (transient) activation of Foxp3 occurs via the CD25/STAT5

pathway; (2) early activation of Foxp3 leads to activation of PTEN and inhibition of mTOR.

Foxp3neg/IL-2neg phenotypes (fig. S9 and fig. S10) arise from either (1) slow propagation of

the TCR ON signal or (2) rapid shutoff of activation following Ag removal.

Our analysis shows that the critical factor distinguishing trajectories leading to A5 (the

dominant IL2pos attractor) and A11 (the dominant Foxp3pos attractor) is transient induction

of Foxp3 in the rounds just following Ag removal (Fig. 6, C and D). Although the fraction

of Foxp3pos trajectories is less than 100% for any specific round, in fact all trajectories

leading to A11 are transiently Foxp3pos at some point following Ag removal. Foxp3 begins
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to activate PTEN at round 8, and this activation is complete by round 11. After this, PTEN

remains active because of the absence of further TCR stimulation, and mTORC1 activation

falls rapidly, which paves the way for Foxp3 to be turned on again and for stabilization of

the Treg phenotype (Fig. 6C).

We questioned whether we could predict the subsequent behavior of the A5 and A11

attractors from the state of the cell at the time of antigen removal (Fig. 6D). The increase in

mTOCR1 activation appears to occur a little slower in the A11 trajectory such that by round

6 the average mTORC1 activity is lower in A11 than in A5 or in the high dose trajectories

(Fig. 6D). We measured the level of mTORC1 activity experimentally by assessing the

presence of pS6, which is downstream of mTORC1 activation. Following 6 hours of

activation we observed a significant proportion of pS6pos cells but no CD25pos cells (Fig.

7A, left panel). After 18 hours activation CD25pos cells were visible and some were also

pS6pos, whereas others were pS6neg (Fig. 7A, right panel). We followed the relative

proportions of pS6pos, CD25pos, single and double positive cells over time and observed an

early peak of mTORC1 activation (pS6pos) in the absence of CD25 (Fig. 7B). There was a

peak of CD25pos pS6neg cells between 12 and 18 hours and the double positive cells

increased progressively from 12 hours on (Fig. 7B). We analyzed the same populations in

the model and observed very similar kinetics for these three populations in the simulations

(Fig. 7C).

Discussion

We have developed a logical network model of TCR signaling (Fig. 1) aimed at

investigating the role of Ag dose in determining T cell fate following activation of critical

signaling pathways downstream of TCR, CD28, IL-2, and TGF-β receptors. The model

reproduced important experimental results (Table 1), including the induction of Foxp3neg Th

cells by high dose stimulation and the induction of Foxp3pos Treg by low dose stimulation

(Fig. 3). In addition, it captured the experimentally observed inverse correlation between

induction of Treg and activation of the mTOR pathway, as measured by S6 phosphorylation

(Fig. 4, B, C, H, and I). It also made several novel predictions that we have verified

experimentally (Table 1), including the transient appearance of Foxp3pos cells in a

proportion of T cells activated with high Ag dose (Fig. 4, B and C) and sustained mTOR

activation in Treg induced by a combination of TGF-β and high Ag dose (Fig. 4, E and F).

The model also predicted and experiments confirmed that transient high dose Ag stimulation

results in three stable T cell fates (Th, Treg, and inactive) with relative proportions

depending on the duration of stimulation (Fig. 5). Experimental analysis of the cell

population at the time of Ag removal identified three distinct populations based on CD25

abundance and mTOR activation that correlated with these T cell fates (Fig. 7). Overall this

model has provided new insights into how TCR signal strength influences T cell

differentiation and has demonstrated an important role for the differential timing of key

signaling elements in determining cell fate.

We observed in simulations that a proportion of T cells exposed to high Ag dose transiently

became Foxp3pos (Fig. 4B). The early increase in the number of Foxp3pos cells following

stimulation with high Ag dose, had been shown previously in human (68), and more
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recently, in mouse T cells (69). This can be explained by an incoherent feedforward loop

starting with TCR activation and passing through the activation of IL-2/CD25/STAT5 and

PI3K/Akt/mTOR pathways (Fig. 2A). Upon stimulation by high Ag dose, Foxp3 can be

transiently induced by STAT5, but is ultimately blocked by activation of the mTOR

pathway. We tested this prediction of the model in our experimental system using mouse T

cells and observed that a proportion of T cells became transiently Foxp3pos upon stimulation

with high antigen dose (Fig. 4C). A more detailed analysis of these activation-induced

Foxp3pos T cells has revealed that these cells do not have suppressor function and exhibit

increased methylation of the Foxp3 locus (69). As discussed in more detail below, however,

our simulations also revealed that the transient increase in Foxp3pos cells plays a critical role

for Treg differentiation in situations of low or unsustained TCR signaling.

The model also suggests a possible explanation for the apparent instability of Treg induced

by the TGF-β cytokine. It is well established that the TGF-β can induce Treg when

combined with high dose Ag stimulation (16, 20). Tregs induced in this fashion are

Foxp3pos and are suppressive, but recent data suggest that this phenotype is not stable

following TGF-β removal, and is associated with incomplete demethylation of the Foxp3

locus (70). Simulations of the model in which TGF-β was present along with high Ag dose

show rapid induction of Foxp3pos cells accompanied by sustained activation of the mTOR

pathway (Fig. 4E). This was in contrast to our experiments and model simulations with low

Ag dose in the absence of TGF-β showing that the induction of Foxp3+ cells was associated

with reduced mTORC1 activation (Fig. 4H). We tested this prediction experimentally and

made the novel observation that the proportion of cells with active pS6, a marker of

mTORC1 activity, was maintained in the presence of TGF-β, despite the induction of

significant numbers of Treg cells in these cultures (Fig. 4F). These results suggest that the

addition of TGF-β overrides the negative effects of mTOR signaling on Foxp3 induction,

and provides a mechanism by which depletion of TGF-β can lead to suppression of Foxp3

by activated mTORC1. The continued activation of the mTOR pathway in this setting may

thus provide an explanation for the instability of Treg induced by TGF-β under conditions of

high TCR signal.

The logical modeling approach allowed us to model complex behaviors using a simple

approach with two values for each variable. A few logical models of T cell differentiation

and activation have been developed previously (43–46, 71). Two of these models (43, 71)

considered TCR signaling in detail but did not examine the ultimate fate of the activated T

cell. Other models describing Th differentiation (44–46) have focused on the interplay

between cytokines that drive specific Th cell differentiation, but have not treated molecular

pathways in detail or the effect TCR signal strength. Thus, our model bridges a gap in the

existing literature by connecting TCR signaling cascades to the fate of the differentiating T

cell. A limitation of the current model is that it considers only two major outcomes – Treg

and Th – without tracking further differentiation of Th cells into Th1, Th2 or Th17. It is

known that Ag dose has a profound influence on the differentiation of Th1 and Th2 cells

(66), and we plan to further develop the existing model to include these cell fates in the

future.
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Although all elements of the model were initially given only two values (ON or OFF), we

observed that this could give rise to oscillatory behavior in the low dose scenario, where a

steady state was never reached. This was overcome by allowing two of the elements (PI3K

and PIP3) to have three values (OFF, LOW and HIGH), and by setting different activation

thresholds for low and high Ag doses. These were centered on the ability of the TCR signal

to inhibit the critical negative regulator PTEN and to activate PKCθ and the PI3K/Akt/

mTOR pathway. These initial attempts to model Treg induction following low dose

simulation resulted in a model that was too rigid – producing 100% Foxp3pos cells (Fig. 4H),

instead of mixed population with 35–50% Tregs observed experimentally (Fig. 4G).

We subsequently used an alternative interpretation of low dose stimulation in which the

duration of TCR activation was varied while keeping the same activation threshold. Sauer et

al. (27) have shown that the removal of Ag after a short period of stimulation results in a

significant expansion of Treg in the culture, which was attributed to a reduction in the

signaling via the mTOR pathway. Recapitulating this scenario by using the high Ag dose

activation thresholds but varying the length of time that the TCR signal was on, we found an

optimal duration of TCR signaling that generated both Th and Treg phenotypes in roughly

the same proportions that we observe experimentally (Fig. 5, A and B). We confirmed this

prediction experimentally by showing that removing T cells from the activating stimulus at

various times also generating the same pattern of T cell differentiation outcomes (Figure 5,

D and E). This result suggests that differential activation of signaling pathways downstream

of TCR by high and low dose Ag can arise from changes in the duration of contact time,

which is consistent with several recent experimental findings. These reports showed that

Treg induction in vivo by low dose Ag requires a high affinity pMHC/TCR interaction (22,

66). This difference was related to the induction of IL-2 responsiveness, such that, in

contrast to low doses of high affinity peptides, high doses of low affinity peptides failed to

induce CD25 robustly and thus cells activated in this way exhibited reduced STAT5

signaling in response to IL-2 (66). Imaging studies have also revealed that only a small

percentage of T cells sensing low affinity pMHC had long-lasting stable contacts with DC,

compared to T cells sensing low doses of high affinity pMHC (66). A recent paper (72) has

shown that a single Ag-specific T cell in vivo can differentiate into different Th cell types

and that this is dependent on the dose of the Ag delivered.

Analysis of individual simulation trajectories allowed us to identify critical elements that

contribute to determination of cell fate (Fig. 6 and Fig. 7). Two main findings emerged from

this analysis. The first was the importance of the feedback loop (Fig. 6C) involving IL-2R,

PTEN, Foxp3 and Akt/mTOR. Trajectories leading to Th phenotype have high mTORC1

activation before antigen removal takes place, thus allowing for inhibition of Foxp3 (Fig.

6D, A5 trajectories). Cells that become Treg cells have lower mTORC1 activity, which

allows Foxp3 to be induced and to increase activity of PTEN. At later times, PTEN

activation leads to inactivation of mTORC1 paving the way for sustained Foxp3pos cells.

Experimentally we showed that the mTORC1 activation occurs very early prior to the

induction of CD25, and at later time points the culture became dominated by CD25pos cells

with high mTORC1 activation. At intermediate time points an additional cell type was

identified: CD25pos without mTORC1 activation (Figure 7B). We hypothesize that the
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heterogeneity in T cell activation status observed at these intermediate time points contribute

to plasticity in cell fate observed when activation is interrupted at these times.

The second major finding from trajectory analysis was that differentiation into Treg took

much longer than differentiation into Th (Fig. 6B and Fig. 7). This suggests that there is

fundamentally more instability in the pathway towards Treg differentiation. Th cells switch

more-or-less directly from the naïve state to the final Th phenotype, whereas cells destined

for Treg pass through an additional intermediate state where they produce IL-2 before

turning on PTEN, which enables permanent activation of Foxp3.

PTEN, which emerged as a critical regulator in this analysis, is known to play a critical role

in modulating the activity of the mTOR pathway, but the regulation of its abundance and

activity is not well understood. Two potential mechanisms for the regulation of PTEN are

included in the current version of the model: high Ag dose decreases activity of PTEN,

whereas Foxp3 activation increases it. This is consistent with experimental observations that

Tregs have higher amounts of PTEN than other T cells and that they signal poorly via AKT/

mTOR (73). Although we are not aware of direct evidence that Foxp3 causes increase in

abundance of PTEN, the work in (73) shows that PTEN is responsible for the reduced

activation of mTOR in Tregs, and that activation of Treg causes substantial increase in

PTEN abundance. The combination of transient FOXP3 induction coupled with the ability

of Foxp3 to increase PTEN was responsible for the generation of Treg cells in the antigen

removal scenarios, suggesting one possible mechanism for stabilization of the Foxp3pos

phenotype. Further experimental work is necessary to define the mechanisms by which

Foxp3 leads to increases in PTEN protein and function.

In conclusion these studies suggest that logical modeling can provide important new insights

into the role of TCR strength in determining T cell differentiation outcome. The model made

several predictions that were confirmed experimentally, and further refinements to the

model will increase its power and usefulness to immunologists. In the future this model can

be refined to aid in the design and development of targeted immunotherapy for diseases,

such as autoimmunity, cancer and transplant rejection, in which the Th subsets that are

induced play a critical role in disease outcome.

Materials and Methods

Discrete Logical Model Development

In order to study the control of T cell differentiation, we created a logic circuit model

following an iterative procedure. First, we defined key elements in the system to include in

the model. The next step was defining element regulatory sets, and the number of values that

are necessary to describe each element. As we already discussed in previous sections, we

aimed to restrict the number of values to the minimum that still allows us to reproduce

experimental results. Therefore, we initially chose all discrete variables that represent

individual elements to have two values (OFF and ON), except TCR variable, which needs to

have three values (OFF, LOW, and HIGH) to implement low and high dose scenarios. Since

the negative loop between mTORC1 and mTORC2 includes elements with only two values,

it always oscillates. To avoid oscillations that do not exist in the real loop, we decided to
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model PI3K (and consequently, PIP3), which is upstream of the mTORC1/mTORC2 loop

and, in our model, is a direct regulator of mTORC2 and an indirect regulator of mTORC1,

with three values, similar to TCR. Another solution would be to model all elements in the

loop with three values, and we plan to include such analysis in the future.

For those elements that are implemented with multi-valued variables, translation of a

discrete variable into a vector of Boolean variables is necessary. In our case, this is simple,

since it includes translating from three-valued to two-valued variables, that is, defining

LOW and HIGH variables for TCR, PI3K and PIP3. When developing logic rules, we

decided how to include LOW vs. HIGH variables in the rules according to experimental

results and literature review.

Model Simulation Method

Having built the model, we ran simulations in order to determine whether this model could

accurately capture the experimental results that we obtained previously. Simulations were

carried out using BooleanNet tool (60). Logical rules were updated in each simulation step

using a random asynchronous approach, where in each step, only one variable is chosen and

the rule associated with that variable is evaluated to obtain new value for the variable. The

choice of rule to be evaluated next can follow different algorithms. The procedure that is

applied in the BooleanNet tool is a random choice of the order of rules in one update round.

In other words, in each update round all rules are accessed and evaluated once, but the order

in which this is done is random. We simulated and analyzed several scenarios, and for each

scenario, 1000 independent simulations were conducted. Each run consisted of up to 30

update rounds. Stable presence of Foxp3 is used as a marker for the Treg phenotype, and

stable presence of IL-2 is used as a marker for the Th phenotype.

In order to run simulations, it is first necessary to decide the initial conditions, that is, initial

variable values when the simulation starts. Since we are interested in studying the

differentiation of naïve T cells and understanding the rationale behind the differentiation, we

start with the variable values that best represent the naïve T cell state. Most of the variables

are assumed to initially have a logical ‘0’ value, which means that they are inactive or absent

in the beginning. The only elements and their corresponding variables that are assumed to be

active or present initially are:

- TCR (either low or high variable, depending on the scenario we are analyzing)

- CD28 (stimulation without co-stimulation is suggested to lead to anergy)

- CD122, CD132 (assumed to be constitutively active)

- PTEN (suggested to be have a non-zero value in naïve T cells)

- TSC1-TSC2 (assumed to be ON, such that it inhibits Rheb until Akt is activated

by TCR signaling).

Analysis of Simulation Trajectories

To emphasize stochastic behavior of the system leading to different trajectories for the same

initial conditions and same stimulation scenario, we visualize the computed system
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trajectories using heat maps (Fig. 3B and Fig. 6A). Each color in a heat map represents a

different value of a vector of ten Boolean variables implementing key elements of the model

(Foxp3, IL-2, PTEN, TCR, Ras, CD25, PI3K, Akt, mTORC1, mTORC2). We selected these

elements based on the fact that they can be used to characterize the system at any time point

with minimal loss of information. A heat map shows 1000 simulation trajectories of the

same scenario (same stimulation and initial state of the ten-element vector), with each row

representing a single trajectory (changes in ten-element vector from initial state, to

simulation round 30). In order to group similar trajectories in the map, we assume that

values of the ten-element binary vector encode decimal values using Gray code, a binary

number system where two successive values differ in only one bit (see fig. S4). Different

from binary code, Gray code is a non-weighted code. For example, 4-digit binary numbers

0111 and 1000 in binary code encode decimal numbers 7 and 8, while the same decimal

numbers are encoded using 0100 and 1100 in Gray code. Computation of decimal values

according to the Gray code allows for grouping simulation trajectories that are closest in

terms of individual element behaviors, since two consecutive decimal numbers will always

represent vectors that differ in a single element. The grouping of trajectories is performed by

sorting trajectories according to decimal vector values starting from end of the trajectory

(last simulated state or steady state) towards beginning (initial state). This sorting approach

allows for grouping all trajectories leading to same steady state together (Fig. 6A), and then,

within these groups, cluster closer the trajectories that have similar behavior.

To emphasize differences across studied scenarios, we studied individual element behavior

by averaging element values in each round across 1000 trajectories, from initial state to

round 30. We then compared average trajectories of different elements within same scenario

and trajectories of the same element across different scenarios.

Sensitivity Analysis

We conducted an extensive analysis of the sensitivity of our model in the scenarios

described above to changes in internal model delays, to turning individual model elements

OFF or ON, and to different initial element values. Changes in model delays can be

interpreted as variations of model parameters. As expected, such changes lead only to

quantitative differences in average values of individual model elements, but not in the

qualitative difference in overall system behavior and observed phenotypes (Fig. 2, E and F;

fig. S3, fig. S6 and fig. S8). On the other hand, similar to our study of inhibitor addition at

simulation round 6, switching elements of the model permanently OFF affects logical rules

and can lead to qualitative differences in observed phenotypes (fig. S11). We expand our

study of high Ag dose + inhibitor addition scenario, and show that timing does not play an

important role in the case of turning model elements OFF (fig. S11B). Interestingly,

assuming random initial values for model elements does not affect the steady-state values in

high Ag dose and high Ag dose + TGF-β scenarios (fig. S12, first and second column), but it

results in a mixed population for low Ag dose stimulation (fig. S12, third column), and can

lead to a small percentage of activated cells in the absence of stimulation (fig. S12, fourth

column).
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DC and CD4+ T cell Purification and Activation

DC were generated as previously described (18), by growing bone marrow precursors for

five days in RPMI containing 5ng/ml GM-CSF and 2ng/ml IL-4 (G4DC). G4DC were

purified using a 13.5% Histodenz gradient (Sigma), as previously described, to enrich for

the mature population. CD4+ T cells were purified from dissociated spleens and LN of

BDC2.5 mice by negative selection, using a CD4+ T cell isolation kit (Miltenyi Biotech).

DC and T cells were co-cultured in 96-well U-bottom plates (BD Falcon). DC were seeded

at 2 × 104 cells/well and peptides added at least two hours prior to the addition of CFSE-

labeled CD4+ T cells (1 × 105/well). Low dose and high dose stimulation consisted of

0.01ng/ml and 100ng/ml of the AV10 peptide. Cultures were maintained in complete

DMEM, containing 10% FBS, Penicillin & Streptomycin, L-Glutamine, Sodium Pyruvate,

Non-Essential Amino Acids, Hepes Buffer, and β-Mercaptoethanol. Cells were fed on days

3, 4, 5, and 6 by replacing half of the medium. Cells were harvested at the indicated times

for flow cytometric analysis.

In experiments with TGF-β or for antigen removal purified CD4+ T cells were stimulated on

tissue culture wells precoated with a high dose (1µg/ml) anti-CD3 antibody with soluble

anti-CD28 in the presence or absence of TGF-β (5ng/ml). In the case of antigen removal

cells were removed from the coated plate at various time points and placed in a fresh

uncoated plates for the remainder of the culture period. Cells were analyzed by flow

cytometry for the presence of pS6 at various time points and for Foxp3 4–5 days following

stimulation.

Cell Staining and Flow Cytometry

Cell surface staining was performed in PBS containing 2% FBS, with the following

antibodies: anti-CD11c–PE, anti-CD25-APC (eBioscience) and anti-CD4-PerCP (BD

Bioscience). Intracellular Foxp3 was stained with anti-Foxp3-PacificBlue antibody and

staining buffers from eBioscience, according to the manufacturer’s instructions. Staining

with antibodies against phospho-S6 (Cell Signaling Technologies) was performed in

conjunction with the Foxp3 antibody and staining buffers. Stained cells were analyzed on an

LSR II (BD Bioscience) using FACSDiva software (BD Bioscience).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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One sentence summary

Computational modeling and experiments on the factors affecting T cell differentiation in

response to antigen dose suggest that differential timing in the activation of central

regulators, which is strongly modulated by the duration of T cell receptor signaling, is an

important mechanism driving T cell fate decisions.
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Figure 1.
Computational model of T cell differentiation: (A) Signaling network connections. Pointed

arrowheads represent activation, blunt arrowheads represent inhibition, and dashed edges

represent translocation. (B) Corresponding logic circuit model. Elements are represented by

single logic gates (e.g., Raf) or combinations of multiple gates (e.g., Ras). Element values

are computed at each time step based on the values of their inputs with instantaneous

updating of gates within elements.
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Figure 2.
Network architecture and implementation of delay circuits. (A) Overview of the model

control structure. Signaling through TCR and CD28 leads to induction of IL-2 and CD25

(Box 1) and activation of PI3K/Akt/mTOR (Box 2), which have opposing effects on the

induction of Foxp3, which also exhibits multiple feedbacks. Pointed arrowheads represent

activation, blunt arrowheads represent inhibition, and dashed edges represent interactions

between boxes. (B) More detailed view of the control network highlighting several places

where delay circuits have been introduced. Pathways leading to activation of IL-2 and CD25

are represented as sub-box, Box 1.1, and delays in Foxp3 activation by STAT5 and Foxp3

inhibition by mTOR, are represented by d3 and d4, respectively. (C) Details of Box 1.1.

Delay d1 replaces network connections Ras->Raf, Raf->MEK2, MEK2->ERK, and ERK-

>Fos. Delay d1’ replaces connections PKC-θ->TAK1, TAK1->MKK7, MKK7->JNK, and

JNK->Jun. The two delays, d1 and d1’ are always assumed to be equal, since activation of

AP-1 in the model will always depend on the longer delay on the two pathways. (D) Delay

setups (SD1-SD15) are defined as different combinations of delay lengths for d1-d4.

Absence of delay is marked with ‘x’, and the presence of delay is marked with ‘✓’. For each

delay d1(d1’)-d4, we show the maximum number of rounds that the delay can take,
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according to the random asynchronous update scheme (see Methods). (E) Effect of delay

setups on transient induction of Foxp3 along high Ag dose trajectories. (F) Effect of delay

setups on transient induction of IL-2 along high Ag dose trajectories. (see Methods for

additional details).
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Figure 3.
Results for high and low Ag dose scenarios. (A) Values of individual elements in the steady

state attractors that are reached following high (H) and low (L) Ag dose (black=OFF,

white=ON). (B) Heat map representation of 1000 simulation trajectories for each scenario.

(C) Average values of six key elements along the trajectories in (B).
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Figure 4.
Logical model recapitulates behavior of key elements in the system. (A) Experimental

results for a population of cells stimulated with high Ag dose show that almost all cells in

the population are Foxp3neg. (B) Simulations results for the same conditions as in B,

showing behavior of Foxp3, pS6, and IL-2. (C) Experimental data showing transient

increase in the % of Foxp3pos T cells (squares) following high Ag dose stimulation. Mean

fluorescence intensity (MFI) values of pS6 (triangles) are maximal at early time points and

are maintained throughout the stimulation * p<0.05 18 hours compared to all other time

points; one way ANOVA with Tukey post test). (D) Simulation results for Foxp3 for

stimulation with high Ag dose only (HD) and with addition of inhibitors at round 6, Akt

inhibitor (HD+iAkt), mTOR inhibitor (HD+imTOR), both Akt and mTOR inhibitors (HD

+iAkt+imTOR), and NFAT inhibitor (HD+iNFAT). (E) Simulation results for Foxp3, pS6

and IL-2 for stimulation with high Ag dose in the presence of TGF-β. (F) Experimental

results showing CD25 and pS6 measured at 18 hours in the population of cells for high Ag

dose stimulation without (left) and with (right) TGF-β. Results shown are representative of

three independent experiments and the numbers in the upper right quadrants represent the

mean ± SEM of CD25pos pS6pos cells of the 3 experiments. (G) Experimental results for a
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population of cells stimulated with low Ag dose show that there is a fraction of cells that

have high value of Foxp3. (H) Simulations results for the same conditions as in B, showing

behavior of Foxp3, pS6, and IL-2. (I) Experimental results showing the % of Foxp3+ Treg

(squares) and pS6 MFI (triangles) at the indicated time points following T cell stimulation

with low Ag dose. Data presented in panels A and F are representative of 3 independent

experiments and those shown in panels C and I depict the mean ± SEM of 3 independent

experiments.
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Figure 5.
Analysis of transient stimulation with high antigen dose. (A) Distribution of attractors when

antigen is removed at different times, starting with removal at simulation round 1 (Tl), and

incrementing the time of removal by one round, up to round 12 (T12). (B) Changes in sizes

of lumped attractors (Foxp3- IL-2- population, IL-2+ population and Foxp3+ population (C)

11 attractors that are observed in simulations of antigen removal scenario T6 (colors

correspond to those in part (A)), presented in terms of steady state values of ten elements

(Foxp3, IL-2, PTEN, TCR, Ras, CD25, PI3K, Akt, mTORCl, mTORC2) and the number of

simulation trajectories ending in each given attractor for 1000 simulation runs. (D) Flow

cytometry plot identifying the three major populations induced. Purified CD4+ T cells were

stimulated on plates coated with anti-CD3 (lug/ml) in the presence of soluble anti-CD28

mAb. After 18 hours of culture the cells were removed from the coated plates and placed in

new wells and cultured for a total of 96 hours. Cells were analyzed by flow cytometry and

results show the CD25 and Foxp3 staining on gated CD3+ CD4+ cells. CD25- Foxp3- cells
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(purple box) are non-activated T cells, CD25+ Foxp3- cells (green box) are Th cells and

CD25+ Foxp3+ (orange box) are Treg cells. (E) Purified CD4+ T cells were stimulated as

before and the cells were removed from the stimulation at the indicated times (3, 6, 12, 18,

24, 44 and 96 hours). All cells were cultured for a total of 96 hours and then were analyzed

by flow cytometry to identify non-activated (No Act, purple circles) Th (Th, green squares)

and Treg (Treg, orange triangles) cells, as defined in Panel D. The results are the mean ±

SEM of 4–8 replicates from 3 independent experiments.

Miskov-Zivanov et al. Page 30

Sci Signal. Author manuscript; available in PMC 2014 June 30.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 6.
Analysis of timing effects for Ag removal scenario. (A) Trajectories of 1000 model

simulations for scenario T6 (Ag removal at round 6) showing different transient behavior

and different steady-states. (B) Average number of simulation rounds to reach steady state

for dominant attractors for scenario T6 and high- and low-Ag dose, shown with standard

error marks. (C) Left: Average values for six key elements leading to attractor A5 (top) and

attractor A11 (bottom) computed from 374 and 175 trajectories respectively. Right:

Diagrams summarizing the order of events along trajectories leading to attractor A5 (top)

and A11 (bottom). Corresponding plots and diagrams for the remaining attractors are shown

in fig. S6. (D) Values of six elements from part (C), averaged across simulations leading to

each of the attractors (374 for A5, 1000 for high dose, and 175 for A11) for scenario T6, in

rounds 3,4,5 (before antigen removal), 6 (when antigen is removed), 7 (transient round), and

18 (when all trajectories reach steady state).
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Figure 7.
State of cells at the time of removal. (A) Flow cytometry demonstrating the activation state

of T cells stimulated for 6 and 18 hours. Purified CD4+ T cells were stimulated on plates

coated with anti-CD3 (1ug/ml) in the presence of soluble anti-CD28 mAb. After 6 or 18

hours of culture the cells were analyzed by flow cytomtery for the presence of pS6 and

CD25 on gated CD3+ CD4+ cells. (B) Time course of activation state of T cells activated

with a high dose (1–2 µg/ml) anti-CD3 and anti-CD28. Cells were analyzed at the indicated

times for the presence of pS6 (a measure of mTORC1 activation) and CD25. Three

populations are followed pS6+ CD25- (green circle), pS6+ CD25+ (red square) and pS6-

CD25+ (blue triangle) over time. The results are the mean ± SEM of 4–8 replicates from 3

independent experiments. (C) Distribution of pS6+ CD25-, pS6+ CD25+, and pS6- CD25

negative trajectories for high Ag dose stimulation, at different rounds before antigen is

removed.
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Table 1

Summary of observations from model simulations and data analysis.

Scenario Model observation Supporting evidence

High antigen dose

1 Differentiation into Th cells (18)

2 Transient FOXP3 expression (69), This paper)

3 pS6 high (18, 27)

4 IL-2 increases early after stimulation and remains high (64)

Low antigen dose

5 Differentiation into Treg cells (17, 18, 22)

6 Transient IL2 expression Prediction,

7 pS6 low (18, 27)

8 Delayed FOXP3 expression (compared with HD) Prediction

High antigen dose + TGFβ

9 Differentiation into Treg cells (15, 20, 27)

10 pS6 high, Foxp3+ (This paper)

11 Foxp3 increases very early, before pS6 Prediction

12 Unstable Treg phenotype – TGFβ removal switches cells back to Th
phenotype

(70)

High antigen dose + inhibitor addition

13 NFAT inhibition still results in Th phenotype (27)

14 NFAT inhibition leads to several different phenotypes (Th and
inactive)

Prediction

15 mTORC1/Akt inhibition induces Treg phenotype (27, 30)

High antigen dose + antigen removal

16 Mixed population of Treg, Th and inactivated cells (27)

17 11 different phenotypes observed Prediction

18 Treg cell population size changes with removal time (never 100%) Prediction, (27)

19 Th cell population size increases slowly to 100% with increasing
removal time

Prediction

20 Feedback between PTEN and Foxp3 critical for stable Treg phenotype Prediction

21 Race between CD25/STAT5 and mTOR pathway activation critical
for early FOXP3 expression

Prediction

22 Slower response to activation allows for differentiation intoTreg
phenotype after Ag removal

Prediction

23 Variability in timing of events combined with effective duration of
receptor-antigen binding leads to mixed population

Prediction
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