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Abstract 

The aim of this paper is to find out the determinants of the electronics trade flows of 

Romania and their impact before and after the EU integration, the impact of the traditional 

determinants, like the economic size and distance, as well as the impact of the economic, 

trade policy and political determinants. An augmented gravity model was used, including 

traditional variables as GDP, distance, EU membership and common border, as well as 

nontraditional ones, as trade openness, political stability and inflation. A balanced panel 

approach was used in order to solve the heteroskedasticity problem. EViews 10 was used 

for regression. For Romanian trading partners, the findings are in line with the previous 

studies. The economic size of the partner countries, the common border, the EU 

membership, the trade openness and the political stability positively influence the 

electronics trade flows. The distance between countries and the trading partners inflation 

have a negative impact on the electronics trade flows. But some atypical results were found 

for the Romanian variables. The coefficients for the Romanian GDP are negative, and for the 

Romanian inflation, negative and also positive coefficients were found. The trade deciders 

should understand the dynamics and the structure of the Romanian electronics trade flows 

and the importance of the trade policy factors, like trade openness and of the political 

factors, like the stability. In the future, the dynamics and the structure of the Romanian 

electronics exports, re-exports, as well as electronics parts as components should be studied 

separately. 
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Introduction 

Romanian trade flows with electronics in 

2001-2018 period - brief overview 

Electronics are among the most important 

Romanian exports, as well as imports in 

2001 - 2018 period. The value of the 

exported electronics was 14 times greater 

in 2018 than in 2001, while the import 

value was 9 times greater, yet except for 

year 2016, when exports surpassed 

imports, Romania remained a net importer 

of electronics. Germany was the main 

trading partner.  In the top 10 electronics’ 

importers, there were mainly EU countries 

and the electronics’ imports came also 

from EU countries, with the exception of 

China. 

 

 

Fig. 1: The share of electronics in all the exported and imported goods 

Source: Author’s figure based on data from 
https://www.trademap.org/tradestat/Product_SelCountry_TS.aspx?nvpm 

 

Fig. 2: The value of electronics imports and exports in US dollars in the period 2001-

2018 

Source: Author’s figure based on data from 
https://www.trademap.org/tradestat/Product_SelCountry_TS.aspx?nvpm 

Literature Review 

The gravity model was developed 

independently by Tinberger (1962) and by 

Poyhonen (1963), although a gravity 

theory was previously developed by Adam 

Smith, refering to a proportional 

relationship between the economic size 

and distance (Elmslie, 2018). Over more 

than 50 years, the gravity model became 

the most successful model for international 

trade and it is often labeled as the 
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workhorse of the research in this field. The 

initial gravity model is based on Newton’s 

gravity law: the force between two 

particles is directly proportional with their 

mass and inversely proportional with the 

square of the distance between them. The 

translation for Newton’s law of universal 

attraction goes like this: the trade flows 

between two countries is positively 

influenced by their economic size and 

negatively influenced by the distance 

between them. What does the economic 

size mean? Could be GDP, GNI (formally 

GNP), GDP per capita, population, income, 

GDP per capita. What does distance mean? 

In the first place, it was simply the 

geographical distance between the capitals 

of the two countries, but later it became a 

proxy for trade costs, transport costs, taxes 

and tariffs, transaction costs, 

communication costs, cultural distance, 

and country familiarity.  

For more than a decade, the gravity model 

was just a successful empirical model with 

no solid theoretical base. It was in 1979 

when Anderson developed a solid 

theoretical foundation for the gravity 

model based on Armington’s assumption 

“Goods are differentiated by their country 

of origin” and introduced the term 

economic distance. Bergstrand added price 

variables in 1985. The Helpman and 

Krugman model was developed in 1985 to 

mainly explain the intra-industry 

international trade. Bergstrand (1985, 

1989) considered a Heckscher-Ohlin 

model, including a monopolistic 

competition with differentiated products to 

develop the theory of gravity. If Helpman, 

Krugman and Bergstand were critics to 

Heckscher and Ohlin, in 1998, Deardorff 

was critical with respect to the critics of 

Helpman, Krugman and Bergstand and 

reevaluated the Heckscher-Ohlin model. 

According to this model, countries that are 

close to each other will tend to trade more, 

while countries which are far from one 

another will trade even less than the 

predicted trade. Evenett and Keller (2002) 

tested both models and concluded that 

both models are a theoretical base for the 

gravity model, but the Heckscher-Ohlin 

model should be preferred from an 

empirical point of view. All the models 

have an explanatory power of at least 80%.   

Regarding the relationship between the 

gravity equation and the models which 

generated the equation:  

-  The gravity equations fit in with the 

Heckscher-Ohlin model of inter-industry, 

as well as with the Helpman – Krugman - 

Markusen model of intra industry trade 

(Berstrand, 1989).  

- The gravity equation is a reduced form 

from a partial equilibrium subsystem 

(Bergstrand, 1985). 

- The gravity equation could be generated 

by a model with incomplete specialization 

and trade costs (Haveman and Hummels, 

2004).  

- The estimates from the gravity equation 

could be different when  heterogeneity is 

considered (Tzouvelekas, 2007). 

The debate on the best model is not over 

yet: if all the random components of the 

model are homoskedastic, the Helpman-

Melitz-Rubinstein model works better 

(Santos Silva and Tenreyro, 2009).  

The Pros of the gravity model: 

- Has a better overall performance 

compared to radiation models 

(Masucci, et al., 2013). 

- It’s perfectly applicable to a single 

country case (Sohn, 2005).  

- Was used for over than 50 years to 

analyze the impact of the 

globalization factors on the bilateral 

trade (Bergstrand and Egger, 2009).  

- The augmented gravity model 

including Linder hypothesis is better 

suited for tourism flows than the 

traditional gravity model (Tamaș, 

2019).  

- Explains the financial transactions in 

the same manner as the trade with 

goods (Portes and Rey, 2005).  

- Could be applied to the International 

Trade Network (Fagiolo, 2010).  
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- The trade with homogeneous goods 

is better described by the gravity 

model (Feenstra, Markusen & Rose, 

2001).  

- The gravity model could be used to 

study the traffic flows between cities 

(Jung, Wang & Stanley, 2008).  

- The more technologically complex 

and intense the industries are, the 

larger the gravity strenghth is (Keller 

and Yeaple, 2009).  

- The inter cities’ communications are 

explained by the gravity model 

(Krings, et al., 2009). 

The Cons of the gravity model: 

- Performs poorly for bilateral trade 

with parts and components (Baldwin 

& Taglioni, 2010).  

- The traditional gravity model 

estimates are not reliable in 

analyzing the East-West trade 

potential (Breuss and Egger, 1999).  

- The results of the gravity model for 

the potential trade are highly 

sensitive on the country 

heterogeneity (De Benedictis and 

Vicarelli, 2005).  

- The use of the gravity model for the 

trade policies is severely limited (De 

Benedictis and Vicarelli, 2009).   

The major problems of the gravity model 

are related to the heteroskedasticity in the 

trade data and the existence of the zero 

flows (Gómez-Herrera, 2013). The zero 

trade may occur if the trade volume or 

value is too small or if the firms of the 

exporting country are not competitive 

enough for the customers in the importing 

country (Anderson, 2011). Zero values are 

very common in trade data and omitting 

them could lead to omitting important 

information (Shepherd, 2008). Zero values 

should not be neglected because of the 

information they may contain (De 

Benedictis and Taglioni, 2011). Treating 

zero trade flows properly is important 

from both a statistical and an economical 

perspective (Haq, Meilke and Cranfield, 

2010). Among all the solutions to deal with 

the zeroes (omitting the zeroes, various 

Tobit estimations, truncated regression, 

substitutions for zeroes), omitting the 

zeroes from the sample leads to the most 

acceptable results (Linders and de Groot, 

2006).  

Methodological issues:  

- The linear approximation method 

can have lower average absolute 

comparative static errors (Baier 

and Berstrand, 2009). 

- The simple least squares estimates 

outperform the generalized 

method of moments for dynamic 

panels (Bun and Klaassen, 2002). 

- The fixed effects estimator is 

similar to a dynamic OLS (Fidrmuc, 

2009). 

- The Standard Poisson model, seen 

as an alternative to log normality 

assumption, is vulnerable to excess 

zero flows and over dispersion 

(Burger, van Oort and Linders, 

2009). 

- The Poisson Pseudo-Maximum 

Likelihood estimator solves the 

heteroscedasticity bias problem 

only when it is the only problem, 

and fails to do so when the 

heteroscedasticity bias is 

combined with frequent zeroes 

(Martin and Pham, 2008).  

- For small samples, the 

performances of the Poisson 

Pseudo-Maximum Likelihood 

estimator and of the Feasible 

Generalized Least Squares 

estimator are similar (Martinez 

Zarzoso, 2013) (Westerlund and 

Wilhelmsson, 2009). 

- The Poisson Pseudo-Maximum 

Likelihood estimator leads to 

significant differences compared 

to traditional estimators (Santos 

Silva and Tenreyro, 2006). 

- The Poisson Pseudo-Maximum 

Likelihood estimator is still robust 

for large proportions of zeroes 

(Santos Silva and Tenreyro, 2011). 

- The nonparametric cross section 

estimates are more stable than the 

OLS cross section estimates (Baier 

and Bergstrand, 2009). 



5                                                                                               Journal of Economics Studies and Research 

__________________________________________________________________________ 

 

______________ 

Anca TAMAȘ (2020), Journal of Economics Studies and Research, DOI: 10.5171/2020.639062 

- The Anderson-Van Wincoop's 

multilateral trade resistance 

factor, which works with cross 

section data, could be adaptive to 

panel data, as well as using time 

variant country dummies (Baldwin 

and Taglioni, 2006). 

- The omission of interactions might 

lead to biased estimates (Baltagi, 

Egger and Pfaffermayr, 2003). 

- Panel estimations should be 

considered instead of cross section 

estimations (Egger, 1999) and 

fixed effects should be preferred to 

random effects (De Benedictis and 

Taglioni, 2011). 

- A proper gravity equation should 

include time invariant bilateral 

interactions (Egger and 

Pfaffermayr, 2003). 

- The gravity equations perform 

better in explaining the trade 

among the industrial nations 

(Evenett and Keller, 2002). 

- Spatial autocorrelation and 

heterogeneity are affected by the 

bias introduced by a logarithmic 

scale in the gravity equation 

(Porojan, 2001).  

- The log linearity of the gravity 

equation could be replaced by Box 

Cox transformations (Sanso, 

Rogelio and Sanz, 1993).  

Among all the trade determinants, the 

income or the GDP plays a special role. 

Income growth explains 67% of the trade 

flows (Baier and Bergstrand, 2001). 

Income differences, exchange rates and 

infrastructure are among the most 

important determinants of bilateral trade 

flows (Martínez-Zarzoso and Nowak-

Lehman, 2003). GDP per capita and 

common membership positively influence 

the wine trade flows (Tamaș, 2017). 

Income, population, production capacity 

and distance are the determinants of the 

meat trade (Karemera, et al. 2015). There 

is a positive robust correlation between the 

investment share and the ratio of 

international trade to GDP (Levine and 

Renelt, 1992). The trade openness of a 

country is inversely proportional with the 

size of the country (Siliverstovs and 

Schumacher, 2008). The trade volumes 

depend on the trading partners and are 

smaller for pairs of less developed 

countries compared to pairs of developed 

and less developed countries (Helpman, 

Melitz and Rubinstein, 2008). Usually, GDP 

coefficients are between 0.5 and 1.5.  

Distance is an important determinant of 

the trade flows. The negative effect of the 

distance on the trade flows has been high 

since the middle of the century (Head, 

2008). The absolute value of the distance 

increased over the time (Brun, et al., 2005). 

The distance impact is larger when OLS is 

used (Siliverstovs and Schumacher, 2008). 

The existing measure for the distance 

between two countries overestimates the 

distance effect on the trade flows (Keith 

and Mayer, 2002). The geographical 

distance is more important for services 

trade than it is for goods trade (Kimura and 

Lee, 2004). Distance has a larger effect on 

the number of exporting firms than on 

export sales (Lawless, 2010). Internal 

distance has an impact 10 times larger than 

remoteness (Melitz, 2007). 

Distance is an imperfect proxy for the trade 

costs and its effects differ among trading 

goods (De Benedictis and Taglioni, 2011). 

Distance combined with common language, 

common culture and country familiarity 

play an important role in the gravity model 

(Deardoff, 1998). The negative impact of 

the distance on the trade flows could be 

explained not only by the transport costs, 

but also by the unfamiliarity of the 

countries (Grossman, 1996). Usually, 

distance coefficients are between -0.6 and -

1.6.  

However, in special cases, distance could 

have a smaller effect on the trade flows. 

Exports and imports among the countries 

from the Gulf Cooperation Council do not 

depend on the distance because of the 

development of the transport facilities and 

the characteristics of the region (Filippini 

and Molini, 2003). The geographical 

distance and the cultural distance do not 

have a significant influence on the Erasmus 

students flows (Tamaș, 2017). The distance 

has no statistical effect on non taste 

dependent products, like software, while 



Journal of Economics Studies and Research                                                                                                6 

__________________________________________________________________________ 

______________ 

Anca TAMAȘ (2020), Journal of Economics Studies and Research, DOI: 10.5171/2020.639062 

for taste dependent products, like movies, 

it has a similar effect as for goods (Blum 

and Goldfarb, 2006). 

Moreover,  the distance is associated with 

the trade costs. Transport costs reductions 

explain 8% of the trade flows, while tariff 

rate reductions explain 25% of them (Baier 

and Bergstrand, 2001). The trade costs 

depend on the size of the country (Baier 

and Berstrand, 2009). Trade costs vary 

among countries; developing countries 

have trade costs 7 times larger than 

developed countries (Anderson and van 

Wincoop, 2004). Surprisingly, most 

country pairs reduce their trade after a 

multilateral fall in trade costs (Behar and 

Nelson, 2014). The impact of the trade 

barriers is reduced by the elasticity of the 

substitution (Chaney, 2008). A fall in the 

trade costs increases the trade volumes 

and the number of firms of the exporting 

country which enter the trade (Anderson, 

2011). Trade costs could be used for the 

gravity, but also the gravity model could be 

used to analyze the impact of the 

infrastructure investments on the trade 

costs (Egger, 2002).  

In relationship with the distance effect, 

there is also a common border effect. It is 

not clear why the common border matters 

as long as distance (Head, 2003). The 

gravity model produces consistent 

estimates regarding the average border 

effect on the trade flows (Feenstra, 2002). 

The border effect is sensitive regarding the 

size and the sign of the chosen method 

(Magerman, Studnicka and Van Hove, 

2016). National borders reduce the trade 

among the industrialized countries by 30% 

(Anderson and van Wincoop, 2003). 

Border effects remain large even when the 

tariffs are very small (Head and Mayer, 

2013). Countries that are close to each 

other have fewer opportunities to develop 

export opportunities (Stavytskyy, et al., 

2019). The most easily transportable 

industries have no border effect (Keith and 

Mayer, 2002). 

The membership in the same trade 

agreement has a positive impact on trade 

flows. The common membership is one of 

the most used dummies in the gravity 

model.  

The results show that both the EEC and 

EFTA have experienced a cumulative 

growth in gross trade creation (GTC), with 

the GTC of the EEC being substantially 

greater than the GTC of EFTA (Aitken, 

1973). The probability of two countries 

already having a trade agreement to have 

another trade agreement with another 

country is 50 times larger than the 

probability that any of the first two 

countries to have another agreement with 

the third one (Baier and Bergstrand, 2004). 

The gravity model tends to overestimate 

the effect of the integration on the trade 

volumes (Cheng and Wall, 1999). There is 

no additional trade between Turkey and 

EU following the Association Act from 1963 

and the customs union from 1996 

(Antonucci and Manzocchi, 2006). Trade 

flows are influenced by amity or enmity 

between countries (Pollins, 1989).  

Free Trade Agreements (FTAs) effect: FTAs 

increase trade flows 4 times. A FTA could 

double the trade flows between two 

countries in 10 years (Baier and 

Bergstrand, 2007). The effects of the FTAs 

for the less developed countries trade 

flows (Cambodia, Laos, Myanmar and 

Vietnam) are negative (Roberts, 2004).  

Preferential Trade Agreements (PTAs) 

effect: foster the trade among the countries 

in the PTA (Cardamone, 2007). 

Regional Trade Agreements (RTAs) effect: 

increase the trade among their members 

on the expense of the non members 

(Carrere, 2006).  RTAs have a positive 

impact on the bilateral trade (Cipollina and 

Salvatici, 2010). The RTAs have a larger 

positive effect on the trade flows for the 

developed countries compared to the 

developing countries (Horsewood, 2009). 

Membership in the same RTA has a positive 

effect on goods trade, as well as on services 

trade (Kimura and Lee, 2004). Regional 

integration may increase the trade flows, 

but sometimes it leads to a decline (Elliott, 

2007).  
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Similarity seems to have a positive 

influence on the trade flows. Similarities 

between countries regarding GDP per 

capita and population positively influence 

the trade flows (Miron, Cojocariu and 

Tamaș, 2019). Similar cultural attributes 

lead to trade flows increasing (Söderström, 

2008). Trade among countries with similar 

income per capita is more intense (Hallak, 

2010).   

Gravity model best fits for countries with 

similar preferences for traded goods and 

similar trade costs (Anderson, 1979). The 

similarities between two countries 

regarding the capital – labor relationship 

have an impact on the intra-industry 

bilateral trade (Bergstrand, 1990). If two 

countries with similar GDP have a bilateral 

trade and one of them reaches a higher 

GDP, the first goods which this country will 

eliminate from the trade would be the 

actual goods exported by the other country 

(Linder, 1961). The Linder hypothesis 

gains strength since 1990 due to 

globalization (Choi, 2002). The Linder 

effect on the bilateral Foreign Direct 

Investments is larger in industries with 

greater quality differentiation (Fajgelbaum, 

Grossman & Helpman, 2011).  

Tourists’ flows are determined by the 

similarities in preference between the 

origin and the destination country and the 

climate distance (Lorde, Li and Airey, 

2015). Linguistic similarities between the 

country of origin and the host country have 

a positive impact on Erasmus students’ 

flows (Tamaș, 2017). Although Greece and 

Portugal have similar characteristics, their 

exports differ because of Greece’s unique 

geographical position in EU (Papazoglou, 

2007).  

Other variables were considered over the 

time, like migration (Migrants stimulate 

exports, but have no impact on imports 

(Hatzigeorgiou and Lodefalk, 2015)) or 

exchange rate (Increasing exchange rate 

volatility or other things equally is 

detrimental to trade (Abrams, 1980)). Euro 

has a positive impact on the overall trade 

flows (Baldwin and Di Nino, 2006). 

Increasing exchange rate variability affects 

bilateral trade flows (Thursby and 

Thursby, 1987). 

Research hypothesis 

1. The economic size (measured by 

GDP) of Romania and the partner 

countries positively influences the 

electronics trade flows. 

2. The distance (between the 

countries, as well as within the 

countries) negatively impacts the 

electronics trade flows. 

3. EU membership positively 

influences the electronics trade 

flows. 

4. Economic factors, like partners’ 

inflation, negatively impact the 

trade flows of a net electronics 

importer. 

5. Trade policy factors, like trade 

openness (measured as the 

percentage of trade in the GDP) of 

the partner countries positively 

influence the electronics trade 

flows. 

6. Political factors, like stability, 

positively impact the electronics 

trade flows. 

7. Replacing two variables (the 

SDINT and the DISTINT), would 

significantly impact the results. 

Data Description and Methodology 

The gravity equation: 

LNTRADEt = c0 + c1LnGDPt + c2LnGDPRt + 

c3LnDIST + c4LnSDINT + c5LnINFLATIONt + 

c5LnINFLATIONRt + c6 LnTRADEOPENt + 

c7LnTRADEOPENRt + c8LnSTABILITYt + 

c9LnSTABILITYRt + c10EU + c11COMBOR + εk 

Tradet is the dependent variable, it 

represents the total values of the electronic 

bilateral trade between Romania and a 

partner country in year t, where t takes 

values from 2001 to 2018. 
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GDPt is the GDP of a partner country in 

year t and GDPR is the GDP of Romania in 

year t. They both are expected to have 

coefficients with positive signs and values 

between 0.2 to 1 (Head, 2003). The data is 

from https://data.worldbank.org › . 

DIST is the distance between the capital 

cities of Romania and the partner 

countries. It is expected to have a 

coefficient with a negative sign and values 

from -0.6 to -1.6 for dist. The data is from 

www.chemical-ecology.net  for DIST 

variable and from www.cepii.fr › pdf_pub  

for internal distance. SDINT is the sum of 

the internal distance of Romania and the 

partner country. It is expected to have a 

coefficient with a negative sign and values 

smaller than those of DIST (Melitz, 2007). 

DISTINT is the internal distance of the 

partner country.  The data are from 

www.cepii.fr › pdf_pub.  The coefficient is 

expected to have negative signs and 

smaller values as DIST.  

INFLATIONt and INFLATIONRt are 

respectively the inflation rates of the 

partner country and of Romania in year t. A 

positive sign of the coefficient should have 

a positive impact on the exports; therefore, 

a positive impact on the trade flows if the 

country is a net exporter (Stockman, 1981). 

TROPENt and TROPENRt are respectively 

the trade openness of the partner country 

and of Romania in year t. It is expected to 

have a coefficient with a positive sign if the 

country is a net exporter (Anderson and 

Neary, 2005). The data is from 

https://data.worldbank.org › . 

STABILITYt and STABILITYRt are 

respectively the indexes for political 

stability for the partner country and for 

Romania in year t. It is expected to have a 

coefficient with a positive sign. The data is 

from https://www.theglobaleconomy.com 

› rankings . 

EU is a dichotomic variable, taking the 

value 1 if both Romania and the partner 

countries are EU members and 0 

otherwise. The coefficient should have 

positive signs and values larger than 1 

(Abrams, 1980).  

COMBOR is a dichotomic variable, taking 

the value 1 if both Romania and the partner 

countries share a common border and 0 

otherwise. The coefficient should have 

positive signs and values around 1 (Head, 

2003). 

An unbalanced panel approach was used to 

address the heteroskedasticity issue 

(Breuss and Egger, 1999). Also, a dynamic 

panel model was considered for better 

results (Bun and Klaassen, 2002). The zero 

flows were omitted in the sample as often, 

leading to the most acceptable results 

(Linders and de Groot, 2006). The EViews 

soft version 8 was used.  

Results and Discussions 

 

Table 1: The results for the panel regression 

Panel options/ 

Variable 

Cross-section 

weights 

Period 

weights 

Cross-section 

weights 

Period 

weights 

C -4.23 -2.91 -6.58 -3.71 

LNGDP 1.44* 1.50* 1.39* 1.46* 

LNGDPR -0.8 -0.77** -0.78 -0.80** 

LNDIST -0.81* -0.89* -0.84* -0.93* 

LNSDINT -0.7* -0.75* - - 

LNDISTINT - - -0.18* -0.20* 

LNINFLATION -1.60* -1.65* -1.62* -1.65* 

LNINFLATIONR 1.16** 1.12* 1.13* 1.09* 

LNSTABILITY 2.08** 2.10* 2.07** 2.06* 

LNSTABILITYR 1.22 0.15 1.21 -0.02 

LNTROPEN 0.91* 0.96* 0.96* 1.05* 
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LNTROPENR -0.51 -0.73*** -0.50 -0.78*** 

EU 1.77* 1.51* 1.85* 1.60* 

COMBOR 2.45* 2.53* 2.48* 2.54* 

R-squared 0.71 0.87 0.71 0.86 

Legend statistically significant at 1% *, at 5% **, at 10%*** 

Source: Author’s table based on the outputs 

Some of the variables are not statistically 

significant: STABILITYR and C in either 

versions, GDPR and TROPENR in the first 

one.  

The coefficients for GDP are between 1.39 

and 1.5 for the whole period, which proves 

that the Romanian trade flows follow a GDP 

pattern, relaying on the trading partners’ 

economic size, and that the electronics 

exports are mainly based on quantity and 

low prices.  

The results for the distance between the 

countries are in line with the previous 

studies, between   -0.93 and -0.81. For 

internal distance, if both Romania and the 

partner countries are taken into account, 

the coefficients are from -0.75 to -0.7, but 

when taking into account only the internal 

distance for the trading partner, the values 

are from -0.2 to -0.18.  

The trading partners’ inflation negatively 

impacts the trade flows because it 

diminishes the buying power of the 

Romanian trading partners. But the 

Romanian inflation positively influences 

mainly the exports, which are based on low 

prices, making the prices even more 

affordable.  

The political stability of the trading 

partners strongly and positively influences 

the trade flows, even more than the trade 

openness does. On the long run, the 

Romanian trade openness negatively 

influences the trade flows, maybe because 

of the low competitiveness of the products.  

As expected, the EU membership has a 

powerful and positive influence; the values 

are from 1.51 to 1.85.  

The common border has a positive 

influence; the values are overestimated by 

the model 5 times in average, which 

sustains the findings of Keith and Mayer 

(2002). 

 

Table 2: The results for the panel regression before and after the EU integration 

 

Panel options/ 

Variable 

2001-2007 2007-2018 

Cross-section 

weights 

Period weights Cross-section 

weights 

Period weights 

C -31.36 -

39.38 

-18.42 -8.01 -14.48 -15.95 -25.28* -26.40* 

LNGDP 1.69* 1.63* 1.73* 1.66* 1.34* 1.30* 1.36* 1.31* 

LNGDPR -0.15 0.12 -0.27 -0.81 -0.73 -0.71 0.0004 0.008 

LNDIST -0.73* -0.81* -0.85* -0.91* -0.81* -0.82* -0.78* -0.79* 

LNSDINT -1.74* - -1.51* - -0.26*** - -0.42* - 

LNDISTINT - -0.71* - -0.61* - -

0.0009 

- -0.08** 

LNINFLATION -2.06* -2.43* -1.77* -1.58* -1.11** -1.13** -0.89* -0.79* 

LNINFLATIONR 0.49 0.59 1.47* 1.72** -2.12*** -2.14*** -0.74*** -0.66 
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Legend statistically significant at 1% *, at 5% **, at 10%*** 

Source: Author’s table based on the outputs 

The same variables were tested for two 

periods: the one before 2007, which is the 

year of the Romanian integration in the EU 

and the period 2007-2018, when Romania 

has become an EU member.  

In the pre EU period, some of the variables 

are not statistically significant: GDPR, 

STABILITYR, TROPENR and C in both 

versions and INFLATIONR in the first one. 

In the EU membership, the variables that 

are not statistically significant are: GDPR, 

STABILITYR in both versions, and DISTINT 

and C in the first one.  

GDP explanatory power decreases from 1.7 

before the EU integration to 1.3 after 

integration. The role of the distance 

between trading countries remains pretty 

much the same in the two considered 

periods, but the coefficients for the internal 

distances sharply increase after the EU 

integration.  

The Romanian political stability and trade 

openness were not statistically significant 

before the EU integration, but became 

significant afterwards, while the trading 

partners’ stability was significant before 

the EU integration and not significant after 

it.  

The trade openness of the partner 

countries becomes even more important 

after the EU integration and so the common 

border.  

Two revised gravity equations are 

considered, removing the not statistically 

significant variables. 

LNTRADEt = c0 + c1LnGDPt + c2LnDIST + 

c3LnSDINT + c4LnINFLATIONt + 

c5LnINFLATIONRt + c6 LnTRADEOPENt  + 

c7LnSTABILITYt + + c8EU + c9COMBOR + εk 

LNTRADEt = c0 + c1LnGDPt + c2LnDIST + 

c3LnDISTINT+ c4LnINFLATIONt + 

c5LnINFLATIONRt + c6 LnTRADEOPENt + 

c7LnSTABILITYt + c8EU + c9COMBOR + εk 

Table 3: The results for the panel second regression 

Panel options/ 

Variable 

Cross-section 

weights 

Period 

weights 

Cross-section 

weights 

Period 

weights 

C -23.08* -23.13* -24.89* -25.003* 

LNGDP 1.43* 1.50* 1.39* 1.45* 

LNDIST -0.81* -0.89* -0.85* -0.93* 

LNSDINT -0.70* -0.76* - - 

LNDISTINT - - -0.18* -0.20* 

LNINFLATION -1.62* -1.68* -1.63* -1.67* 

LNINFLATIONR 0.58* 0.45* 0.56* 0.37* 

LNSTABILITY 2.09** 2.12* 2.08** 2.08* 

LNTROPEN 0.91* 0.95* 0.96* 1.04* 

EU 1.76* 1.49* 1.84* 1.59* 

COMBOR 2.45* 2.51* 2.47* 2.51* 

R-squared 0.71 0.87 0.71 0.86 

LNSTABILITY 2.89*** 3.62** 2.31*** 1.54 1.13 1.13 0.88 0.73 

LNSTABILITYR 0.69 0.54 -0.14 -0.98 6.40*** 6.41*** 2.03 1.73 

LNTROPEN 0.82* 0.69* 0.87* 0.75* 0.95* 1.04* 0.91* 0.97* 

LNTROPENR 2.80 1.96 -0.66 -0.39 2.85** 2.86** 1.03** 0.97** 

EU - - - - 1.89* 1.92* 1.78* 1.90* 

COMBOR 1.54* 1.68 1.45* 1.62 2.81* 2.79* 3.30* 3.32* 

R-squared 0.67 0.66 0.98 0.97 0.73 0.73 0.94 0.95 
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Legend statistically significant at 1% *, at 5% **, at 10%*** 

Source: Author’s table based on the outputs 

For the period before the Romanian 

integration in the EU, these revised 

equations were considered: 

LNTRADEt = c0 + c1LnGDPt + c2LnDIST + 

c3LnSDINT + c4LnINFLATIONt + 

c5LnINFLATIONRt + c6 LnTRADEOPENt  + 

c7LnSTABILITYt + + c8EU + c9COMBOR + εk 

LNTRADEt = c0 + c1LnGDPt + c2LnDIST + 

c3LnDISTINT+ c4LnINFLATIONt + 

c5LnINFLATIONRt + c6 LnTRADEOPENt + 

c7LnSTABILITYt + c8EU + c9COMBOR + εk 

 

Table 4: The results for the panel regression before and after the EU integration 

Legend statistically significant at 1% *, at 5% **, at 10%*** 

Source: Author’s table based on the outputs 

Conclusions 

The economic size of the partner countries 

positively influences the electronic trade 

flows. The coefficient for the Romanian 

GDP is negative, which is atypically; 

therefore, the first hypothesis is partially 

sustained. But how could this negative 

coefficient be explained? The deficit at the 

internal production, correlated with the 

internal demand, leads to relatively small 

Romanian exports and the Romanian 

economic growth is not significantly 

influenced by exports. By contrast, the 

imports had a sharp growth, which leads to 

a constant growth of the deficit of the trade 

balance. On the other side, the Romanian 

exports are based on low value, especially 

because of low wages compared to trading 

partners, so if the Romanian GDP would 

significantly grow, so would the wages and, 

therefore, the unit value for the exports, 

which would negatively influence the 

volume of the exports.  
 

 

Panel options/ 

Variable 

2001-2007 2007-2018 

Cross-section 

weights 

Period weights Cross-section 

weights 

Period weights 

C 19.63* -

22.13* 

-

17.39* 

-

18.87* 

-34.37* -

35.35* 

-20.91* -21.87* 

LNGDP 1.49* 1.41 1.50* 1.43* 1.33* 1.30* 1.36* 1.31* 

LNDIST -1.15* -1.20* -1.21* -1.26* -0.81* -0.82* -0.79* -0.80 

LNSDINT -0.69* - -0.78* - -0.26*** - -0.40* - 

LNDISTINT - - - -0.15* - - - -0.07** 

LNINFLATION -1.84* -1.91* -1.60* -1.87* -0.57* -0.58* -1.19* -1.44* 

LNINFLATIONR - - -0.44** -0.43** -2.64** -2.66** - - 

LNSTABILITY 1.95** 1.98*** 2.10* 2.21* - - 1.48** 1.95* 

LNTROPEN 1.24* 1.50 1.26* 1.29* 0.94* - 0.94* 1.009 

LNSTABILITYR - - - - 7.22** 7.22** - - 

LNTROPENR - - - - 3.09* 3.12* - - 

EU - - - - 1.89* 1.93* 1.76* 1.87* 

COMBOR 2.68* 2.61* 2.59* 2.69* 2.82* 2.79* 3.31* 3.34* 

R--squared 0.67 0.66 0.86 0.94 0.73 0.73 0.97 0.98 
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The second hypothesis is supported. In line 

with the previous studies, the distance 

between countries or the internal one has a 

negative impact on the electronics trade 

flows. The similar values for the sum of the 

internal distances and the distance 

between countries could be explained by 

the fact that a considerable share of the 

trade flows are with trading partners from 

Europe. The common border has a 

powerful positive impact on the electronics 

trade flows. 

 

The membership in the same trade 

agreement and subquently the EU 

membership has a positive impact on the 

electronics flows, so the third hypothesis is 

supported. 

 

The trading partners inflation negatively 

impacts the trade flows of a net electronics 

importer such as Romania, so the fourth 

hypothesis is sustained. As for the 

Romanian inflation, once more atypical 

results were found, namely negative, as 

well as positive coefficients. The consumer 

price index, which expresses the inflation, 

is based on a serie of statistic asimmetries 

because of mantaining the administrated 

prices, for instance on energy or natural 

gas. All these make the  dynamics of the 

exports and the dynamics of the inflation 

uncorrelated.  

 

Trade policy factors, like trade openness, as 

well as political factors, like stability, 

positively impact the electronics trade 

flows, therefore, the last two hypothesis 

are fully supported. 
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