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#### Abstract

We study the effect of a singular perturbation on certain nonconvex variational problems. The goal is to characterize the limit of minimizers as some perturbation parameter $\varepsilon \rightarrow 0$. The technique utilizes the notion of " $\Gamma$-convergence" of variational problems developed by De Giorgr. The essential idea is to identify the first nontrivial term in an asymptotic expansion for the energy of the perturbed problem. In so doing, one characterizes the limit of minimizers as the solution of a new variational problem. For the cases considered here, these new problems have a simple geometric nature involving minimal surfaces and geodesics.
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## Introduction

We are concerned with the effect of a singular perturbation on a nonconvex variational problem. The goal is to characterize the asymptotic behavior of minimizers in the limit as some perturbation parameter $\varepsilon \rightarrow 0$; this goal is achieved by showing that the minimizers converge to a limit which solves a new variational
problem. For the cases considered here, these new problems have a simple geometric nature involving minimal surfaces and geodesics.

Our approach uses a tool developed by De Giorgi called " $\Gamma$-convergence" of variational problems ([1], [7]). The fundamental idea is to identify the first nontrivial term in an asymptotic expansion for the energy of the perturbed problem. In doing so one characterizes the desired limit of minimizers as a solution of a new variational problem, the " $\Gamma$-limit" of the perturbed sequence of functionals.

Before perturbation, the variational problems we study are mathematically trivial. Beginning with a functional $F: L^{1}(\Omega) \rightarrow \boldsymbol{R}\left(\Omega \subset \boldsymbol{R}^{n}\right.$, open, bounded) given by

$$
F(u)=\int_{\Omega} W(u) d x
$$

with $W \geqq 0$ and $W(t)=0$ at more than one $t$, consider the problem:

$$
\begin{equation*}
\inf F(u) \tag{P}
\end{equation*}
$$

for $u$ possibly subject to a constraint such as $\int_{\Omega} u d x=c$, and for a variety of nonconvex $W$. Problem ( $P$ ) has a chronic failure of uniqueness for such $W$ : a piecewise constant absolute minimizer is determined by any partitioning of the domain into regions so as to accommodate the constraint. If, for example, minimization of $F$ models a physical problem, then this nonuniqueness might be due to the neglect of some small effect. Restoring the effect through the addition of a singular perturbation might then resolve this failure of uniqueness. Choosing $\varepsilon^{2}|\nabla \boldsymbol{u}|^{2}$ as perhaps the simplest possible perturbation, we are led to the functional

$$
F_{\varepsilon}(u)=\int_{\Omega} W(u)+\varepsilon^{2}|\nabla u|^{2} d x
$$

and the problem

$$
\inf F_{\varepsilon}^{\prime}(u)
$$

$$
u \text { constrained as in }(P)
$$

Our goal is to characterize $u_{0}=\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}\left(\right.$ in $\left.L^{1}(\Omega)\right)$, where $u_{\varepsilon}$ is a solution of $\left(P_{s}\right)$.

Since minimizers of $(P)$ have a purely geometric characterization, one might expect the same of the criterion which selects a limit $u_{0}$. We shall show that this is indeed the case by establishing that $u_{0}$ solves a new variational problem

$$
\begin{equation*}
\inf _{u \in B V(\Omega)} F_{0}(u), \tag{0}
\end{equation*}
$$

where

$$
\left(\inf F_{\varepsilon}\right)=\varepsilon\left(\inf F_{0}\right)+o(\varepsilon)
$$

Solutions of ( $P_{0}$ ) typically involve a partition of $\Omega$ into regions separated by minimal surfaces or surfaces of constant curvature.

Often this partition problem $\left(P_{0}\right)$ is easy to solve directly. In that case, the technique also yields information on the structure of constrained minimizers and the existence of local minimizers of $\left(P_{\varepsilon}\right)$.

The analysis of the problem by this method clearly differs from the more classical approach of matched asymptotic expansions: the focus here is on the asymptotic behavior of the energy of ( $P_{\varepsilon}$ ) rather than on an expansion for $u_{e}$ itself. Furthermore, in the classical approach one knows (or presumes) the location of a boundary layer, whereas one of our tasks is to determine its location. The two viewpoints, however, are not unrelated. The identification of ( $P_{0}$ ) requires the construction of a sequence of functions $\left\{0_{s}\right\}$ which efficiently traverse this boundary layer in bridging the zeros of $W$, in close analogy with the notion of an "inner expansion". For a rigorous analysis of $\left(P_{f}\right)$ with a Dirichlet condition using matched asymptotic expansions, see the work of Burger \& Fraenkel ([2]). Many others have studied similar problems by this approach. (See e.g. Caginalp [4] and Howes [17].)

When it applies, the advantages of the $\Gamma$-convergence technique are numerous: the problem $\left(P_{0}\right)$ determines the location of the interior boundary layer, the analysis is considerably easier, and, as will be discussed later (see remark (1.14)), the results are immediately adaptable to continuous perturbations of $\left(P_{\varepsilon}\right)$.

An earlier application of this technique to $\left(P_{\varepsilon}\right)$ was carried out by Modica \& Mortola ([22], [23]), who obtained the $\Gamma$-limit for the unconstrained problem with various choices of scalar-dependent $W$. Our results generalize this work and the approach borrows many ideas from these authors.

In Section 1, we consider $W: \boldsymbol{R} \rightarrow \boldsymbol{R}$ having exactly two zeroes, $a$ and $b$, and we attach the constraint

$$
\int_{\Omega} u d x=c, \quad \text { where } a|\Omega|<c<b|\Omega|
$$

( $\cdot \cdot \mid=n$-dimensional Lebesgue measure). A typical minimizer of the unperturbed problem ( $P$ ) might then take the form of Figure 1. Gurtin ([13], [14]) raised the question of describing limits of minimizers of $\left(P_{\varepsilon}\right)$ with these conditions as a model for obtaining the stable density distributions $u$ for a fluid confined to a container $\Omega$, within the context of the Van der Waals-Cahn-Hilliard theory of phase transitions. Recent contributions to this problem include the work of NOvick-COHEN


Fig. 1. A Typical Minimizer of (P)


Fig. 2. Solution of $\left(P_{0}\right): u_{0}=\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}$.
\& Segel ([24]) and Carr, Gurtin \& Slemrod ([5]). The latter group of authors prove that in one dimension, stable minimizers of $\left(P_{f}\right)$ are monotone, and their limit is a step function with only one discontinuity.

Our Theorem 1 generalizes this result to $\Omega \subset \boldsymbol{R}^{n}$. It says that any limit point of $\left\{u_{e}\right\}$ must minimize

$$
\inf _{\substack{u \in(S)(\Omega) \\ W(u) \\ \int_{\Omega}(x)=\text { oa.e. } \\ \int d x=c}} \operatorname{Per}_{\Omega}\{u=a\},
$$

where $\operatorname{Per}_{\Omega} A=$ perimeter of $A$ in $\Omega$, and $B V(\Omega)=$ space of functions of bounded variation, defined e.g. in ([11]). Thus, as $\varepsilon \rightarrow 0$ the minimizers of ( $P_{\varepsilon}$ ) select a function $u_{0}$ that minimizes the area of the interface separating the states $u=a$ and $u=b$ (see Figure 2).

Essentially the same result has been proved recently also by Modica ([20]).
Section 1 also includes, in Theorem 2, a generalization of Theorem 1 to a spatially dependent $W$. The associated limiting problem $\left(P_{0}\right)$ which $u_{0}$ solves is then a weighted partitioning problem.

In Section 2 we consider generalizations to vector-dependent $W$. For $W$ : $\boldsymbol{R}^{\mathbf{2}} \rightarrow \boldsymbol{R}$, zero on two disjoint simple closed curves, and positive elsewhere, Theorem 3 uses the techniques of $\Gamma$-convergence to show that a limit of minimizers of ( $P_{e}$ ) must satisfy the minimal interface criterion which arose in the scalar case. Theorem 3 also characterizes the cost-per unit area along the interface-of the transition made by the minimizers $u_{\varepsilon}: \Omega \rightarrow R^{2}$; we show that it tends asymptotically to the distance between the two zero curves of $W$, measured with respect to a degenerate Riemannian metric in the plane derived from $W$.

## 1. Scalar Dependent Energy

## A. Functions of Bounded Variation

We describe first some of the basic definitions and properties of functions of bounded variation; we will need these to arrive at the partitioning problem ( $P_{0}$ ). For a more complete description, see ([11]).

Throughout the paper $\Omega$ will be an open, bounded subset of $\boldsymbol{R}^{n}$ with Lipschitzcontinuous boundary. For $u \in L^{1}(\Omega)$, define:

$$
\begin{equation*}
\int_{\Omega}|\nabla u|:=\sup _{\substack{g \in C_{0}^{1}\left(\Omega, R^{n}\right) \\|g| \leqq 1}} \int u(x)(\nabla \cdot g(x)) d x \tag{1.1}
\end{equation*}
$$

The space of functions of bounded variation, $B V(\Omega)$, consists in those $u \in L^{1}(\Omega)$ for which $\int_{\Omega}|\nabla u|<\infty ; B V(\Omega)$ is a Banach space under the norm:

$$
\|u\|_{B V(\Omega)}=\int_{\Omega}|u| d x+\int_{\Omega}|\nabla u|
$$

Notice that $|\nabla u|$ is not an $L^{1}$ function, but rather the total variation of the vectorvalued measure $\nabla u$. (See [9], p. 349.) If $u \in B V(\Omega)$, the integral of any positive,
continuous function $h$ with respect to the measure $|\nabla u|$ can be expressed as

$$
\begin{equation*}
\int_{\Omega} h(x)|\nabla u|=\sup _{\substack{g \in 0_{0}^{1}\left(\Omega, R^{\eta}\right) \\|g(x)| \leq h(x)}} \int_{\Omega} u(x)(\nabla \cdot g(x)) d x \tag{1.2}
\end{equation*}
$$

An important example is the case when $u=\chi_{A}$, the characteristic function of a subset $A$ of $R^{n}$. Then

$$
\int_{\Omega}|\nabla u|=\sup _{\substack{g \in C_{0}^{1}\left(\Omega \leq R^{n}\right) A \\|g| \leqq 1}} \int(\nabla \cdot g(x)) d x
$$

If this supremum is finite, $A$ is called a set of finite perimeter in $\Omega$. If $\partial A$ is smooth, then by the Divergence Theorem

$$
\int_{\Omega}|\nabla u|=H^{n-1}(\partial A \cap \Omega)
$$

where $H^{n-1}$ is ( $n-1$ )-dimensional Hausdorff measure (surface area measure). It is therefore natural to define the perimeter of any subset of $\Omega$ by:

$$
\operatorname{Per}_{\Omega} A=\text { perimeter of } A \text { in } \Omega=\int_{\Omega}\left|\nabla \chi_{A}\right| .
$$

The following two properties, easily proved, will be useful later.
Proposition 1. (Lower Semicontinuity) ([11]) If $u_{\varepsilon} \rightarrow u$ in $L^{1}(\Omega)$, then

$$
\lim _{\varepsilon} \inf \int_{\Omega}\left|\nabla u_{\varepsilon}\right| \geqq \int_{\Omega}|\nabla u|
$$

Proposition 2. (Compactness of BV in $L^{1}$ ) ([11]) Bounded sets in the BV norm are compact in the $L^{1}$ norm.

We now present two technical lemmas; the first is an approximation theorem for sets of finite perimeter by sets with smooth boundary.

Lemma 1. Let $\Omega$ be an open, bounded subset of $R^{n}$ with Lipschitz-continuous boundary. Let $A \subset \Omega$ be a set of finite perimeter in $\Omega$ with $0<|A|<|\Omega|$. Then there exists a sequence of open sets $\left\{A_{k}\right\}$ satisfying the following five conditions:
(i) $\partial A_{k} \cap \Omega \in C^{2}$,
(ii) $\left|\left(A_{k} \cap \Omega\right) \Delta A\right| \rightarrow 0$ as $k \rightarrow \infty$,
(iii) $\operatorname{Per}_{\Omega} A_{k} \rightarrow \operatorname{Per}_{\Omega} A$ as $k \rightarrow \infty$,
(iv) $H^{n-1}\left(\partial A_{k} \cap \partial \Omega\right)=0$,
(v) $\left|A_{k} \cap \Omega\right|=|A|$ for all $k$ sufficiently large.

Here $|\cdot|$ refers to $n$-dimensional Lebesgue measure.
Proof. First extend $\chi_{A}$ to a function $\tilde{u} \in B V\left(R^{n}\right)$ such that

$$
\begin{gather*}
\tilde{u}(x)=\chi_{A}(x) \quad \text { for } x \in \Omega,  \tag{1.3}\\
\int_{\partial \Omega}|\nabla \tilde{u}|=0 . \tag{1.4}
\end{gather*}
$$

(See [11], 2.8, 2.16.)

Summarizing the argument of Giusti ([11], 1.24, 1.26), we see that a standard mollification of $\tilde{u}$ provides a sequence of $C^{\infty}$ functions $\left\{f_{\varepsilon}\right\}$ satisfying

$$
\begin{gathered}
f_{\varepsilon} \rightarrow \tilde{u} \quad \text { in } L^{1}, \\
\lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left|\nabla f_{\varepsilon}\right|=\int_{\Omega}|\nabla \tilde{u}| .
\end{gathered}
$$

Then define sets $C_{\varepsilon, t}=\left\{f_{\varepsilon}(x)>t\right\}$. By use of the co-area formula ([11]) and Sard's Theorem it can be shown that there exist a value of $t \in(0,1)$ and a sequence $\varepsilon_{k} \rightarrow 0$ such that

$$
\begin{gathered}
\partial C_{\varepsilon_{k}, t} \in C^{\infty}, \\
\chi_{\mathrm{c}_{\varepsilon_{k}, t} \rightarrow \chi_{A} \quad \text { in } L^{1}(\Omega),}^{\operatorname{Per}_{\Omega} C_{\varepsilon_{k}, t} \rightarrow \operatorname{Per}_{\Omega} A,}
\end{gathered}
$$

and

$$
H^{n-1}\left(\partial C_{\varepsilon_{k}, t} \cap \partial \Omega\right)=0
$$

Such a sequence, which we denote simply by $\left\{C_{k}\right\}$, will not, in general, satisfy the condition (v). It therefore remains to be shown that the sequence of sets $\left\{C_{k}\right\}$ satisfying (i)-(iv) can be altered so as to satisfy (v) as well; that is, one must remove some measure from either $C_{k} \cap \Omega$ or $\Omega \backslash C_{k}$ (whichever is too big) and give it to the other without disrupting the smoothness of the boundary or distorting too drastically the perimeter of the boundary in $\Omega$.

To this end, we let $E_{k}:=C_{k} \cap \Omega$, and assume without loss of generality that $\left|E_{k}\right|-|A|>0$.

Define

$$
\lambda_{k}=\left|E_{k}\right|-|A|
$$

which, by (ii), goes to 0 as $k \rightarrow \infty$.
Also define

$$
\begin{equation*}
L_{k}=\left(\frac{2|\Omega|}{|A|} \lambda_{k}\right)^{1 / n} \tag{1.5}
\end{equation*}
$$

and impose on $\Omega$ a grid $G_{k}$ of hypercubes $\left\{Q_{i}^{k}\right\}_{i=1}^{N_{k}}$ of side length $L_{k}$ with $Q_{i}^{k} \subset \Omega$ for all $i$. Since $\partial \Omega$ is Lipschitz-continuous, there exists a sequence of grids $\left\{G_{k}\right\}$ such that:

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|\Omega \backslash G_{k}\right|=0 \tag{1.6}
\end{equation*}
$$

It follows from (1.5) that the measure of any cube in the lattice exceeds the amount of volume which we need to transfer from $E_{k}$ to $\Omega \backslash E_{k}$. In fact, $L_{k}^{n}>2 \lambda_{k}$.

Selecting the cube $\tilde{Q}^{k}$ which maximizes

$$
\left\{\left|Q_{i}^{k} \cap E_{k}\right|: Q_{i}^{k} \in G_{k}\right\}
$$

we split the argument into two cases, depending on whether or not $\tilde{Q}^{k} \subset E_{k}$.

Case 1. $\tilde{Q}^{k} \subset E_{k}$.
Since $\lambda_{k}<\frac{1}{2}\left|\tilde{Q}_{i}^{k}\right|$, one can remove a smooth subset of $\tilde{Q}^{k}$, say $S_{k}$; having volume $\lambda_{k}$ and perimeter which goes to zero as $k \rightarrow \infty$. Placing this set $S_{k}$ in the complement of $E_{k}$ yields the desired set $A_{k}:=C_{k} \backslash S_{k}$.

Case 2. $\tilde{Q}_{k} \backslash E_{k} \neq 0$.
Then $\left|\tilde{Q}^{k} \cap E_{k}\right|<\left|\tilde{Q}^{k}\right|$. If $N_{k}$ represents the number of cubes in $G_{k}$, it follows that

$$
\begin{equation*}
N_{k} \sim \frac{|\Omega|}{L_{k}^{n}} \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{k} \leqq \frac{|\Omega|}{L_{k}^{n}} \tag{1.8}
\end{equation*}
$$

Furthermore,

$$
N_{k}\left|\tilde{Q}^{k} \cap E_{k}\right| \geqq \sum_{Q_{i}^{k} \in G_{k}}\left|Q_{i}^{k} \cap E_{k}\right| \geqq\left|E_{k}\right|-\left|\Omega \backslash G_{k}\right|
$$

Inequality (1.8) implies

$$
\left|\tilde{Q}^{k} \cap E_{k}\right| \geqq \frac{\left|E_{k}\right|}{|\Omega|} L_{k}^{n}-\frac{\left|\Omega \backslash G_{k}\right|}{N_{k}}
$$

Since

$$
\frac{\left|E_{k}\right|}{|\Omega|} L_{k}^{n}>\frac{|A|}{|\Omega|} L_{k}^{n}=2 \lambda_{k}
$$

by (1.5), it follows that

$$
\left|\tilde{Q}^{k} \cap E_{k}\right|>\lambda_{k}+\left(\lambda_{k}-\frac{\left|\Omega \backslash G_{k}\right|}{N_{k}}\right)
$$

Now $\frac{1}{N_{k}} \sim \lambda_{k}$ by (1.5) and (1.7), while $\left|\Omega \backslash G_{k}\right| \rightarrow 0$ by (1.6), so that

$$
\left|\tilde{Q}^{k} \cap E_{k}\right|>\lambda_{k} \quad \text { for sufficiently large } k
$$

This last inequality asserts that $\tilde{Q}^{k}$ contains enough of $E_{k}$ to achieve (v). We now collapse the cube continuously towards its center through a family $R_{k}$ of sets which have smooth boundary and which satisfy a uniform bound:

$$
\sup _{T \in R_{k}} \operatorname{Per}_{\Omega} T<M_{k} \quad \text { for some } M_{k}=O\left(L_{k}^{n-1}\right)
$$

At some point in this process one must obtain a set $T_{k}^{\alpha} \in R_{k}$ with

$$
\left|T_{k}^{\alpha} \cap E_{k}\right|=\lambda_{k}
$$

If we remove this set from $E_{k}$, the boundary of the resulting set $E_{k} \backslash T_{k}^{\alpha}$ will fail to be smooth only on an $(n-1)$-dimensional set in $\partial E_{k} \cap \partial T_{k}^{\alpha}$. Near this
set, one smooths the boundary of $E_{k} \backslash T_{k}^{\alpha}$ in such a way as to leave $\left|T_{k}^{\alpha} \cap E_{k}\right|=\lambda_{k}$. Actually, it is conceivable that smoothness could be lacking on a larger set if $\partial E_{k}$ has high oscillation while approaching $\partial T_{k}^{\alpha}$ tangentially, but this can be averted through a slight modification of $R_{k} ;$ e.g. through a small rotation.

Now we define $A_{k}:=C_{k} \backslash T_{k}^{x}$. Recall that $E_{k}=C_{k} \cap \Omega$ and note that:

$$
\begin{aligned}
\lim _{k} \sup \operatorname{Per}_{\Omega} A_{k} & \leqq \lim _{k}\left(\operatorname{Per}_{\Omega} C_{k}+\operatorname{Per}_{\Omega} T_{k}^{x}\right) \\
& \leqq \lim _{k}\left(\operatorname{Per}_{\Omega} C_{k}+M_{k}\right)
\end{aligned}
$$

so that

$$
\lim _{k} \sup _{\operatorname{Per}_{\Omega}} A_{k} \leqq \operatorname{Per}_{\Omega} A,
$$

since $\left\{C_{k}\right\}$ satisfies condition (iii) and $M_{k}=O\left(L_{k}^{n-1}\right) \rightarrow 0$. On the other hand, $\chi_{A_{k}} \rightarrow \chi_{A}$ in $L^{1}(\Omega)$ so that, by Proposition 1,

$$
\lim _{k} \inf _{\operatorname{Per}_{\Omega}} A_{k} \geqq \operatorname{Per}_{\Omega} A ;
$$

hence we conclude that

$$
\lim _{k \rightarrow \infty} \operatorname{Per}_{\Omega} A_{k}=\operatorname{Per}_{\Omega} A
$$
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Fig. 3a. $T_{k}^{\alpha} \subset \tilde{Q}^{k}$ satisfying $\left|T_{k}^{\alpha} \cap E_{k}\right|=\lambda_{k} ;$ b. $E_{k} \backslash T_{k}^{\alpha}$ in $\tilde{Q}^{k}$ with boundary smoothed

Combining Cases 1 and 2, we obtain a sequence $\left\{A_{k}\right\}$ satisfying conditions (i)(v).

Note. We could actually find sets with boundary $C^{k}, k>2$, by this process, but $C^{2}$ will suffice for our purposes.

The next lemma does not concern functions of bounded variation, but rather asserts the existence of a smooth function measuring the distance from a smooth hypersurface to a nearby point not on the surface.

Lemma 2. Let $\Omega$ be an open bounded subset of $R^{n}$ with Lipschitz-continuous boundary. Let $A$ be an open subset of $\boldsymbol{R}^{n}$ with $C^{2}$, compact, non-empty boundary such that $H^{n-1}(\partial A \cap \partial \Omega)=0$.

Define the distance function to $\partial A, d: \Omega \rightarrow \boldsymbol{R}$, by

$$
d(x)=\left\{\begin{aligned}
\operatorname{dist}(x, A) & x \in \Omega \backslash A \\
-\operatorname{dist}(x, A) & x \in A \cap \Omega .
\end{aligned}\right.
$$

Then for some $s>0$, $d$ is a $C^{2}$ function in $\{|d(x)|<s\}$ with

$$
\begin{equation*}
|\nabla d|=1 \tag{1.9}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\lim _{s \rightarrow 0} H^{n-1}(\{d(x)=s\})=H^{n-1}(\partial A) \tag{1.10}
\end{equation*}
$$

Proof. When restricted to $\{0<d(x)<s\}$ or $\{-s<d(x)<0\}$, $d$ will be $C^{k}$ provided $\partial A \in C^{k}$ ([10], App. A, and [19]). The triangle inequality yields $\mid d(x)$ $-d(y)|\leqq|x-y| ;(1.9)$ then follows from noting that, for $x$ and $y$ on the same normal to $\partial A, \quad|d(x)-d(y)|=|x-y|$. Finally, (1.10) is classical; see e.g. Modica ([20]) for a proof.

Note. We will later apply Lemma 2 to $\left\{A_{k}\right\}$ constructed in Lemma 1. In the proof of (1.10) by Modica, it suffices to have a $C^{2}$ distance function, which is why the same degree of smoothness is desired for $\partial A_{k}$. We also remark that while $d(x)$ is only locally smooth, it is globally Lipschitz-continuous. (Lemma 11 proves this fact in a more general setting.)

## B. The Result for $\boldsymbol{W}: \boldsymbol{R} \rightarrow \boldsymbol{R}$

We consider first a non convex energy density $W: \boldsymbol{R} \rightarrow \boldsymbol{R}$ having the following properties:
(a) $W \in C^{2}$. (b) $W \geqq 0$. (c) $W$ has exactly two roots, which we label $a$ and $b$, with $a<b$. (d) $W^{\prime}(a)=W^{\prime}(b)=0, \quad W^{\prime \prime}(a)>0, \quad W^{\prime \prime}(b)>0$. (See Fig. 4).


Fig. 4. Graph of $W$
Restating the unperturbed problem $(P)$ for this $W$, we begin with the variational problem:

$$
\inf _{\substack{u \in \mathcal{L n}^{1+(\Omega)} \\ S u d x=c}} \int_{S} W(u) d x
$$

where $c$ is any number satisfying

$$
a|\Omega|<c<b|\Omega|
$$

The minimizers of $(P)$ are precisely the set of $L^{1}$ functions taking only the values $a$ or $b$ in such a way as to satisfy the integral constraint. Equivalently, minimizers correspond to partitions of $\Omega$ into measurable sets $A$ and $B$ such that $a|A|+$ $b|B|=c$.

Through the introduction of the singular perturbation $\varepsilon^{2}|\nabla \boldsymbol{u}|^{2}$, one obtains the associated perturbed problem ( $P_{\varepsilon}$ ):

$$
\inf _{\substack{u \in H^{1}(\Omega) \\ \int \\ \Omega}} \int_{\Omega x=c} W(u)+\varepsilon^{2}|\nabla u|^{2} d x
$$

Let $u_{\varepsilon}$ denote a minimizer of $\left(P_{\varepsilon}\right)$. Existence of such a minimizer can be shown using the direct method of the calculus of variations. (In general, minimizers will not be unique.) The goal is to characterize $u_{0}=\lim _{\varepsilon_{j} \rightarrow 0} u_{\varepsilon_{j}}$ for any $L^{1}$-convergent subsequence of $\left\{u_{\varepsilon}\right\}$. A compactness argument asserting the existence of a convergent subsequence will be given later using Proposition 2.

Theorem 1 gives a purely geometric criterion to select the possible limit points $u_{0}$ from the large set of minimizers to $(P)$ : a "preferred" solution to $(P)$ is one that minimizes interfacial area between the states $u=a$ and $u=b$.

Theorem 1. Suppose $u_{\varepsilon_{j}} \rightarrow u_{0}$ in $L^{1}(\Omega)$ for some sequence of numbers $\varepsilon_{j} \rightarrow 0$, where $u_{\varepsilon_{j}}$ is a solution of $\left(P_{\varepsilon_{j}}\right)$.

Then $u_{0}$ is a solution of $\left(P_{o}\right)$ :

$$
\begin{equation*}
\inf _{\substack{u \in B(\Omega) \\ W(u x) y=0 . e . \\ \int_{\Omega}^{u d x} x=c}} \operatorname{Per}_{\Omega}\{u=a\} . \tag{0}
\end{equation*}
$$

The proof relies on correctly identifying the first non-trivial term in an asymptotic expansion for the energy of $\left(P_{\varepsilon}\right)$. It is easy to construct a function in $H^{1}(\Omega)$ having energy $O(\varepsilon)$. Such a function will take on only the values $a$ and $b$ except in a transition layer of width $\varepsilon$ between the two states. Thus, anticipating the order of the first term, we rescale the problem and consider the functionals $F_{\varepsilon}: L^{1}(\Omega)$ $\rightarrow \boldsymbol{R}$ given by

$$
F_{\varepsilon}(u)= \begin{cases}\int_{\Omega} \frac{1}{\varepsilon} W(u)+\varepsilon|\nabla u|^{2} d x & u \in H^{1}(\Omega), \int_{\Omega} u d x=c \\ +\infty & \text { otherwise } .\end{cases}
$$

At the same time, define $F_{0}: L^{1}(\Omega) \rightarrow \boldsymbol{R}$ by
$F_{0}(u)= \begin{cases}\left(2 \int_{a}^{b} \sqrt{W(s)} d s\right) \operatorname{Per}_{\Omega}\{u=a\} & u \in B V(\Omega), W(u(x))=0 \quad \text { a.e., } \int_{\Omega} u d x=c \\ +\infty & \text { otherwise } .\end{cases}$

The penalties of $+\infty$ in the two previous definitions allow us to define $F_{s}$ and $F_{0}$ on $L^{1}(\Omega)$, a space whose topology has desirable compactness properties with respect to $H^{1}$ and $B V$.

The theorem follows easily from the two properties listed below, which comprise a working definition of the $\Gamma$-convergence of a sequence of functionals $\left\{F_{\varepsilon}\right\}$ to a $\Gamma$-limit, $F_{0}$, with respect to the $L^{1}$ topology ([7]):
(i) For each $v \in L^{1}(\Omega)$, and for each sequence $\left\{v_{\theta}\right\}$ in $L^{1}(\Omega)$,

$$
\begin{equation*}
v_{\varepsilon} \rightarrow v \quad \text { in } L^{1}(\Omega) \quad \text { implies } \liminf _{\varepsilon} F_{\varepsilon}\left(v_{\varepsilon}\right) \geqq F_{0}(v) . \tag{1.11}
\end{equation*}
$$

(ii) For each $v \in L^{1}(\Omega)$, there exists a sequence $\left\{\varrho_{\varepsilon_{j}}\right\}$ in $L^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\varrho_{\varepsilon_{j}} \rightarrow v \quad \text { in } L^{1}(\Omega) \tag{1.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{j \rightarrow \infty} F_{\varepsilon_{j}}\left(\varrho_{\varepsilon_{j}}\right) F_{0}(v) \tag{1.13}
\end{equation*}
$$

Notation. If $\left\{F_{e}\right\}, F_{0}$ satisfy (1.11)-(1.13), we write

$$
\Gamma\left(L^{1}(\Omega)^{-}\right) \lim _{\substack{\varepsilon \rightarrow 0 \\ \ell \rightarrow v}} F_{\varepsilon}(\varrho)=F_{0}(v) .
$$

Remark 1.14. The real advantage of proving $\Gamma$-convergence, rather than simply the convergence of minimizers, is that the results adapt immediately to continuous perturbations of $F_{\varepsilon}$. This is clear from (1.11)-(1.13). Thus one can characterize the asymptotic behavior of minimizers of a whole family of problems obtained from $F_{\varepsilon}$ by the addition of a functional continuous with respect to $L^{1}(\Omega)$ (e.g.
$\int \frac{1}{\varepsilon} W(u)+u g(x)+\varepsilon|\nabla u|^{2} d x$ for $\left.g \in L^{\infty}(\Omega)\right)$.
Proof of Theorem 1. For the moment we delay the proof of inequality (1.11) and the construction of a sequence yielding (1.12) and (1.13) and show how Theorem 1 follows from these claims.

Let $w_{0} \in B V(\Omega)$ be a minimizer of $F_{0}$. Existence of such a function follows from the direct method using the compactness and lower semicontinuity of $B V(\Omega)$ with respect to $L^{1}(\Omega)$ (i.e. Propositions 1 and 2). In fact, minimizers will have an interface which is analytic and of constant mean curvature for dimension $n<8$. For a more complete description of minimizers of $F_{0}$ see the work of Gonzalez, Massari \& Tamanini ([12]).

Let $\left\{w_{\varepsilon_{j}}\right\}$ be the sequence satisfying (1.12), (1.13) for $w_{0}$. Assuming that the minimizers $\left\{u_{\varepsilon_{j}}\right\}$ converge in $L^{1}(\Omega)$ to a limit $u_{0}$, it follows from (1.11) that

$$
\lim \inf F_{\varepsilon_{j}}\left(u_{\varepsilon_{j}}\right) \geqq F_{0}\left(u_{0}\right)
$$

Using that $F_{\varepsilon_{j}}\left(u_{\varepsilon_{j}}\right) \leqq F_{\varepsilon_{j}}\left(w_{\varepsilon_{j}}\right)$, one has

$$
F_{0}\left(u_{0}\right) \leqq \lim \inf F_{\varepsilon_{j}}\left(u_{\varepsilon_{j}}\right) \leqq \lim _{j \rightarrow \infty} F_{\varepsilon_{j}}\left(w_{\varepsilon_{j}}\right)=F\left(w_{0}\right) .
$$

Thus $u_{0}$ must be a minimizer of $F_{0}$ and Theorem 1 follows.

We now return to the task of proving $\Gamma$-convergence: (1.11)-(1.13). Before proving (1.11), we should make some preliminary observations about the kinds of $L^{1}$-convergent sequences $\left\{v_{\varepsilon}\right\}$ and limits $v$ that needs be considered.

If $W(v(x)) \neq 0$ on a set of positive measure, then $F_{0}(v)=+\infty$. But

$$
\lim \inf F_{\varepsilon}\left(v_{\varepsilon}\right) \geqq \liminf \frac{1}{\varepsilon} \int_{\Omega} W\left(v_{\varepsilon}(x)\right) d x=+\infty
$$

as well, so that (1.11) is immediate. Equally simple is the case in which

$$
\int_{\Omega} v d x \neq c
$$

for here

$$
\int_{\Omega} v_{\varepsilon} d x \neq c
$$

for all small $\varepsilon$, again yielding

$$
\lim \inf F_{\varepsilon}\left(v_{\varepsilon}\right)=+\infty
$$

Therefore, consider only those $v \in L^{1}(\Omega)$ satisfying

$$
W(v(x))=0 \quad \text { a.e., } \quad \int_{\Omega} u d x=c
$$

Proof of Inequality (1.11). First we assume that the sequence $\left\{v_{\varepsilon}\right\}$ satisfies

$$
\begin{equation*}
a \leqq v_{\varepsilon} \leqq b \tag{1.15}
\end{equation*}
$$

Applying the Cauchy-Schwarz inequality to $F_{\varepsilon}\left(v_{\varepsilon}\right)$, we obtain

$$
F_{\varepsilon}\left(v_{e}\right) \geqq 2 \int_{\Omega} \sqrt{W(v(x))}\left|\nabla v_{\varepsilon}(x)\right| d x
$$

Let $\phi: \boldsymbol{R} \rightarrow \boldsymbol{R}$ be defined by

$$
\begin{equation*}
\phi(t)=2 \int_{a}^{t} \sqrt{W(s)} d s, \tag{1.16}
\end{equation*}
$$

so that

$$
F_{\varepsilon}\left(v_{\varepsilon}\right) \geqq \int_{\Omega}\left|\nabla \phi\left(v_{\varepsilon}(x)\right)\right| d x
$$

Then, from (1.15) and the $L^{1}$ convergence of $v_{\varepsilon}$ to $v$, it follows that

$$
\phi\left(v_{\varepsilon}\right) \rightarrow \phi(v) \text { in } L^{1}(\Omega) .
$$

By the lower semicontinuity shown in Propositon 1, we conclude that

$$
\lim \inf F_{\varepsilon}\left(v_{\epsilon}\right) \geqq \lim \inf \int_{\Omega}\left|\nabla \phi\left(v_{\varepsilon}\right)\right| d x \geqq \int_{\Omega}|\nabla \phi(v)|
$$

Now

$$
\phi(v(x))= \begin{cases}0 & \{v=a\} \\ 2 \int_{a}^{b} \sqrt{W(s)} d s & \{v=b\}\end{cases}
$$

since $W(v(x))=0$ a.e., and therefore

$$
\int_{\Omega}|\nabla \phi(v)|=\left(2 \int_{a}^{b} \sqrt{W(s)} d s\right) \operatorname{Per}_{\Omega}\{v=a\}=F_{0}(v)
$$

which establishes (1.11).
To justify assumption (1.15), we compare $\left\{v_{\varepsilon}\right\}$ to the truncated sequence $\left\{v_{\varepsilon}^{*}\right\}$ defined by:

$$
v_{\varepsilon}^{*}= \begin{cases}a & \left\{v_{\varepsilon}(x)<a\right\} \\ v_{\varepsilon}(x) & \left\{a \leqq v_{\varepsilon}(x) \leqq b\right\} \\ b & \left\{v_{\varepsilon}(x)>b\right\}\end{cases}
$$

First note that $v_{\varepsilon} \rightarrow v$ in $L^{1}(\Omega)$ implies that $v_{\varepsilon}^{*} \rightarrow v$ in $L^{1}(\Omega)$. Also,

$$
\begin{aligned}
F_{\varepsilon}\left(v_{\varepsilon}\right) & \geqq \int_{\Omega} \frac{1}{\varepsilon} W\left(v_{\varepsilon}\right)+\varepsilon\left|\nabla v_{\varepsilon}\right|^{2} d x \\
& =F_{\varepsilon}\left(v_{\varepsilon}^{*}\right)+\int_{\left.\left\{v_{\varepsilon}<a\right\} \cup v_{\varepsilon}>b\right\}} \frac{1}{\varepsilon} W\left(v_{\varepsilon}\right)+\varepsilon\left|\nabla v_{\varepsilon}\right|^{2} d x \\
& \geqq F_{\varepsilon}\left(v_{\varepsilon}^{*}\right) .
\end{aligned}
$$

Since the proof of (1.11) made no use of the constraint

$$
\int_{\Omega} v_{\varepsilon} d x=c,
$$

this last inequality shows that it suffices to consider only sequences bounded as in (1.15).

The proof of (1.12), (1.13) involves the construction of a sequence of functions such as to traverse efficiently a boundary layer while bridging the values $a$ and $b$. Before presenting the proof, we discuss some properties of the solution $z(s)$ of the following ordinary differential equation, which will be used in the construction:

$$
\begin{align*}
\frac{d z}{d s} & =\sqrt{W(z)}  \tag{1.17}\\
z(0) & =\frac{1}{2}(a+b)
\end{align*}
$$

Local existence is clear since $\sqrt{W(z)}$ will be Lipschitz-continuous in a neighborhood of $\frac{1}{2}(a+b)$. However, by writing

$$
\begin{equation*}
\int_{z(a+b)}^{z(s)} \frac{d \eta}{\sqrt{W(\eta)}}=s \tag{1.18}
\end{equation*}
$$

and noting that $W(\eta)>0$ for $a<\eta<b$, one sees that local solutions may be extended to all of $\boldsymbol{R}$. Furthermore,

$$
\begin{equation*}
a<z(s)<b \quad \text { for all } s \tag{1.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{s \rightarrow \infty} z(s)=b, \quad \lim _{s \rightarrow-\infty} z(s)=a \tag{1.20}
\end{equation*}
$$

In fact, since $W^{\prime \prime}(a)>0$ and $W^{\prime \prime}(b)>0$, it follows from Taylor's Theorem that

$$
\begin{aligned}
& \frac{1}{\sqrt{W(\eta)}} \leqq \frac{c_{1}}{|\eta-a|} \quad \text { for }|\eta-a| \text { small } \\
& \frac{1}{\sqrt{W(\eta)}} \leqq \frac{c_{2}}{|\eta-b|} \quad \text { for }|\eta-b| \text { small }
\end{aligned}
$$

where $c_{1}$ and $c_{2}$ are positive constants depending on $W$.
This implies the decay estimates:

$$
\begin{equation*}
|b-z(s)| \leqq c_{3} e^{-c_{4} s} \quad \text { as } s \rightarrow \infty, \quad|a-z(s)| \leqq c_{3} e^{c_{4} s} \quad \text { as } s \rightarrow-\infty \tag{1.21}
\end{equation*}
$$

where $c_{3}$ and $c_{4}$ are again positive constants depending on $W$.
Construction of $\left\{\varrho_{\mathrm{z}}\right\}$ satisfying (1.12), (1.13). Let $v \in L^{1}(\Omega)$. We may immediately assume that

$$
v \in B V(\Omega), \quad W(v(x))=0 \quad \text { a.e., } \quad \int_{\Omega} v d x=c
$$

(otherwise $F_{0}(v)=\infty$ and the choice $\varrho_{\varepsilon}=v$ for each $\varepsilon$ achieves (1.12), (1.13)). Therefore we may write

$$
v(x)= \begin{cases}a & x \in A \\ b & x \in B\end{cases}
$$

where $A$ and $B$ are sets of finite perimeter in $\Omega$ and

$$
a|A|+b|B|=c
$$

Let $\Gamma:=\partial A \cap \partial B$ and assume $\Gamma \in C^{2}$. At the conclusion of the proof we will show that this represents no loss of generality.

Recalling Lemma 2, consider the function $d: \Omega \rightarrow \boldsymbol{R}$, given by

$$
d(x)=\left\{\begin{aligned}
\operatorname{dist}(x, \Gamma) & x \in B \\
-\operatorname{dist}(x, \Gamma) & x \in A,
\end{aligned}\right.
$$

which represents the signed distance to $\Gamma$.
Now define a sequence of functions $g_{\varepsilon}: \boldsymbol{R} \rightarrow \boldsymbol{R}$ which effect the transition
between the zeroes of $W$ :

$$
g_{\epsilon}(s)= \begin{cases}b & s>2 \sqrt{\varepsilon}  \tag{1.22}\\ \left(\frac{b-z\left(\frac{1}{\sqrt{\varepsilon}}\right)}{\sqrt{\varepsilon}}\right)(s-2 \sqrt{\varepsilon})+b & \sqrt{\varepsilon} \leqq s \leqq 2 \sqrt{\varepsilon} \\ z\left(\frac{s}{\varepsilon}\right) & |s| \leqq \sqrt{\varepsilon} \\ \binom{z\left(-\frac{1}{\sqrt{\varepsilon}}\right)-a}{\sqrt{\varepsilon}}(s+2 \sqrt{\varepsilon})+a & -2 \sqrt{\varepsilon} \leqq s \leqq-\sqrt{\varepsilon} \\ a & s<-2 \sqrt{\varepsilon}\end{cases}
$$

Replacing $s$ by $d(x)$, we obtain a sequence $\left\{\tilde{\left.\varrho_{e}\right\}}\right.$ given by

$$
\begin{equation*}
\tilde{\varrho}_{\varepsilon}(x)=g_{\theta}(d(x)) \tag{1.23}
\end{equation*}
$$

Notice that for $\varepsilon$ small, $d(x)$ is Lipschitz-continuous in $\{|d(x)|<2 \sqrt{\varepsilon\}}$, so that $\tilde{\varrho}_{\varepsilon} \in H^{1}(\Omega)$.

As will be shown, this sequence would serve to verify (1.12), (1.13) if

$$
\int_{\Omega} \tilde{\varrho}_{\varepsilon} d x=c .
$$

This, however, is not generally the case, and the sequence must be altered by an additive constant so as to meet the integral constraint.

We split the argument into three steps, the first of which is to prove that the additive constant is $O(\varepsilon)$.

Step 1. Claim

$$
\begin{equation*}
\tilde{\varrho}_{\varepsilon} \rightarrow v \quad \text { in } L^{1}(\Omega) \tag{1.24}
\end{equation*}
$$

with

$$
\begin{equation*}
\int_{\Omega} \tilde{\varrho}_{\varepsilon} d x=c+\delta_{\varepsilon}, \quad \text { where } \delta_{\varepsilon}=O(\varepsilon) . \tag{1.25}
\end{equation*}
$$

From (1.23)

$$
\int_{\Omega} \tilde{\varrho}_{\varepsilon} d x=\int_{\Omega} v d x+\int_{\Omega}\left(\tilde{\varrho}_{\varepsilon}-v\right) d x=c+\int_{\{d(x) \mid<2 \sqrt{\varepsilon}\}}\left(\tilde{\varrho}_{\varepsilon}-v\right) d x,
$$

so the claim is that

$$
\int_{\{|d(x)|<2 \sqrt{\varepsilon}\}}\left(\tilde{\varrho}_{\varepsilon}-v\right) d x=O(\varepsilon) .
$$

First consider

$$
\begin{align*}
\int_{\{0<d(x)<2 \sqrt{\varepsilon}\}}\left(\tilde{\varrho}_{\varepsilon}-v\right) d x= & \int_{\{0<d(x)<\sqrt{\varepsilon}\}}\left(z\left(\frac{d(x)}{\varepsilon}\right)-b\right) d x  \tag{1.26}\\
& +\int_{\{\sqrt{\varepsilon}<d(x)<2 \sqrt{\varepsilon}\}}\left(\frac{b-z\left(\frac{1}{\sqrt{\varepsilon}}\right)}{\sqrt{\varepsilon}}\right)(d(x)-2 \sqrt{\varepsilon}) d x .
\end{align*}
$$

In light of (1.21), the last integral is $O\left(e^{-c_{4}(\sqrt{\varepsilon}}\right)$. From the co-area formula ([9])

$$
\begin{equation*}
\int_{\Omega} f(h(x))|\nabla h| d x=\int_{R} f(s) H^{n-1}\{x: h(x)=s\} d s \tag{1.27}
\end{equation*}
$$

which holds for any Lebesgue measurable $f$ and Lipschitz-continuous $h$, we find for the first integral on the right hand side of (1.26),

$$
\begin{align*}
\int_{\{0<d(x)<\sqrt{\varepsilon}\}}(z & \left.\left(\frac{d(x)}{\varepsilon}\right)-b\right) d x \\
& =\int_{\{0<d(x)<\sqrt{\varepsilon}\}}\left(z\left(\frac{d(x)}{\varepsilon}\right)-b\right)|\nabla d| d x \quad(\text { since }|\nabla d|=1 \quad \text { by }  \tag{1.9}\\
& =\int_{0}^{\sqrt{\varepsilon}}\left(z\left(\frac{s}{\varepsilon}\right)-b\right) H^{n-1}\{d(x)=s\} d s \\
& \leqq\left(\max _{0 \leqq s \leqq \sqrt{\varepsilon}} H^{n-1}\{d(x)=s\}\right) \int_{0}^{\sqrt{\varepsilon}}\left|z\left(\frac{s}{\varepsilon}\right)-b\right| d s \\
& \leqq\left(\max _{0 \leqq s \leq \sqrt{\varepsilon}} H^{n-1}\{d(x)=s\}\right) \varepsilon \int_{0}^{1 / \sqrt{\varepsilon}}|z(\eta)-b| d \eta
\end{align*}
$$

Then (1.10) and (1.21) imply that

$$
\int_{\{0<d(x)<\sqrt{\varepsilon}\}}\left(z\left(\frac{d(x)}{\varepsilon}\right)-b\right) d x \leqq \text { const. } \varepsilon .
$$

Hence

$$
\int_{\{0<d(x)<2 \sqrt{\varepsilon}\}}\left(\tilde{\varrho}_{\varepsilon}-v\right) d x=O(\varepsilon) .
$$

A similar argument works for

$$
\int_{\{-2 \sqrt{\varepsilon}<d(x)<0\}}\left(\tilde{\varrho}_{\varepsilon}-v\right) d x
$$

and (1.24), (1.25) follow.
Step 2. Here we show that, as $\varepsilon \rightarrow 0$, the energy of $\left\{\tilde{\varrho}_{\varepsilon}\right\}$ approaches $F_{0}(v)$,

$$
\begin{equation*}
\text { Claim: } \quad \lim _{\varepsilon \rightarrow 0} \int \frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2} d x \leqq F_{0}(v) \tag{1.28}
\end{equation*}
$$

To confirm (1.28), first note that

$$
\int_{\{|d(x)|>2 \sqrt{\varepsilon}\}} \frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2} d x=0,
$$

so that, by (1.9),

$$
\begin{aligned}
\int_{\Omega} & =\int_{\{|d(x)|<2 \sqrt{\varepsilon}\}} \frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2} d x \\
& =\int_{\{|d(x)|<2 \sqrt{\varepsilon}\}}\left(\frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2}\right)|\nabla d| d x .
\end{aligned}
$$

Applying (1.22) and the co-area formula (1.27), one finds that

$$
\begin{align*}
& \int_{\Omega} \frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2} d x  \tag{1.29}\\
&= \int_{-\sqrt{\varepsilon}}^{\sqrt{\varepsilon}}\left[\frac{1}{\varepsilon} W\left(z\left(\frac{s}{\varepsilon}\right)\right)+\varepsilon\left(\frac{d}{d s} z\left(\frac{s}{\varepsilon}\right)\right)^{2}\right] H^{n-1}\{d(x)=s\} d s \\
&+\int_{\sqrt{\varepsilon}}^{2 \sqrt{\varepsilon}}\left(\frac{1}{\varepsilon} W\left(g_{\varepsilon}(s)\right)+\varepsilon g_{\varepsilon}^{\prime}(s)^{2}\right) H^{n-1}\{d(x)=s\} d s \\
&+\int_{-2 \sqrt{\varepsilon}}^{-\sqrt{\varepsilon}}\left(\frac{1}{\varepsilon} W\left(g_{\varepsilon}(s)\right)+\varepsilon g_{\varepsilon}^{\prime}(s)^{2}\right) H^{n-1}\{d(x)=s\} d s
\end{align*}
$$

Next, by use of a Taylor expansion about $b$ to approximate $W\left(g_{\epsilon}(s)\right)$,

$$
\begin{gathered}
\int_{\sqrt{\varepsilon}}^{2 \sqrt{\varepsilon}}\left(\frac{1}{\varepsilon} W\left(g_{\varepsilon}(s)\right)+\varepsilon g_{\varepsilon}^{\prime}(s)^{2}\right) H^{n-1}\{d(x)=s\} d s \leqq \\
\left(\max _{\sqrt{\varepsilon} \leqq s \leqq 2 \sqrt{\varepsilon}} H^{n-1}\{d(x)=s\}\right) \\
\int_{\sqrt{\varepsilon}}^{2 \sqrt{\varepsilon}}\left[\frac{1}{\varepsilon} \frac{W^{\prime \prime}(\xi)}{2}\left(\frac{b-z\left(\frac{1}{\sqrt{\varepsilon}}\right)}{\sqrt{\varepsilon}}\right)^{2}(s-2 \sqrt{\varepsilon})^{2}+\varepsilon\left(\frac{b-z\left(\frac{1}{\sqrt{\varepsilon}}\right)}{\sqrt{\varepsilon}}\right)^{-}\right] d s
\end{gathered}
$$

for some $\xi=\xi(s)$ near $b$, and it follows from (1.10) and the decay estimate (1.21) that this integral approaches zero with $\varepsilon$. A similar approach leads to the same conclusion concerning the last integral in (1.29).

Turning to the first integral in (1.29), we observe that (1.17) implies

$$
\begin{aligned}
\int_{-\sqrt{\varepsilon}}^{\sqrt{\varepsilon}}\left[\frac{1}{\varepsilon} W\left(z\left(\frac{s}{\varepsilon}\right)\right)+\varepsilon\right. & \left.\frac{d}{d s}\left(z\left(\frac{s}{\varepsilon}\right)\right)^{2}\right] H^{n-1}\{d(x)=s\} d s \\
& =\frac{2}{\varepsilon} \int_{-\sqrt{\varepsilon}}^{\sqrt{\varepsilon}} W\left(z\left(\frac{s}{\varepsilon}\right)\right) H^{n-1}\{d(x)=s\} d s \\
& =\leqq\left(\frac{2}{\varepsilon} \int_{-\sqrt{\varepsilon}}^{\sqrt{\varepsilon}} W\left(z\left(\frac{s}{\varepsilon}\right)\right) d s\right)\left(\sup _{|s| \leq \sqrt{\varepsilon}} H^{n-1}\{d(x)=s\}\right)
\end{aligned}
$$

Then, since $z$ is monotone, letting $t=z\left(\frac{s}{\varepsilon}\right)$, we find $\frac{\varepsilon}{\sqrt{W(t)}} d t=d s$ and
arrive at $2\left(\int_{z\left(\frac{1}{-\sqrt{\varepsilon}}\right)}^{z\left(\frac{1}{\sqrt{\varepsilon}}\right)} \sqrt{W(t)} d t\right) \sup _{|s| \leq \sqrt{\varepsilon}} H^{n-1}\{d(x)=s\} \leqq 2\left(\int_{a}^{b} \sqrt{W(t)} d t\right) \sup _{|s| \leq \sqrt{\varepsilon}}\{\{d(x)=s\}$.
From (1.10) in Lemma 2, one can pass to the limit as $\varepsilon \rightarrow 0$ to conclude (1.28).
Step 3. It remains to show that the addition of a constant to each $\tilde{\varrho}_{\varepsilon}$ so as to satisfy the integral constraint will not disturb inequality (1.28). Define

$$
\eta_{\varepsilon}=\frac{-\delta_{\varepsilon}}{|\Omega|}
$$

It was shown in Step 1 that $\eta_{\varepsilon}=O(\varepsilon)$. We now define a candidate for a sequence satisfying (1.12), (1.13) through

$$
\varrho_{\varepsilon}=\tilde{\varrho}_{\varepsilon}+\eta_{\varepsilon} .
$$

Clearly

$$
\int_{\Omega} \varrho_{\varepsilon}(x) d x=c,
$$

but it remains to verify that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} F_{\varepsilon}\left(\varrho_{\varepsilon}\right) \leqq \lim _{\varepsilon \rightarrow 0} \int_{\Omega} \frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2} d x . \tag{1.30}
\end{equation*}
$$

One finds

$$
\begin{align*}
F_{\varepsilon}\left(\varrho_{\varepsilon}\right)= & \frac{1}{\varepsilon} W\left(a+\eta_{\varepsilon}\right)|\{d(x)<-2 \sqrt{\varepsilon}\}| \\
& +\int_{\{|d(x)|<2 \sqrt{\varepsilon}\}} \frac{1}{\varepsilon} W\left(\tilde{\varrho}_{\varepsilon}+\eta_{\varepsilon}\right)+\varepsilon\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2} d x  \tag{1.31}\\
& +\frac{1}{\varepsilon} W\left(b+\eta_{\varepsilon}\right)|\{d(x)>2 \sqrt{\varepsilon}\}| .
\end{align*}
$$

The first term in (1.31) can be estimated by Taylor's Theorem:

$$
\frac{1}{\varepsilon} W\left(a+\eta_{\varepsilon}\right)|\{d(x)<-2 \sqrt{\varepsilon}\}| \leqq \frac{|\Omega|}{2 \varepsilon} W^{\prime \prime}\left(\xi_{\varepsilon}\right) \eta_{\varepsilon}^{2}
$$

for some $\xi_{\varepsilon} \in\left(a-\left|\eta_{\varepsilon}\right|, a+\left|\eta_{\varepsilon}\right|\right)$, Hence this term approaches zero with $\varepsilon$ since $\eta_{\varepsilon}=O(\varepsilon)$. The last term in (1.31) is treated similarly.

To establish (1.30) thus reduces to showing that

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{\{|\alpha|<2 \sqrt{\varepsilon}\}}\left(W\left(\tilde{\varrho}_{\varepsilon}+\eta_{\varepsilon}\right)-W\left(\tilde{\varrho}_{\varepsilon}\right)\right) d x=0 .
$$

From the Mean Value Theorem we find

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{\{|d|<2 \sqrt{\varepsilon}\}}\left(W\left(\tilde{\varrho}_{\varepsilon}+\eta_{\varepsilon}\right)-W\left(\tilde{\varrho}_{\varepsilon}\right)\right) d x \leqq \max _{a-\sigma \leqq s \leq b+\sigma}\left|W^{\prime}(s)\right| \frac{\eta_{\varepsilon}}{\varepsilon}|\{|d(x)|<2 \sqrt{\varepsilon}\}|
$$

for some $\sigma>0$ small. Since this approaches zero with $\varepsilon$, (1.30) follows. Equations (1.24), (1.28), and (1.30) together with (1.11) imply (1.12), (1.13).

Our final task is to show that to assume $A$ smooth does not lessen generality. We therefore relax this assumption and consider $v \in B V(\Omega)$ where

$$
\int_{\Omega} v d x=c, \quad v(x)= \begin{cases}a & x \in A \\ b & x \in \Omega \backslash A\end{cases}
$$

and $A$ is a set of finite perimeter in $\Omega$.
Now let $\left\{A_{k}\right\}$ be the sequence of approximating sets described in Lemma 1, and define $\left\{v_{k}\right\}$ by

$$
v_{k}(x)= \begin{cases}a & x \in A_{k} \cap \Omega \\ b & x \in \Omega \backslash A_{k}\end{cases}
$$

Property (iii) of the lemma implies that

$$
\lim _{k \rightarrow \infty} F_{0}\left(v_{k}\right)=F_{0}(v)
$$

and from property (ii), $v_{k} \rightarrow v$ in $L^{1}(\Omega)$.
A sequence satisfying (1.12), (1.13) with $v$ replaced by $v_{k}$ exists since $\partial A_{k}$ is smooth. A diagonalization argument then yields a sequence $\left\{\varrho_{e_{j}}\right\}$ in $H^{1}(\Omega)$ satisfying (1.12), (1.13) for a general $v \in B V(\Omega)$.

This completes the proof of Theorem 1.
We turn now to the question of compactness for the minimizers of $\left(P_{\varepsilon}\right)$. Some additional hypothesis on $W$ seems to be required; it is sufficient to assume that $W$ has polynomial growth:

Proposition 3. Let $\left\{u_{\varepsilon}\right\}$ be a sequence of minimizers of $\left(P_{\varepsilon}\right)$. Suppose that there exist positive numbers $c_{1}, c_{2}, s_{0}$ and a number $p \geqq 2$ such that

$$
\begin{equation*}
c_{1}|s|^{p} \leqq W(s) \leqq c_{2} \mid s_{1}^{\prime p} \quad \text { for } \quad|s| \geqq s_{0} \tag{1.32}
\end{equation*}
$$

Then there exists a subsequence $\left\{u_{\varepsilon_{j}}\right\}$ which converges to a limit $u_{0}$ in $L^{1}(\Omega)$.

Proof. Recall the definition of $\phi$ from (1.16). Notice that $\phi$ is a monotone increasing function, and that from (1.32) we have

$$
\phi^{\prime}(s)=\sqrt{W(s)} \geqq \sqrt{c_{1}}|s|^{p / 2} \quad \text { for }|s| \geqq s_{0} .
$$

We conclude that $\phi^{-1}$ exists and is uniformly continuous on compact sets in $\boldsymbol{R}$.
Letting $\left\{v_{\varepsilon}\right\}$ denote the sequence $\left\{\phi\left(u_{\varepsilon}\right)\right\}$, we seek a uniform $B V(\Omega)$ bound on this sequence so as to exploit the compactness of $B V$ in $L^{1}$. By comparing the energy of $\left\{u_{\varepsilon}\right\}$ to the energy of the constructed sequence $\left\{\varrho_{\varepsilon}\right\}$ used in Theorem 1, we infer that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \phi\left(u_{\varepsilon}\right)\right| \leqq F_{\varepsilon}\left(u_{\varepsilon}\right) \leqq F_{\varepsilon}\left(\varrho_{\varepsilon}\right)<C \tag{1.33}
\end{equation*}
$$

for some positive $C$.
Also, from (1.32):

$$
\int_{\Omega}\left|\phi\left(u_{\varepsilon}\right)\right|=\int_{\Omega} \int_{a}^{u_{\varepsilon}(x)} \sqrt{W(s)} d s d x \leqq c_{3}+c_{4} \int_{\Omega} u_{\varepsilon}^{\frac{p}{2}+1} d x
$$

for some positive constants $c_{3}, c_{4}$. But (1.32) implies that

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon}^{p} d x \leqq|\Omega| s_{0}^{p}+\frac{1}{c_{1}} \int_{\Omega} W\left(u_{\varepsilon}\right) d x \leqq|\Omega| s_{0}^{p}+C . \tag{1.34}
\end{equation*}
$$

Since $p \geqq 2$, it follows that $p \geqq \frac{1}{2} p+1$, and so $\left\|\phi\left(u_{\varepsilon}\right)\right\|_{B V(\Omega)}$ is uniformly bounded in $\varepsilon$. Thus, by Proposition 2, we may pass to an $L^{1}$-convergent subsequence

$$
v_{\varepsilon_{j}}=\phi\left(u_{\varepsilon_{j}}\right) \rightarrow v_{0} \quad \text { in } L^{1}(\Omega) .
$$

Using the uniform continuity of $\phi^{-1}$ it is then easy to show that $\left\{u_{\varepsilon_{j}}\right\}=\left\{\phi^{-1}\left(v_{\varepsilon_{j}}\right)\right\}$ converges in measure. Since the $u_{\varepsilon_{j}}$ are uniformly bounded in $L^{p}$, their convergence in $L^{1}(\Omega)$ follows.

Remark (1.35). One can replace the growth assumption on $W$ in Proposition 2 with the assumption that the minimizers be uniformly bounded in $L^{\infty}$; a similar argument then yields compactness. In dimension $n=1$ such an assumption is easily justified from the monotonicity of minimizers (see [5]). For $n \geqq 2$, this bound was proved by Gurtin \& Matano ([15]).

Remark (1.36). Modica ([20]) proves a result very similar to Theorem 1. His argument is more general in that it makes no regularity hypothesis on $W$ beyond continuity. However, instead of establishing the $\Gamma$-convergence of $F_{e}$ to $F_{0}$ as is done here, he makes use of results by Gonzalez, Massari \& Tamanini ([12]) about the nature of minimizers of $\left(P_{0}\right)$ to achieve the conclusion of Theorem 1 without the full $\Gamma$-convergence. The full $\Gamma$-convergence is needed in proving existence of local minimizers (see [18]). Modica's construction of the transition layer satisfying (1.12), (1.13) is also somewhat different, suggesting that there is
considerable flexibility in the argument just presented. Modica has also recently proved a generalization of Theorem 1 which includes a term for contact energy along $\partial \Omega$ ([21]).

## C. Generalization to an Integrand with Spatial Dependence

In this section we adapt the techniques of the previous section to the case where the nonconvex integrand contains some spatial dependence. Choosing a simple model which preserves the essential two phase nature of the problem, we consider

$$
\begin{equation*}
\inf _{\substack{u \in L^{1}(\Omega) \\ \int \\ \Omega}} \int_{\Omega x=c}\left(u(x)-g_{1}(x)\right)^{2}\left(u(x)-g_{2}(x)\right)^{2} d x, \tag{1.37}
\end{equation*}
$$

where $g_{1}, g_{2}: \Omega \rightarrow R$ satisfy $g_{1}(x)<g_{2}(x)$ and are both bounded in the $C^{1}$ topology, while $c$ is any number satisfying

$$
\int_{\Omega} g_{1} d x<c<\int_{\Omega} g_{2} d x
$$

As before, any solution of (1.37) corresponds to a partition of $\Omega$ into two sets $A$ and $B$, where now $u(x)=g_{1}(x)$ in $A$ and $u(x)=g_{2}(x)$ in $B$, so as to satisfy the constraint.

Introducing the singular perturbation $\varepsilon^{2}|\nabla u|^{2}$, we let $u_{\varepsilon}$ denote a solution of the perturbed problem:

$$
\begin{equation*}
\inf _{\substack{u \in H^{(I)}(\Omega) \\ \Omega \\ \Omega}} \int_{\Omega=c}\left(u(x)-g_{1}(x)\right)^{2}\left(u(x)-g_{2}(x)\right)^{2}+\varepsilon^{2}|\nabla u|^{2} d x . \tag{1.38}
\end{equation*}
$$

Here again we expect a geometric characterization of $u_{0}=\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}$ involving interfacial area. The dependence of the integrand upon $x$, however, changes the limiting problem to one which might be called a weighted perimeter problem. Define

$$
h(x)=2 \int_{g_{1}(x)}^{g_{2}(x)}\left(s-g_{1}(x)\right)\left(g_{2}(x)-s\right) d s
$$

We now turn to
Theorem 2. Suppose that $u_{\varepsilon_{j}} \rightarrow u_{0}$ in $L^{1}(\Omega)$ for some sequence of numbers $\varepsilon_{j} \rightarrow 0$. Then $u_{0}$ is a solution of

$$
\begin{equation*}
\inf _{\substack{\left.u(x) \in\left\{\mathcal{I}_{1}(x), g_{2}\right)(x)\right\} \text { a.e. } \\ f_{\Omega}^{u d x=c}}} \int_{\Omega} h(x)\left|\nabla \chi_{\left\{u=g_{2}\right\}}\right| . \tag{1.39}
\end{equation*}
$$

Remark. If $\partial\left\{u=g_{2}\right\}$ is smooth for $u$ in (1.39), we can apply the Divergence Theorem to definition (1.2) and so obtain

$$
\int_{\Omega} h(x)\left|\nabla_{\chi}\left\{u=g_{2}\right\}\right|=\int_{\partial\left\{u=g_{2}\right\} \cap \Omega} h(x) d H^{n-1}(x) .
$$

The proof of Theorem 2 follows the same outline as that of Theorem 1. Therefore, rather than detailing the whole proof, we present only those parts of the argument that involve notable alterations.

Proof of Theorem 2. We define the functionals $G_{\varepsilon}, G: L^{1}(\Omega) \rightarrow \boldsymbol{R}$ by $G_{\varepsilon}(v)=$
$\begin{cases}\int_{\Omega} \frac{1}{\varepsilon}\left(v(x)-g_{1}(x)\right)^{2}\left(v(x)-g_{2}(x)\right)^{2}+\varepsilon|\nabla v|^{2} d x, & v \in H^{1}(\Omega), \quad \int_{\Omega} v d x=c, \\ +\infty & \text { otherwise, }\end{cases}$
$G_{0}(v)= \begin{cases}\int_{\Omega} h(x)\left|\nabla \chi_{\left\{v=g_{2}\right\}}\right| & v \in B V(\Omega), \quad \int_{\Omega} v d x=c, \quad v(x) \in\left\{g_{1}(x), g_{2}(x)\right\} \text { a.e. } \\ +\infty & \text { otherwise. }\end{cases}$
Since $h(x)$ is a uniformly bounded, positive function with uniformly bounded gradient, it is clear from (1.2) that $G_{0}(v)$ is finite for $v \in B V(\Omega)$, provided

$$
\int_{\Omega} v d x=c \quad \text { and } v(x) \in\left\{g_{1}(x), g_{2}(x)\right\} \text { a.e. }
$$

while $G_{0}(v)=\infty$ for any $v$ such that $\left\{v=g_{2}\right\}$ is not a set of finite perimeter in $\Omega$.

As before, it suffices to establish the $\Gamma$-convergence of $G_{\varepsilon}$ to $G_{0}$, i.e. the analogues of (1.11), and (1.12), (1.13). To obtain the analogue of (1.11) we consider $\left\{v_{e}\right\}, v \in L^{1}(\Omega)$ such that $v_{\varepsilon} \rightarrow v$ in $L^{1}(\Omega)$ with

$$
v \in B V(\Omega), \quad \int_{\Omega} v d x=c, \quad v(x) \in\left\{g_{1}(x), g_{2}(x)\right\} \text { a.e. }
$$

Again, in case any of these conditions on $v$ fails to hold, the inequality is trivial. We may also assume that $g_{1} \leqq v_{\varepsilon} \leqq g_{2}(x)$ since the truncated sequence

$$
\tilde{v}_{\varepsilon}(x)= \begin{cases}g_{1}(x) & \left\{v_{\varepsilon}(x)<g_{1}(x)\right\} \\ v_{\varepsilon}(x) & \left\{g_{1}(x) \leqq v_{\varepsilon}(x) \leqq g_{2}(x)\right\} \\ g_{2}(x) & \left\{v_{\varepsilon}(x)>g_{2}(x)\right\}\end{cases}
$$

satisfies $F_{\varepsilon}\left(v_{\varepsilon}\right) \geqq F_{\varepsilon}\left(\tilde{v}_{\varepsilon}\right)$ and $\tilde{v}_{\varepsilon} \rightarrow v$ in $L^{1}(\Omega)$. Now define $f: \Omega \times \boldsymbol{R} \rightarrow \boldsymbol{R}$ by

$$
f(x, s)=2\left(s-g_{1}(x)\right)\left(g_{2}(x)-s\right)
$$

and $\psi_{\varepsilon}: \Omega \rightarrow \boldsymbol{R}$ by

$$
\psi_{\varepsilon}(x)=\int_{g_{1}(x)}^{v_{\ell}(x)} f(x, s) d s
$$

An application of the Cauchy-Schwarz inequality leads to

$$
G_{\varepsilon}\left(v_{\varepsilon}\right) \geqq \int_{\Omega} f\left(x, v_{\varepsilon}\right)\left|\nabla v_{\varepsilon}\right| d x=\sup _{\substack{\sigma \in C_{0}^{1}\left(\Omega, R^{n}\right) \\|\sigma| \leqq 1}} \int_{\Omega} f\left(x, v_{\varepsilon}\right)\left\langle\nabla v_{\varepsilon}, \sigma\right\rangle d x .
$$

For fixed $\sigma \in C_{0}^{1}\left(\Omega, R^{n}\right),|\sigma| \leqq 1$, it follows that

$$
G_{\varepsilon}\left(v_{\varepsilon}\right) \geqq \int_{\Omega}\left\langle\nabla \psi_{\varepsilon}(x), \sigma(x)\right\rangle-\left\langle\int_{g_{1}(x)}^{v_{e}(x)} \nabla_{x} f(x, s) d s, \sigma(x)\right\rangle d x
$$

and an integration by parts yields

$$
G_{\varepsilon}\left(v_{\varepsilon}\right) \geqq-\int_{\Omega} \int_{g_{1}(x)}^{v_{\varepsilon}(x)}(f(x, s)(\nabla \cdot \sigma(x)))+\left\langle\nabla_{x} f(x, s), \sigma(x)\right\rangle d s d x .
$$

Using the $L^{\infty}$ bounds on $g_{1}, v_{\varepsilon}, f, \nabla_{x} f, \sigma$ and $\nabla \cdot \sigma$, we pass to the limit as $\varepsilon \rightarrow 0$ Thus,

$$
\begin{aligned}
\lim \inf G_{\varepsilon}\left(v_{\varepsilon}\right) & \geqq-\int_{\Omega} \int_{g_{1}(x)}^{v(x)} f(x, s)(\nabla \cdot \sigma(x))+\left\langle\nabla_{x} f(x, s), \sigma(x)\right\rangle d s d x \\
& =-\int_{\Omega} \chi_{\left\{v=g_{2}(x)\right\}} \int_{g_{1}(x)}^{g_{2}(x)} \nabla_{x} \cdot(f(x, s) \sigma(x)) d s d x \\
& =-\int_{\Omega} \chi_{\left\{v=g_{2}(x)\right\}} \nabla \cdot(h(x) \sigma(x)) d x .
\end{aligned}
$$

Finally, taking the supremum over all admissible $\sigma$, we obtain an expression equivalent to (1.2). Therefore,

$$
\lim \inf G_{\varepsilon}\left(v_{\varepsilon}\right) \geqq G_{0}(v)
$$

To construct a sequence $\left\{\varrho_{\varepsilon_{j}}\right\}$ satisfying the analogues of (1.12), (1.13), i.e.

$$
\begin{align*}
& \varrho_{\varepsilon_{j}} \rightarrow v \quad \text { in } L^{1}(\Omega),  \tag{1.40}\\
& \lim _{j \rightarrow \infty} G_{\varepsilon_{j}}\left(\varrho_{\varepsilon_{j}}\right)=G_{0}(v) \tag{1.41}
\end{align*}
$$

we again first suppose that $v \in B V(\Omega)$ takes the form

$$
v(x)= \begin{cases}g_{1}(x) & x \in A \\ g_{2}(x) & x \in B\end{cases}
$$

with

$$
\int_{\Omega} v d x=c
$$

and $\partial A \cap \partial B$ smooth.
In constructing the transition layer sequence, the differential equation (1.17) of Theorem 1 is replaced by

$$
\begin{align*}
\frac{\partial z}{\partial s}(x, s) & =\left(z-g_{1}(x)\right)\left(g_{2}(x)-z\right)  \tag{1.42}\\
z(x, 0) & =\frac{1}{2}\left(g_{1}(x)+g_{2}(x)\right)=: \bar{g}(x)
\end{align*}
$$

Since $g_{1}, g_{2}$ are $C^{1}$ functions we obtain a solution $z: \Omega \times \boldsymbol{R} \rightarrow \boldsymbol{R}$ with $z \in C^{1}(\Omega \times \boldsymbol{R})$ ([7]). Arguing as before we find that

$$
\begin{gather*}
g_{1}(x)<z(x, s)<g_{2}(x) \quad \text { for all } s  \tag{1.43}\\
\lim _{s \rightarrow \infty} z(x, s)=g_{2}(x), \quad \lim _{s \rightarrow-\infty} z(x, s)=g_{1}(x), \tag{1.44}
\end{gather*}
$$

the limits on the right being approached at an exponential rate.
We also need an $L^{\infty}(\Omega \times \boldsymbol{R})$ bound on $z_{x}(x, s)$ (here $z_{x}$ denotes the spatial gradient of $z$ ). To this end we note that

$$
\begin{equation*}
\int_{\bar{g}(x)}^{2(x, s)} \frac{d \eta}{\left(\eta-g_{1}(x)\right)\left(g_{2}(x)-\eta\right)}=s \tag{1.45}
\end{equation*}
$$

Differentiating both sides with respect to $x$ and solving the resulting equation for $z_{x}$, we obtain

$$
\begin{align*}
& z_{x}(x, s)=\left(z(x, s)-g_{1}(x)\right)\left(g_{2}(x)-z(x, s)\right) \times \\
& {\left[\frac{\nabla \bar{g}}{\left(\bar{g}-g_{1}\right)\left(\bar{g}-g_{2}\right)}+\nabla g_{2} \int_{\bar{g}(x)}^{z(x, s)} \frac{d \eta}{\left(\eta-g_{1}\right)\left(\eta-g_{2}\right)^{2}}\right.} \tag{1.46}
\end{align*}
$$

$$
\left.-\nabla g_{1} \int_{\vec{g}(x)}^{z(x, s)} \frac{d \eta}{\left(\eta-g_{1}\right)^{2}\left(g_{2}-\eta\right)}\right]
$$

Since $g_{1}(x)<z(x, s)<g_{2}(x)$ by (1.43) and $g_{1}$ and $g_{2}$ are bounded in the $C^{1}(\Omega)$ topology, it follows that $z_{x}$ is bounded for any finite $s$. Passing to the limit as $s \rightarrow \pm \infty$ in (1.46) and using L'Hospital's Rule, we conclude from (1.44) that

$$
\lim _{s \rightarrow \infty} z_{x}(x, s)=\nabla g_{2}(x) \quad \text { and } \lim _{s \rightarrow-\infty} z_{x}(x, s)=-\nabla g_{1}
$$

We thus infer that

$$
\begin{equation*}
\sup _{\Omega \times R}\left|z_{x}(x, s)\right|<\infty \tag{1.47}
\end{equation*}
$$

Reintroducing the distance function $d$ given by

$$
d(x)= \begin{cases}-\operatorname{dist}(x, \partial A \cap \partial B) & x \in A \\ \operatorname{dist}(x, \partial A \cap \partial B) & x \in B\end{cases}
$$

one can define a boundary layer sequence $\left\{\tilde{O}_{\varepsilon}\right\}$ through

$$
\tilde{\varrho}_{\varepsilon}(x)= \begin{cases}g_{2}(x) & \{d>2 \sqrt{\varepsilon}\} \\ z(x, d(x) / \varepsilon) & \{|d|<\sqrt{\varepsilon}\} \\ g_{1}(x) & \{d<-2 \sqrt{\varepsilon}\}\end{cases}
$$

where $\tilde{\varrho}_{\varepsilon}$ is linear in $d(x)$ on $\{\sqrt{\varepsilon}<|d|<2 \sqrt{\varepsilon}\}$ so as to be continuous for all $x$.
From here on the proof of (1.40), (1.41) follows in the same manner as did (1.12), (1.13), except that one must use (1.47) to estimate $\left|\nabla \tilde{\varrho}_{\varepsilon}\right|^{2}$ in proving the analogue of inequality (1.28).

## 2. Vector Dependent Energy

In this section, we consider a generalization of Theorem 1 to a variational problem in which the nonconvex integrand is vector-dependent. In order to preserve the "two-phase" nature of minimizers, we consider a nonnegative integrand $W: R^{2} \rightarrow R$ which is zero on two disjoint closed curves $\Gamma_{1}$ and $\Gamma_{2}$, where $\Gamma_{1}$ lies in the interior of $\Gamma_{2}$.

As in Section 1, one goal is a characterization of the limit of minimizers of the perturbed problem. Theorem 3 shows that such a limit will again minimize interfacial surface area in $\Omega$. As before, $\Omega$ is an open, bounded subset of $\boldsymbol{R}^{\boldsymbol{n}}$ with Lipschitz-continuous boundary. However, this characterization is incomplete since the limit problem does not determine where on $\Gamma_{1} \cup \Gamma_{2}$ the limit takes its values. We also characterize the cost per unit area along the interface of the transition made by the perturbed minimizers from $\Gamma_{1}$ to $\Gamma_{2}$. The latter is measured (asymptotically) by the length of a geodesic that minimizes distance with respect to a degenerate Riemannian metric on the plane. This is accomplished in Part A by identifying the $\Gamma$-limit and by proving $\Gamma$-convergence in this setting. In Part B we establish certain properties of the degenerate metric which were needed in Part A, including the existence of geodesics that minimize distance.

## A. Generalization to $W: \boldsymbol{R}^{\mathbf{2}} \rightarrow \boldsymbol{R}$

Consider first a model in which $W$ is only radially dependent. Let $u: \Omega \rightarrow \boldsymbol{R}^{2}$ and $W(u)=(|u|-a)^{2}(|u|-b)^{2}$ with $0<a<b$. Then the unperturbed problem is

$$
\begin{equation*}
\inf _{\substack{u \in L_{1}^{1}\left(\Omega, R^{2}\right) \\ \int_{\Omega}|u|=c}} \int_{\Omega}(|u|-a)^{2}(|u|-b)^{2} d x, \tag{2.1}
\end{equation*}
$$

where $a|\Omega|<c<b|\Omega|$.
Clearly any function with range on the circles of radii $a$ and $b$ that satisfies the constraint will minimize (2.1). Now introduce the perturbation

$$
\varepsilon^{2}|\nabla u|^{2}\left(=\varepsilon^{2}\left|\nabla u_{1}\right|^{2}+\varepsilon^{2}\left|\nabla u_{2}\right|^{2}\right)
$$

and let $u_{e}$ denote a solution of

$$
\begin{equation*}
\inf _{\substack{u \in \in \mathcal{H}^{1}(\Omega) \\ \int|u|=c}} \int_{\Omega}(|u|-a)^{2}(|u|-b)^{2}+\varepsilon^{2}|\nabla u|^{2} d x \tag{2.2}
\end{equation*}
$$

Proposition 4. Suppose there exists a scalar function $R_{0} \in L^{1}(\Omega)$ such that $\left|u_{\varepsilon}\right| \rightarrow R_{0}$ in $L^{1}(\Omega)$. Then $R_{0}$ solves

Proof. If one writes

$$
u(x)=R(x)(\cos \theta(x), \sin \theta(x)) \quad \text { with } R \geqq 0,
$$

(2.2) becomes

$$
\begin{equation*}
\inf _{\substack{u \in H^{1}(\Omega) \\ \int R d x=c}} \int_{\Omega}(R(x)-a)^{2}\left((R(x)-b)^{2}+\varepsilon^{2}|\nabla R|^{2}+\varepsilon^{2} R^{2}|\nabla \theta|^{2} d x .\right. \tag{2.4}
\end{equation*}
$$

Then from

$$
u_{\varepsilon}(x)=R_{\varepsilon}(x)\left(\cos \theta_{\varepsilon}(x), \sin \theta_{\varepsilon}(x)\right)
$$

it is evident that a minimizer must satisfy $\nabla \theta_{\varepsilon}=0$. The value of the constant $\theta_{\varepsilon}$ is arbitrary without any further boundary conditions or constraint. Since the infimum in (2.4) must be achieved by a function of the form

$$
u(x)=R(x)(\cos \bar{\theta}, \sin \bar{\theta})
$$

with $\bar{\theta} \in R, R \in H^{1}(\Omega)$, the problem reduces to the scalar case of Section 1. The proposition follows from Theorem 1.

Thus, the moduli of the minimizers of (2.2) converge in $L^{1}(\Omega)$ to a solution of the partition problem, and the phase is such as to effect the transition between the two zero states of $W$ along a radial path in the plane.

Remark. The existence of a subsequential limit $R_{0}$ follows from Proposition 3. Note that since the value of the constant $\theta_{\varepsilon}$ is arbitrary, one cannot expect any determination of the constant phase $\theta_{0}$ of the limit of minimizers $u_{0}=$ $R_{0}\left(\cos \theta_{0}, \sin \theta_{0}\right)$.

Generalization. Our model problem reduced to the scalar case because $W$ was only radially dependent and the phase $\theta_{\varepsilon}$ of $u_{\varepsilon}$ was constant. To generalize the problem we distort the radial dependence and consider $W=T^{2}$, where $T: R^{2} \rightarrow R$ has the following properties:

$$
T \in C^{2}, \quad T=0 \quad \text { only on } \Gamma_{1} \cup \Gamma_{2},
$$

where $\Gamma_{1}, \Gamma_{2}$ are two disjoint simple closed curves on the plane that admit $C^{3}$ regular parametrizations $\alpha:[0,1] \rightarrow \Gamma_{1}, \beta:[0,1] \rightarrow \Gamma_{2}$, respectively. Furthermore, we assume $\Gamma_{1}$ C interior of $\Gamma_{2}$ and

$$
\begin{equation*}
T>0 \text { in } \mathscr{D}, \tag{2.5}
\end{equation*}
$$

where $\mathscr{D}$ denotes the subset of $\boldsymbol{R}^{\mathbf{2}}$ lying exterior to $\Gamma_{1}$ but interior to $\Gamma_{2}$. Finally, we suppose

$$
\begin{equation*}
|\nabla T(y)| \geqq m_{0} \quad \text { for } y \in \partial \mathscr{D}\left(=\Gamma_{1} \cup \Gamma_{2}\right) \quad \text { for some } m_{0}>0 . \tag{2.6}
\end{equation*}
$$

The unperturbed problem is now

$$
\begin{equation*}
\inf _{u \in L^{1}\left(\Omega, R^{2}\right)} \int_{\Omega} T^{2}(u) d x \tag{2.7}
\end{equation*}
$$



Fig. 5. $T=0$ on $\Gamma_{1} \cup \Gamma_{2}$

Its solutions $u$ are in one-to-one correspondence with the partitions of $\Omega$ into sets $A$ and $B$ such that $u(x) \in \Gamma_{1}$ on $A$ and $u(x) \in \Gamma_{2}$ on $B$. Choosing the usual perturbation, we obtain the perturbed problem:

$$
\begin{equation*}
\inf _{u \in H^{1}\left(\Omega, R^{2}\right)} \int_{\Omega} T^{2}(u)+\varepsilon^{2}|\nabla u|^{2} d x \tag{2.8}
\end{equation*}
$$

As in Section 1, any $L^{1}$-convergent subsequence of minimizers must converge to a solution of the $\Gamma$-limit problem, so that the task is to evaluate this $\Gamma$-limit. However, in contrast to the scalar case, we are as yet unable to prove the compactness of minimizers (see Remark (2.30)).

We begin by defining the rescaled sequence of functionals $H_{\varepsilon}: L^{1}(\Omega) \rightarrow \boldsymbol{R}$ through

$$
H_{\varepsilon}(u)= \begin{cases}\int_{\Omega} \frac{1}{\varepsilon} T^{2}(u)+\varepsilon|\nabla u|^{2} d x & u \in H^{1}\left(\Omega, R^{2}\right) \\ +\infty & \text { otherwise }\end{cases}
$$

The proposed limit functional $H_{0}: L^{1}(\Omega) \rightarrow \boldsymbol{R}$ is given by

$$
H_{0}(u)= \begin{cases}2 L(\gamma) \operatorname{Per}_{\Omega}\left\{u \in \Gamma_{1}\right\} & T(u(x))=0 \text { a.e., } \chi_{\left\{u \in \Gamma_{1}\right\}} \in B V(\Omega) \\ +\infty & \text { otherwise }\end{cases}
$$

where

$$
L(\gamma):=\int_{t_{1}}^{t_{2}} \boldsymbol{T}(\gamma(t))|\gamma(t)| d t .
$$

$L(\gamma)$ is defined for $\gamma:\left[t_{1}, t_{2}\right] \rightarrow \overline{\mathscr{D}}$, Lipschitz-continuous, and $\underline{\gamma}$ is a minimizer of

$$
\begin{equation*}
\inf _{\substack{\gamma(t) \in \Gamma_{1} \\ \gamma\left(t_{2}\right) \in \Gamma_{2}^{1}}} L(\gamma) \text {. } \tag{2.9}
\end{equation*}
$$

The existence of $\underline{\gamma}$ is proved below, in Lemma 9.

## Theorem 3.

$$
\Gamma\left(L^{1}(\Omega)^{-}\right) \lim _{\varepsilon \rightarrow 0} H_{\varepsilon}(\varrho)=H_{0}(v) .
$$

Thus
(i) for each $v \in L^{1}(\Omega)$, and for each sequence $\left\{v_{\varepsilon}\right\}$ in $L^{1}(\Omega)$,

$$
\begin{equation*}
v_{\varepsilon} \rightarrow v \quad \text { in } L^{1}(\Omega) \text { implies } \lim \inf H_{\varepsilon}\left(v_{\varepsilon}\right) \geqq H_{0}(v) ; \tag{2.10}
\end{equation*}
$$

(ii) for each $v \in L^{1}(\Omega)$ there exists a sequence $\left\{\varrho_{\varepsilon_{j}}\right\}$ in $L^{1}(\Omega)$ satisfying

$$
\begin{gather*}
\varrho_{\varepsilon_{j}} \rightarrow v \text { in } L^{1}(\Omega),  \tag{2.11}\\
\lim _{j \rightarrow \infty} H_{\varepsilon_{j}}\left(\varrho_{e_{j}}\right)=H_{0}(v) \tag{2.12}
\end{gather*}
$$

As a prerequisite for the proof, we remark on the kinds of $L^{1}$-convergent sequences $\left\{v_{\varepsilon}\right\}$ and limits $v$ that need to be considered in demonstrating the inequality (2.10).

One may immediately assume

$$
T(v(x))=0 \quad \text { a.e. in } \Omega,
$$

since otherwise $v_{\varepsilon} \rightarrow v$ implies that $\lim _{\varepsilon \rightarrow 0} H_{\varepsilon}\left(v_{\varepsilon}\right)=\infty$. Hence we assume $v$ takes the form

$$
v(x)= \begin{cases}a(x) & x \in A \\ b(x) & x \in B\end{cases}
$$

where $A \cup B=\Omega$ and $a, b \in L^{1}(\Omega)$ with $a: A \rightarrow \Gamma_{1}, b: B \rightarrow \Gamma_{2}$.
Concerning the sequence $\left\{v_{\varepsilon}\right\}$, one may suppose $v_{\varepsilon} \in H^{1}(\Omega)$ since otherwise $H_{\varepsilon}\left(v_{\varepsilon}\right)=\infty$. In fact, one may suppose $v_{\varepsilon} \in C^{\infty}$ since $C^{\infty}(\Omega)$ is dense in $H^{1}(\Omega)$.

In proving (2.10) we make use of properties established in Part B of this section concerning the degenerate Riemannian metric $d_{T}$ defined by

$$
\begin{equation*}
d_{T}\left(y_{1}, y_{2}\right)=\inf _{\substack{\gamma \operatorname{Linschitz}-\\ \text { continus. } \\ \gamma\left(t_{1}\right)=y_{1} \\ \gamma\left(t_{2}\right)=y_{2}}} \int_{2}^{t_{2}} T(\gamma(t))|\dot{\gamma}(t)| d t \quad \text { for } y_{1}, y_{2} \in \overline{\mathscr{D}} \tag{2.13}
\end{equation*}
$$

and the associated "distance to $\Gamma_{1}$ ", given by

$$
h(y)=\inf _{y_{0} \in \Gamma_{1}} d_{T}\left(y_{0}, y\right) .
$$

In particular, we note that $h$ is Lipschitz-continuous in $\mathscr{D}$ (and therefore differentiable a.e.), and that

$$
\begin{equation*}
|\nabla h(y)|=T(y) \quad \text { for a.e. } y \in \mathscr{D} . \tag{2.14}
\end{equation*}
$$

These facts are confirmed below in Lemma 11.
Now define

$$
g_{\varepsilon}(x)= \begin{cases}h\left(v_{\varepsilon}(x)\right) & \text { for }\left\{v_{\varepsilon} \in \mathscr{D}\right\} \\ 0 & \text { elsewhere }\end{cases}
$$

Then the restriction of $g_{\varepsilon}$ to $\left\{v_{\varepsilon} \in \mathscr{D}\right\}$ is a Lipschitz-continuous function satisfying

$$
\begin{equation*}
\nabla_{g_{\varepsilon}}(x)=\nabla_{\boldsymbol{y}} h\left(v_{\varepsilon}(x)\right) \cdot \nabla_{x} v_{\varepsilon}(x) \text { a.e. } \tag{2.15}
\end{equation*}
$$

so that, in view of (2.14),

$$
\begin{equation*}
\left|\nabla g_{\varepsilon}\right| \leqq T\left(v_{\varepsilon}(x)\right)\left|\nabla v_{\varepsilon}(x)\right| \quad \text { for a.e. } x \in\left\{v_{\varepsilon} \in \mathscr{D}\right\} \tag{2.16}
\end{equation*}
$$

Since $v_{\varepsilon} \rightarrow v$ in $L^{1}(\Omega)$, it follows that $g_{\varepsilon} \rightarrow h(v(x))$ in $L^{1}(\Omega)$, where

$$
\begin{equation*}
h(v(x))=0 \quad \text { in } A, \quad h(v(x)) \geqq L(\underline{\gamma}) \quad \text { in } B \tag{2.17}
\end{equation*}
$$

As a final preliminary to the proof, observe that, for fixed $t \in(0, L(\gamma))$, (2.17) implies

$$
\begin{gathered}
g_{\varepsilon}(x)-h(v(x))>t \quad \text { in }\left\{g_{\varepsilon}>t\right\} \backslash B, \\
h(v(x))-g_{\varepsilon}(x) \geqq L(\underline{\gamma})-t \quad \text { in } B \backslash\left\{g_{\varepsilon}>t\right\} .
\end{gathered}
$$

Thus

$$
\begin{aligned}
& \int_{\Omega}\left|g_{\varepsilon}(x)-h(v(x))\right| d x \geqq \int_{\left\{g_{\varepsilon}>t, 4 B\right.}\left|g_{\varepsilon}(x)-h(v(x))\right| d x \\
& \left.\quad \geqq \min \{t, L(\underline{\gamma})-t\}\left|\left\{g_{\varepsilon}(x)>t\right\} \Delta B\right|=\min \{t, L \underline{\gamma})-t\right\} \int_{\Omega}\left|\chi_{\left\{g_{\varepsilon}>t\right\}}-\chi_{B}\right| d x
\end{aligned}
$$

Consequently, $\chi_{\left\{g_{\varepsilon}>t\right\}} \rightarrow \chi_{B}$ in $L^{1}(\Omega)$ as $\varepsilon \rightarrow 0$ for all $t \in(0, L(\underline{\gamma}))$.
Proof of (2.10). To establish (2.10), we note first, using (2.16), that

$$
\begin{aligned}
H_{\varepsilon}\left(v_{\varepsilon}\right) & \geqq \int_{\left\{0<g_{\varepsilon}<L(\underline{y})\right\}} \frac{1}{\varepsilon} T^{2}\left(v_{\varepsilon}(x)\right)+\varepsilon\left|\nabla v_{\varepsilon}\right|^{2} d x \\
& \geqq 2 \int_{\left\{0<g_{\varepsilon}<L(\underline{y})\right\}} T\left(v_{\varepsilon}(x)\right)\left|\nabla v_{\varepsilon}\right| d x \\
& \geqq 2 \int_{\left\{0<g_{\varepsilon}<L(\underline{y})\right\}}\left|\nabla g_{\varepsilon}(x)\right| d x .
\end{aligned}
$$

Next, we apply the co-area formula for $B V$ functions ([11], pg. 20). Since the support of $\left|\nabla \chi_{\left\{g_{\varepsilon}>t\right\}}\right| \subseteq\left\{g_{\varepsilon}=t\right\}$, we arrive at

$$
\begin{aligned}
H_{\varepsilon}\left(v_{\varepsilon}\right) & \geqq 2 \int_{0}^{L(\hat{y})} \int_{\left\{0<g_{\varepsilon}<L(\hat{y})\right\}}\left|\nabla \chi_{\left\{g_{\varepsilon}>t\right\}}\right| d t \\
& =2 \int_{0}^{L(\gamma)}\left(\int_{\Omega}\left|\nabla \chi_{\left\{g_{e}>t\right\}}\right|\right) d t .
\end{aligned}
$$

Fatou's Lemma and Proposition 1 (lower semi-continuity) now yield:

$$
\begin{aligned}
\lim \inf H_{\varepsilon}\left(v_{\varepsilon}\right) & \geqq 2 \int_{0}^{L(\underline{y})} \lim \inf \int_{\Omega}\left|\nabla \chi_{\left\{g_{\varepsilon}>t\right\}}\right| d t \\
& \geqq 2 \int_{0}^{L(\underline{y})} \int_{\Omega}\left|\nabla \chi_{B}\right| d t \\
& =2 L(\underline{\gamma}) \operatorname{Per}_{\Omega} B=2 L(\underline{\gamma}) \operatorname{Per}_{\Omega} A=H_{0}(v)
\end{aligned}
$$

This establishes (2.10).
It remains to construct a sequence of functions satisfying (2.11) and (2.12). Toward this end, we insert here a remark about the solution of the following
differential equation, which will be used in the boundary layer:

$$
\begin{equation*}
\frac{d z}{d s}=\frac{T\left(\gamma_{\varepsilon_{j}}(z)\right)}{\left|\dot{\gamma}_{\varepsilon_{j}}(z)\right|}, \quad z(0)=\frac{1}{2} \tag{2.18}
\end{equation*}
$$

For any $\delta>0, \gamma_{\delta}:[0,1] \rightarrow R^{2}$ is a $C^{1}$, regular curve that minimizes the distance between $\Gamma_{1}$ and $\Gamma_{2}$ in the metric $d_{T_{\delta}}\left(y_{1}, y_{2}\right)$ given by

$$
d_{T_{\delta}}\left(y_{1}, y_{2}\right)=\inf _{\substack{\gamma(t))=y_{1} \\ \gamma\left(t_{2}\right)=y_{2}}} \int_{t_{1}}^{t_{2}}(T(\gamma(t))+\delta)|\dot{\gamma}(t)| d t .
$$

The existence of such a geodesic is demonstrated in Lemma 4. For the purpose of the construction, $\delta$ is chosen equal to $\varepsilon_{j}$, although it would suffice to admit any $\delta=\delta\left(\varepsilon_{j}\right)$ that approaches zero with $\varepsilon_{j}$.

Since the value of $d_{T_{\varepsilon}}$ is independent of parametrization, we require $\gamma_{\varepsilon_{j}}$ to have constant speed, take

$$
\left|\dot{\gamma}_{\varepsilon_{j}}(t)\right|=s_{\varepsilon_{j}}=\text { Euclidean arclength }
$$

and write $\gamma_{\varepsilon_{j}}(0)=a_{\varepsilon_{j}} \in \Gamma_{1}$, and $\gamma_{\varepsilon_{j}}(1)=b_{\varepsilon_{j}} \in \Gamma_{2}$. For $t \in(0,1), \gamma_{\varepsilon_{j}} \in \mathscr{D}$ and $\gamma_{\varepsilon_{j}}$ tends uniformly to $\underline{\gamma}$ (see Lemma 9). Finally, Lemma 6 asserts that $s_{\varepsilon}<c_{1}$, where $c_{1}$ is a positive constant independent of $\varepsilon$.

Denote by $z_{\varepsilon_{j}}$ the solution of (2.18). From (2.18) follows

$$
\begin{equation*}
\int_{i}^{z_{\varepsilon_{j}}} \frac{\left|\dot{\gamma}_{\varepsilon_{j}}(\eta)\right|}{T\left(\gamma_{\varepsilon_{j}}(\eta)\right)} d \eta=s \tag{2.19}
\end{equation*}
$$

For $\eta \in(0,1)$, the integrand is positive and has singularities at the endpoints of this interval. Furthermore, Taylor's Theorem yields

$$
\boldsymbol{T}\left(\gamma_{\varepsilon_{j}}(\eta)\right)=\left|\left\langle\nabla \boldsymbol{T}\left(\gamma_{\varepsilon_{j}}(\tilde{\varrho})\right), \dot{\gamma}_{\varepsilon_{j}}(\tilde{\varrho})\right\rangle\right||1-\eta| \quad \text { for some } \tilde{\varrho} \in(\eta, 1)
$$

It then follows from the estimate (2.86) of Lemma 10, proved below, that there exist positive numbers $\bar{s}$ and $\bar{m}$, independent of $\varepsilon$, such that:

$$
T\left(\gamma_{\varepsilon_{j}}(\eta)\right) \geqq \bar{m}|1-\eta| \quad \text { provided } 1-\bar{s} \leqq \eta \leqq 1
$$

A similar estimate holds for $\eta$ near 0 . We now conclude from (2.19) that

$$
\begin{align*}
& \lim _{s \rightarrow \infty} z_{\varepsilon_{j}}(s)=1  \tag{2.20}\\
& \lim _{s \rightarrow-\infty} z_{\varepsilon_{j}}(s)=0 \tag{2.21}
\end{align*}
$$

In fact, our estimate implies

$$
\begin{equation*}
\left|1-z_{\varepsilon_{j}}(s)\right| \leqq \tilde{c} e^{-\frac{\bar{m}}{c_{1}} s} \quad \text { as } s \rightarrow \infty \tag{2.22}
\end{equation*}
$$

where $\tilde{c}$ is another constant independent of $\varepsilon$. An analogous statement applies to the rate of convergence of the limit (2.21).

Proof of (2.11), (2.12). The proof now proceeds in two steps. In the first, one supposes that $v$ takes on only two values; in the second, the construction is adapted to cope with a more general $v$. In either case, we may assume $T(v(x))=0$ a.e. and $\chi_{\left\{v \in \Gamma_{1}\right\}} \in B V(\Omega)$ since otherwise $H_{0}(v)=\infty$ and the construction is trivial.

Step 1. Assume $v$ takes the form

$$
v(x)= \begin{cases}a_{0} \in \Gamma_{1} & x \in A \\ b_{0} \in \Gamma_{2} & x \in B\end{cases}
$$

where $A \cup B=\Omega, \chi_{A} \in B V(\Omega)$ and $\gamma(0)=a_{0}, \gamma(1)=b_{0}$. As in the scalar case, one may also assume without loss of generality that $\Gamma:=\partial A \cap \partial B$ is smooth (see Lemma 1).

Using Lemma 2, we introduce the distance function $d: \Omega \rightarrow \boldsymbol{R}$ by means of

$$
d(x)= \begin{cases}\operatorname{dist}(x, \Gamma) & x \in B \\ -\operatorname{dist}(x, \Gamma) & x \in A\end{cases}
$$

and define the construction $\left\{\varrho_{s}\right\}$ by the formula

$$
\varrho_{\varepsilon_{j}}(x)= \begin{cases}a_{\varepsilon_{j}} & \text { for }\left\{d(x)<-2 \sqrt{\varepsilon_{j}}\right\}  \tag{2.23}\\ \gamma_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{d(x)}{\varepsilon_{j}}\right)\right) & \text { for }\left\{|d(x)|<\sqrt{\varepsilon_{j}}\right\} \\ b_{\varepsilon_{j}} & \text { for }\left\{d(x)>2 \sqrt{\left.\varepsilon_{j}\right\}}\right.\end{cases}
$$

with $\varrho_{\varepsilon_{j}}$ linear in $d(x)$ for $\left\{\sqrt{\varepsilon_{j}} \leqq|d(x)| \leqq 2 \sqrt{\varepsilon_{j}}\right\}$, so that $\varrho_{\varepsilon_{j}}$ is continuous and in $H^{1}(\Omega)$. Note that the uniform convergence of $\gamma_{\varepsilon_{j}}$ to $\gamma$ (Lemma 9) implies that $a_{\varepsilon_{j}} \rightarrow a_{0}$ and $b_{\varepsilon_{j}} \rightarrow b_{0}$, so that (2.11) is immediate.

To prove (2.12), write

$$
\begin{align*}
H_{\varepsilon_{j}}\left(\varrho_{\varepsilon_{j}}\right)= & \int_{\left\{|d|<\sqrt{\left.\varepsilon_{j}\right\}}\right.} \frac{1}{\varepsilon_{j}} T^{2}\left(\gamma_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{d(x)}{\varepsilon_{j}}\right)\right)\right) \\
& +\varepsilon_{j}\left|\dot{\gamma}_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{d(x)}{\varepsilon_{j}}\right)\right)\right|^{2}\left|\dot{z}_{\varepsilon_{j}}\left(\frac{d(x)}{\varepsilon_{j}}\right)\right|^{2} \frac{1}{\varepsilon_{j}^{2}}|\nabla d|^{2} d x  \tag{2,24}\\
& +\int_{\left\{\sqrt{\varepsilon_{j}}<|d|<2 \sqrt{\left.\varepsilon_{j}\right\}}\right.} \text { linear piece. }
\end{align*}
$$

First consider the integral of the linear piece over $\left\{\sqrt{\varepsilon_{j}}<d<2 \sqrt{\varepsilon_{j}}\right\}$ :
$\int_{\left\{\sqrt{\varepsilon_{j}}<d<2 \sqrt{\varepsilon_{j}}\right\}} \frac{1}{\varepsilon_{j}} T^{2}\left(\varrho_{\varepsilon_{j}}\right)+\varepsilon_{j}\left|\nabla \varrho_{\varepsilon_{j}}\right|^{2} d x$

$$
\begin{aligned}
& =\int_{\left\{\sqrt{\varepsilon_{j}<d<2 \sqrt{\left.\varepsilon_{j}\right\}}}\right.} \frac{1}{\varepsilon_{j}} T^{2}\left(\left[\frac{b_{\varepsilon_{j}}-\gamma_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{1}{\sqrt{\varepsilon_{j}}}\right)\right)}{\sqrt{\varepsilon_{j}}}\right]\left(d(x)-2 \sqrt{\varepsilon_{j}}\right)+b_{\varepsilon_{j}}\right) \\
& \quad+\varepsilon_{j}\left[\frac{b_{\varepsilon_{j}}-\gamma_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{1}{\sqrt{\varepsilon_{j}}}\right)\right)}{\sqrt{\varepsilon_{j}}}\right]|\nabla d|^{2} d x .
\end{aligned}
$$

Since $|\nabla d|=1$ for $\varepsilon_{j}$ small by (1.9), the estimate (2.22) implies that the integral above approaches 0 as $\varepsilon_{j} \rightarrow 0$. The same is true of

$$
\int_{-2 \sqrt{\varepsilon_{j}}}^{-\sqrt{\varepsilon_{j}}} \text { linear piece. }
$$

Then we use (2.18) and the co-area formula (1.27) to arrive at

$$
\begin{aligned}
\limsup _{j \rightarrow \infty} H_{\varepsilon_{j}}\left(\varrho_{\varepsilon_{j}}\right) & =\lim \sup \frac{2}{\varepsilon_{j}} \int_{\left\{| |<\sqrt{\varepsilon_{j}}\right\}} T^{2}\left(\dot{\gamma}_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{d(x)}{\varepsilon_{j}}\right)\right)\right) d x \\
& =\lim \sup \frac{2}{\varepsilon_{j}} \int_{-\sqrt{\varepsilon_{j}}}^{\sqrt{\varepsilon_{j}}} T^{2}\left(\gamma_{\varepsilon_{j}}\left(z_{\varepsilon_{j}}\left(\frac{s}{\varepsilon_{j}}\right)\right)\right) H^{n-1}\{d(x)=s\} d s
\end{aligned}
$$

Making the change of variables $\eta=z_{\varepsilon_{j}}\left(\frac{s}{\varepsilon_{j}}\right)$, we obtain with the aid of (1.10),

$$
\begin{aligned}
\limsup _{i \rightarrow \infty} H_{\varepsilon_{j}}\left(\varrho_{\varepsilon_{j}}\right) & =\lim \sup 2 \int_{z_{\varepsilon_{j}}\left(-1 / \sqrt{\varepsilon_{j}}\right)}^{z_{\varepsilon_{j}}^{\left(1 / \sqrt{\varepsilon_{j}}\right)}} T\left(\gamma_{\varepsilon_{j}}(\eta)\right)\left|\dot{\gamma}_{\varepsilon_{j}}(\eta)\right| H^{n-1}\left\{d(x)=\varepsilon_{j} z_{\varepsilon_{j}}^{-1}(\eta)\right\} d \eta \\
& \leqq \lim \sup 2\left(\sup _{|s| \leqq \sqrt{\varepsilon_{j}}} H^{n-1}\{d(x)=s\}\right) \int_{0}^{1} T\left(\gamma_{\varepsilon_{j}}(\eta)\right)\left|\dot{\gamma}_{\varepsilon_{j}}(\eta)\right| d \eta \\
& =2 H^{n-1}(\Gamma) \lim _{j \rightarrow \infty} \sup L\left(\gamma_{\varepsilon_{j}}\right)=2 \operatorname{Per}_{\Omega}\left\{v \in \Gamma_{i}\right\} L(\underline{\gamma})
\end{aligned}
$$

since $\lim _{j \rightarrow \infty} L\left(\gamma_{e_{j}}\right)=L(\underline{\gamma})$ from (2.85). Combining this inequality with the reverse inequality from (2.10) yields (2.12).

Step 2. To establish (2.11), (2.12) for a general $v$ consider $v \in L^{1}(\Omega)$ satisfying

$$
v(x)= \begin{cases}a(x) & \text { for } x \in A \\ b(x) & \text { for } x \in B\end{cases}
$$

where $A \cup B=\Omega, \quad \chi_{A} \in B V(\Omega), \quad a: A \rightarrow \Gamma_{1}, \quad b: B \rightarrow \Gamma_{2}$. Without loss of generality, again assume $\Gamma:=\partial A \cup \partial B$ is smooth. Further, we extend $a(x) \equiv$ $a_{0}=\underline{\gamma}(0)$ for $x \notin A$ and $b(x) \equiv b_{0}=\underline{\gamma}(1)$ for $x \notin B$ whenever it is necessary to consider these functions on points beyond their original domains of definition.

Recall the assumption that $\Gamma_{1}$ and $\Gamma_{2}$ admit $C^{3}$ parametrizations $\alpha:[0,1]$ $\rightarrow \Gamma_{1}, \beta:[0,1] \rightarrow \Gamma_{2}$, which are $1-1$, surjective maps restricted to $[0,1)$.

In the construction of a sequence $\left\{\varrho_{e_{j}}\right\}$ satisfying (2.11), (2.12) in this more general setting, our strategy is as follows: first smooth $a(x)$ and $b(x)$ away from $\Gamma$ using mollification, the mollification radius being dependent on the distance to $\Gamma$; then bridge from $a_{\varepsilon_{j}}$ to $b_{\varepsilon_{j}}$ across $\Gamma$ by using the construction (2.23).

In order to keep $H_{\varepsilon_{j}}\left(\varrho_{e_{j}}\right)$ finite, the mollification of $a(x)$ and $b(x)$ must be effected in such a way as to leave the values of the functions on $\Gamma_{1} \cup \Gamma_{2}$. To this end, we
introduce the $L^{1}$ map $q_{\varepsilon}: \Omega \rightarrow[0,1)$ defined by

$$
q_{e}(x)= \begin{cases}\alpha^{-1}(a(x)) & \text { for }\left\{d(x)<-\varepsilon^{1 / 4}\right\}  \tag{2.25}\\ \beta^{-1}(b(x)) & \text { for }\left\{d(x)>\varepsilon^{1 / 4}\right\} \\ 0 & \text { elsewhere in } R^{n} .\end{cases}
$$

Now let $\eta \in C_{0}^{\infty}\left(R^{n}\right)$ satisfy

$$
0 \leqq \eta \leqq 1, \quad \eta(x)=\eta(|x|), \quad \text { support } \eta \leqq\{|x|<1\}, \quad \int_{R^{n}} \eta(x) d x=1
$$

and let

$$
\eta_{\varepsilon}:=\varepsilon^{-\frac{\xi}{\xi} n} \eta\left(\frac{x}{\varepsilon^{1 / 3}}\right)
$$

so that

$$
\int_{R^{n}} \eta_{t}(x)=1
$$

Then define

$$
t_{\varepsilon}:=\eta_{\varepsilon} * q_{\varepsilon}=\int_{\mathbb{R}^{n}} \eta_{\delta}(x-y) q_{\varepsilon}(y) d y
$$

Claim. $t_{\varepsilon}: \Omega \rightarrow[0,1)$ is smooth and has the following properties:

$$
\begin{align*}
& \alpha\left(t_{\varepsilon}\right) \xrightarrow{L^{1}(A)} a, \quad \beta\left(t_{\varepsilon}\right) \xrightarrow{L^{1}(B)} b,  \tag{2.26}\\
&|d(x)|<4 \varepsilon^{1 / 2} \Rightarrow t_{\varepsilon}(x)=0 \quad \text { for } \varepsilon \text { small },  \tag{2.27}\\
& \lim _{\varepsilon \rightarrow 0} \varepsilon \int_{\Omega}\left|\nabla t_{\varepsilon}\right|^{2} \cdot d x=0 . \tag{2.28}
\end{align*}
$$

To prove (2.26), note first that

$$
\int_{A}\left|\alpha\left(t_{\varepsilon}(x)\right)-a(x)\right| d x \leqq\left|\alpha^{\prime}\right|_{L^{\infty}} \int_{A}\left|t_{\varepsilon}(x)-\alpha^{-1}(a(x))\right| d x
$$

Hence it will suffice to show that the quantity on the right tends to zero with $\varepsilon$. From the triangle inequality follows

$$
\left|t_{\varepsilon}-\alpha^{-1}(a)\right|_{L^{1}(A)} \leqq\left|\eta_{\varepsilon} *\left(q_{\varepsilon}-\alpha^{-1}(a)\right)\right|_{L^{1}(A)}+\left|\eta_{\varepsilon} * \alpha^{-1}(a)-\alpha^{-1}(a)\right|_{L^{1}(A)}
$$

Since the last term clearly approaches zero, we only need to show that the same is true of the first term on the right hand side of this inequality. Now

$$
\begin{aligned}
\iint_{A} \int_{R^{n}} \eta_{\varepsilon}(x-y)\left(q_{\varepsilon}(y)-\right. & \alpha^{-1}(a(y)) d y \mid d x \\
& \leqq \int_{A} \int_{\left\{-\varepsilon^{1 / 4}<d(y)<0\right\}} \eta_{\varepsilon}(x-y)\left|q_{\varepsilon}(y)-\alpha^{-1}(a(y))\right| d y d x \\
& \leqq \int_{\left\{-\varepsilon^{1 / 4}<d(y)<0\right\}}\left|\alpha^{-1}(a(y))\right| \int_{A} \eta_{\varepsilon}(x-y) d x d y=O\left(\varepsilon^{1 / 4}\right) .
\end{aligned}
$$

The second part of (2.26) follows similarly. To confirm (2.27), suppose $|d(x)| \leqq 4 \varepsilon^{\frac{1}{2}}$. Then
$t_{\varepsilon}(x)=\int_{R^{n}} q_{\varepsilon}(x-y) \varepsilon^{-\frac{1}{n} n} \eta\left(\frac{y}{\varepsilon^{1 / 3}}\right) d y=\int_{\left\{|y|<e^{1 / 3}\right\}} q_{\varepsilon}(x-y) \varepsilon^{-\frac{\xi}{} n} \eta\left(\frac{y}{\varepsilon^{1 / 3}}\right) d y$.
Now

$$
|d(x)| \leqq 4 \varepsilon^{\frac{1}{2}} \quad \text { implies } \quad|d(x-y)| \leqq 4 \varepsilon^{\frac{1}{2}}+\varepsilon^{\frac{3}{3}}
$$

But for $\varepsilon$ sufficiently small, $4 \varepsilon^{1 / 2}+\varepsilon^{1 / 3}<\varepsilon^{1 / 4}$, so (2.25) and (2.29) imply (2.27).
Finally, to prove (2.28), note that since

$$
\text { support } \eta_{\varepsilon} \subset\left\{|x|<\varepsilon^{1 / 3}\right\}
$$

one has

$$
|\nabla t(x)| \leqq c \varepsilon^{-1 / 3}
$$

where $c$ depends on $\eta$, but not on $\varepsilon$. Then

$$
\varepsilon\left|\nabla t_{\varepsilon}(x)\right|^{2} \leqq c^{2} \varepsilon^{1 / 3}
$$

and (2.28) follows.
We now define a sequence $\left\{\varrho_{\varepsilon_{j}}\right\} \in H^{1}(\Omega)$ which will serve to verify (2.11), (2.12).

$$
\text { Let } \tilde{\varrho}_{\varepsilon_{j}}(x):= \begin{cases}\alpha\left(t_{\varepsilon_{j}}(x)\right) & \text { for }\left\{d(x)<-4 \sqrt{\varepsilon_{j}}\right\} \\ \left.\alpha\left(\frac{\varkappa_{j}}{\sqrt{\varepsilon_{j}}}\left(d(x)+4 \sqrt{\varepsilon_{j}}\right)\right)\right) & \text { for }\left\{-4 \sqrt{\varepsilon_{j}} \leqq d(x) \leqq-3 \sqrt{\varepsilon_{j}}\right\} \\ \varrho_{\varepsilon_{j}}(x) & \text { for }\left\{|d(x)|<3 \sqrt{\varepsilon_{j}}\right\} \\ \beta\left(\frac{\tilde{x}_{j}}{\sqrt{\varepsilon_{j}}}\left(4 \sqrt{\varepsilon_{j}}-d(x)\right)\right) & \text { for }\left\{3 \sqrt{\varepsilon_{j}} \leqq d(x) \leqq 4 \sqrt{\left.\varepsilon_{j}\right\}}\right. \\ \beta\left(t_{\varepsilon_{j}}(x)\right) & \text { for }\left\{d(x)>4 \sqrt{\left.\varepsilon_{j}\right\}}\right.\end{cases}
$$

where $\varrho_{\varepsilon_{j}}(x)$ is given by (2.23) and $\varkappa_{j}, \tilde{\varkappa}_{j}$ are defined by

$$
\alpha\left(\varkappa_{j}\right)=a_{\varepsilon_{j}}, \quad \beta\left(\tilde{\chi}_{j}\right)=b_{\varepsilon_{j}}
$$

The continuity of $\tilde{\varrho}_{\varepsilon_{j}}$ along $|d(x)|=4 \sqrt{\varepsilon_{j}}$ is guaranteed by (2.27).
The verification of (2.11) follows from (2.26) since

$$
\begin{aligned}
\int_{\Omega}\left|\tilde{\varrho}_{\varepsilon_{j}}(x)-v(x)\right| d x= & \\
& \int_{A}\left|\alpha\left(t_{\varepsilon_{j}}(x)\right)-a(x)\right| d x+\int_{B}\left|\beta\left(t_{\varepsilon_{j}}(x)\right)-b(x)\right| d x+O\left(\sqrt{\varepsilon_{j}}\right) .
\end{aligned}
$$

To obtain (2.12) we infer by calculation that

$$
\begin{aligned}
H_{\varepsilon_{j}}\left(\tilde{\varrho}_{\varepsilon_{j}}\right)= & \varepsilon_{j} \int_{\left\{d<-4 \sqrt{\varepsilon_{j}}\right\}}\left|\alpha^{\prime}\left(t_{\varepsilon_{j}}(x)\right)\right|^{2}\left|\nabla t_{\varepsilon_{j}}(x)\right|^{2} d x \\
& +\varepsilon_{j} \int_{\left\{d>4 \sqrt{\varepsilon_{j}}\right\}}\left|\beta^{\prime}\left(t_{\varepsilon_{j}}(x)\right)\right|^{2}\left|\nabla t_{\varepsilon_{j}}(x)\right|^{2} d x \\
& +\int_{\left\{-4 \sqrt{\varepsilon_{j} \leq d \leq-3 \sqrt{\left.\varepsilon_{j}\right\}}}\right.}\left|\alpha^{\prime}\left(\frac{x_{j}}{\sqrt{\varepsilon_{j}}}\left(d(x)+4 \sqrt{\varepsilon_{j}}\right)\right)\right|^{2} x_{j}^{2}|\nabla d|^{2} d x \\
& +\int_{\left\{3 \sqrt{\left.\varepsilon_{j} \leq d \leq 4 \sqrt{\varepsilon_{j}}\right\}}\right.}\left|\beta^{\prime}\left(\frac{\tilde{x}_{j}}{\sqrt{\varepsilon_{j}}}\left(4 \sqrt{\varepsilon_{j}}-d(x)\right)\right)\right|^{2} \tilde{x}_{j}^{2}|\nabla d|^{2} d x \\
& +\int_{\left\{|d|<3 \sqrt{\left.\varepsilon_{j}\right\}}\right.} \frac{1}{\varepsilon_{j}} T^{2}\left(\varrho_{\varepsilon_{j}}(x)\right)+\varepsilon_{j}\left|\nabla \varrho_{e_{j}}\right|^{2} d x .
\end{aligned}
$$

The first two of these integrals approach zero with $\varepsilon$ because of (2.28). The next two terms involve bounded integrands taken over sets of measure $O(\sqrt{\varepsilon})$ and hence also approach zero. Therefore,

$$
\lim _{j \rightarrow \infty} H_{\varepsilon_{j}}\left(\tilde{\varrho}_{\varepsilon_{j}}\right)=\lim _{j \rightarrow \infty} \int_{\left\{|d|<3 \sqrt{\varepsilon_{j}}\right\}} \frac{1}{\varepsilon_{j}} T^{2}\left(\varrho_{\varepsilon_{j}}\right)+\varepsilon_{j}\left|\nabla \varrho_{\varepsilon_{j}}\right|^{2} d x=2 L(\underline{\gamma}) \operatorname{Per}_{\Omega}\left\{v \in \Gamma_{1}\right\},
$$

as was shown in Step 1. This completes the proof of Theorem 3.
Remark (2.30). The failure of $\left\{\theta_{\varepsilon}\right\}$ to converge in our model problem (2.4) emerges here as well. This is reflected in the fact that the $\Gamma$-limit $H_{0}$ does not characterize where on $\Gamma_{1} \cup \Gamma_{2}$ a minimizer takes its values. At present, this indeterminacy is a hindrance in proving compactness of minimizers of $H_{e}$, as well as in proving the existence of local minimizers (see [18]). Presumably, a clearer description of the limits of minimizers could be obtained by finding one more term in the expansion of the minimum energy with respect to $\varepsilon$. Nonetheless, Theorem 3 does give a partial characterization of the limit points of minimizers of $H_{\varepsilon}$.

Remark (2.31). We have presented Theorem 3 without an integral constraint, such as

$$
\int_{\Omega}|u| d x=c
$$

in order to simplify the proof and focus on the identification of the $\Gamma$-limit $H_{0}$. Such a constraint could be included in a similar manner as in Theorem 1.

## B. Properties of the Degenerate Metric $d_{T}$

This section establishes the existence of distance-minimizing geodesics and other related properties of the degenerate Riemannian metric $d_{T}$ (see 2.13) given by $d y^{2}=T^{2} d x^{2}$, which were used in Part A. The approach adopted is as follows:
first we prove the existence of geodesics $\gamma_{\delta}$ that minimize distance in the metric $d_{T_{\delta}}$ given by $d y^{2}=(T+\delta)^{2} d x^{2}$; then we obtain a uniform bound on the Euclidean arc-length of $\gamma_{\delta}$; finally, we pass to the limit as $\delta \rightarrow 0$ and obtain a geodesic in the metric $d_{T}$.

Begin by letting $\mathscr{D}^{\prime}$ denote an open, bounded subset of $\boldsymbol{R}^{2}$ with $\overline{\mathscr{D}} \subset \mathscr{D}^{\prime}$. Then, for $y \in \boldsymbol{R}^{2}$ and $\delta>0$, we define the map $T_{\delta}: \boldsymbol{R}^{2} \rightarrow \boldsymbol{R}$ by

$$
T_{\delta}(y)= \begin{cases}T(y)+\delta & y \in \overline{\mathscr{D}}^{\prime}  \tag{2.32}\\ \frac{1}{2} \delta & y \in \boldsymbol{R}^{2} \backslash \mathscr{D}^{\prime}\end{cases}
$$

with $T_{\delta} \in C^{2}\left(\boldsymbol{R}^{2}\right)$ and satisfying

$$
\frac{1}{2} \delta \leqq T_{\delta}(y) \leqq \delta \quad \text { for } y \in \mathscr{D}^{\prime} \backslash \overline{\mathscr{D}}
$$

Next define the functional $L_{\delta}$ by

$$
\begin{equation*}
L_{\delta}(\gamma)=\int_{t_{1}}^{t_{2}} T_{\delta}(\gamma(t))|\dot{\gamma}(t)| d t \tag{2.33}
\end{equation*}
$$

for $\gamma:\left[t_{1}, t_{2}\right] \rightarrow \boldsymbol{R}^{2}$ Lipschitz-continuous. Note that the value of $L_{\delta}(\gamma)$ does not depend on the parametrization of $\gamma$.

We can now introduce a (nondegenerate) Riemannian metric on the plane $d_{T_{\dot{\delta}}}$, which is, in fact, conformally equivalent to the standard one:

$$
\begin{equation*}
d_{T_{\delta}}\left(y_{1}, y_{2}\right)=\inf _{\substack{\gamma\left(t_{1}\right)=y_{1} \\ \gamma\left(t_{2}\right)=y_{2}}} L_{\delta}(\gamma) . \tag{2.34}
\end{equation*}
$$

The first task is to establish the existence of geodesics that minimize distance with respect to $d_{T_{\dot{\delta}}}$. This follows from the Hopf-Rinow Theorem once it is shown that the plane endowed with this metric is geodesically complete. A geodesic is an extremal for $L_{\delta}$, and thus must satisfy the Euler-Lagrange equation

$$
\begin{equation*}
|\dot{\gamma}| \nabla T_{\delta}(\gamma)=\frac{d}{d t}\left(T_{\delta}(\gamma) \frac{\dot{\gamma}}{|\dot{\gamma}|}\right) . \tag{2.35}
\end{equation*}
$$

Lemma 3. (Geodesic completeness) Every locally defined solution of (2.35) can be extended to a solution defined for all $t$ in $\boldsymbol{R}$.

Proof, It is useful to write (2.35) as a first-order $4 \times 4$ system with a view toward appeal to standard existence and extension theorems. This process is simplified by seeking a solution for which $|\dot{\gamma}(t)| \equiv c>0$. Such a solution to (2.35) must satisfy

$$
\begin{equation*}
c^{2} \nabla T_{\delta}(\gamma)=\left(\nabla T_{\delta}(\gamma) \cdot \dot{\gamma}\right) \dot{\gamma}+T_{\delta}(\gamma) \ddot{\gamma} \tag{2.36}
\end{equation*}
$$

which we wish to solve for $\gamma(0)=p, \dot{\gamma}(0)=v, p, v \in R^{2}$ and $c$ chosen equal to $|v|$. Writing $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)=\left(\gamma_{1}, \gamma_{2}, \dot{\gamma}_{1}, \dot{\gamma}_{2}\right)$, (2.36) has an equivalent
representation as the first order $4 \times 4$ system

$$
\begin{aligned}
& \eta^{\prime}=f(\eta)=\left(\eta_{3}, \eta_{4}, \frac{c^{2} \partial_{1} T_{\delta}\left(\eta_{1}, \eta_{2}\right)-\nabla T_{\delta}\left(\eta_{1}, \eta_{2}\right) \cdot\left(\eta_{3}, \eta_{4}\right) \eta_{3}}{T_{\delta}\left(\eta_{1}, \eta_{2}\right)},\right. \\
&\left.\frac{c^{2} \partial_{2} T_{\delta}\left(\eta_{1}, \eta_{2}\right)-\nabla T_{\delta}\left(\eta_{1}, \eta_{2}\right) \cdot\left(\eta_{3}, \eta_{4}\right) \eta_{4}}{T_{\delta}\left(\eta_{1}, \eta_{2}\right)}\right)
\end{aligned}
$$

with $\quad\left(\eta_{1}(0), \eta_{2}(0)\right)=p, \quad\left(\eta_{3}(0), \eta_{4}(0)\right)=v \quad$ as initial conditions. Here $\partial_{1}=$ $\frac{\partial}{\partial \eta_{1}}, \partial_{2}=\frac{\partial}{\partial \eta_{2}}$.

Now $T_{\delta} \in C^{2}$ and from (2.32) it follows that $f(\eta)=\left(\eta_{3}, \eta_{4}, 0,0\right)$ for $\left(\eta_{1}, \eta_{2}\right)$ $\in \boldsymbol{R}^{2} \backslash \mathscr{D}^{\prime}$. Thus we conclude that $f$ is a globally Lipschitz-continuous function. Hence the local solution of $\eta^{\prime}=f(\eta)$ has a globally defined extension ([6]).

It remains to show that any solution of (2.36) does indeed have constant speed. Let $\gamma$ be the local solution of (2.36) with $c=|v|$ and consider the inner product of $\dot{\gamma}$ with both sides of (2.36):

$$
|v|^{2} \nabla T_{\delta}(\gamma) \cdot \dot{\gamma}=\left(\nabla T_{\delta}(\gamma) \cdot \dot{\gamma}\right)|\dot{\gamma}|^{2}+T_{\delta}(\gamma) \dot{\gamma} \cdot \ddot{\gamma}
$$

Thus,

$$
\begin{equation*}
\frac{\left(|v|^{2}-|\dot{\gamma}|^{2}\right)}{T_{\delta}(\gamma)} \nabla T_{\delta}(\gamma) \cdot \dot{\gamma}=\frac{d}{d t}|\dot{\gamma}|^{2} . \tag{2.37}
\end{equation*}
$$

Viewing (2.37) as an equation determining $|\dot{\gamma}|^{2}$ with initial condition $|\dot{\gamma}|^{2}(0)$ $=|v|^{2}$, one sees that local uniqueness of the solution to this differential equation implies $|\dot{\gamma}|^{2} \equiv|v|^{2}$. This completes the proof of Lemma 3.

Using Lemma 3, we can assert:
Lemma 4. (Hopf-Rinow) Given any points $y_{1}, y_{2} \in \boldsymbol{R}^{\mathbf{2}}$, there exists a geodesic $\gamma:\left[t_{1}, t_{2}\right] \rightarrow \boldsymbol{R}^{2}$ with $\gamma\left(t_{1}\right)=y_{1}, \gamma\left(t_{2}\right)=y_{2}$, such that

$$
d_{T_{\delta}}\left(y_{1}, y_{2}\right)=L_{\delta}(\gamma)
$$

This is a classical result proved, for example, in Hermann ([16]) and DoCarmo ([8]).

Next consider the variable endpoint problem

$$
\begin{equation*}
\inf _{\substack{y_{1} \in \Gamma_{1} \\ y_{2} \in \Gamma_{2}}} d_{\delta}\left(y_{1}, y_{2}\right) . \tag{2.38}
\end{equation*}
$$

One seeks a geodesic that achieves this infimum. Define $H_{\delta}: \Gamma_{1} \times \Gamma_{2} \rightarrow \boldsymbol{R}$ by

$$
H_{\delta}\left(y_{1}, y_{2}\right)=\inf _{\substack{\gamma\left(t_{1}\right)=y_{1} \\ \gamma\left(t_{2}\right)=y_{2}}} L_{\delta}(\gamma) .
$$

This map is continuous for all $\left(y_{1}, y_{2}\right)$ in the compact set $\Gamma_{1} \times \Gamma_{2}$ and hence achieves its minimum at some pair ( $a_{\delta}, b_{\delta}$ ) with $a_{\delta} \in \Gamma_{1}$ and $b_{\delta} \in \Gamma_{2}$. Lemma 4 then guarantees the existence of a geodesic $\gamma_{\delta}:\left[0, t_{\delta}\right] \rightarrow R^{2}$, such that $\gamma_{\delta}(0)=a_{\delta}$, $\gamma_{\delta}\left(t_{\delta}\right)=b_{\delta}$ and $L_{\delta}\left(\gamma_{\delta}\right)$ achieves the infimum in (2.38). It must also be true that
$\gamma_{\delta}(t) \in \mathscr{D}$ for $0<t<t_{\delta}$, for otherwise it would not be a minimizer of (2.38). The following lemma asserts that $\gamma_{\delta}$ satisfies a transversality condition at its endpoints.

Lemma 5. The geodesic $\gamma_{\delta}$ minimizing (2.38), at both of its endpoints, satisfies the condition

$$
\begin{equation*}
\dot{\gamma}_{\delta} \| \nabla T\left(\gamma_{\delta}\right) \tag{2.39}
\end{equation*}
$$

Proof. Define a family of competing curves by a map

$$
k(s, t):[0,1] \times\left[0, t_{\delta}\right] \rightarrow \overline{\mathscr{D}}
$$

satisfying

$$
\begin{align*}
k\left(\bar{s}_{\delta}, t\right) & =\gamma_{\delta}(t),  \tag{2.40}\\
k(s, 0) & =\alpha(s),  \tag{2.41}\\
k\left(s, t_{\delta}\right) & =\gamma_{\delta}\left(t_{\delta}\right), \tag{2.42}
\end{align*}
$$

where, as before, $\alpha:[0,1] \rightarrow \Gamma_{1}$ is a parametrization of $\Gamma_{1}$ and $\alpha\left(\tilde{s}_{\delta}\right)=$ $\gamma_{\delta}(0)=a_{\delta}$.

Since $\gamma_{\delta}$ minimizes $L_{\delta}$,

$$
\left.\frac{d}{d s} L_{\delta}(k(s, t))\right|_{s=\tilde{s}_{\delta}}=0 .
$$

Use of (2.40) shows that

$$
\int_{0}^{t_{\delta}}\left|\dot{\gamma}_{\delta}\right| \nabla T\left(\gamma_{\delta}\right) \cdot \frac{\partial k}{\partial s}\left(\tilde{s}_{\delta}, t\right)+\left(T\left(\gamma_{\delta}\right)+\delta\right) \frac{\dot{\gamma}_{\delta}}{\left|\dot{\gamma}_{\delta}\right|} \frac{\partial}{\partial t}\left(\frac{\partial}{\partial s} k\left(\tilde{s}_{\delta}, t\right)\right) d t=0 .
$$

Integrating by parts yields

$$
\begin{align*}
\int_{0}^{t_{\delta}}\langle | \dot{\gamma}_{\delta} \left\lvert\, \nabla T\left(\gamma_{\delta}\right)-\frac{d}{d t}\left(\left(T\left(\dot{\gamma}_{\delta}\right)+\delta\right) \frac{\dot{\gamma}_{\delta}}{\left|\dot{\gamma}_{\delta}\right|}\right)\right. & \left., \frac{\partial k}{\partial s}\left(\tilde{s}_{\delta}, t\right)\right\rangle d t  \tag{2.43}\\
& \left.+\frac{\left(T\left(\gamma_{\delta}(t)\right)+\delta\right)}{\left|\dot{\gamma}_{\delta}(t)\right|}\left\langle\dot{\gamma}_{\delta}(t), \frac{\partial k}{\partial s}\left(\tilde{s}_{\delta}, t\right)\right\rangle\right]_{0}^{t_{\delta}}=0 .
\end{align*}
$$

Since $\gamma_{\delta}$ solves (2.35), the integral in (2.43) vanishes. From (2.41) and (2.42) follows

$$
\frac{\partial k}{\partial s}\left(\tilde{s}_{\delta}, 0\right)=\alpha^{\prime}\left(\tilde{s}_{\delta}\right)
$$

and

$$
\frac{\partial k}{\partial s}\left(\tilde{s}_{\delta}, t_{\delta}\right)=\frac{\partial}{\partial s}\left(\gamma_{\delta}\left(t_{\delta}\right)\right)=0 .
$$

Then (2.43) implies

$$
\frac{\delta}{\left|\dot{\gamma}_{\delta}(0)\right|}\left\langle\dot{\gamma}_{\delta}(0), \alpha^{\prime}\left(\tilde{s}_{\delta}\right)\right\rangle=0 .
$$

Since

$$
\left\langle\alpha^{\prime}\left(\tilde{s}_{\delta}\right), \nabla \boldsymbol{T}\left(\alpha\left(\tilde{s}_{\delta}\right)\right)\right\rangle=\mathbf{0},
$$

we have

$$
\dot{\gamma}_{\delta} \| \nabla T\left(\gamma_{\delta}\right) \text { at } t=0 .
$$

Choosing a family of curves with a variable endpoint along $\Gamma_{2}$ yields the corresponding condition at $t=t_{\delta}$, and (2.39) is established.

In order to assert the existence of a distance-minimizing geodesic between $\Gamma_{1}$ and $\Gamma_{2}$ for the metric $d_{T}$ defined by (2.13), one must pass to the limit as $\delta \rightarrow 0$ along $\left\{\gamma_{\delta}\right\}$. The following lemma establishes the compactness necessary to obtain a subsequential limit curve.

Lemma 6. Let $s_{\delta}$ be the Euclidean arc-length of $\gamma_{\delta}$. Then there exists $c_{1}>0$, independent of $\delta$, such that $s_{\delta}<c_{1}$ for all $\delta$.

The proof of Lemma 6, which we present later, relies on Lemmas 7 and 8 below. Lemma 7 gives uniform bounds on the arc-length of $\gamma_{\delta}$ when the curve is near $\Gamma_{1}$ or $\Gamma_{2}$. We then show in Lemma 8 that once $\gamma_{\delta}$ departs from the boundaries, it never again comes too close. This conclusion supplies a bound on the arclength of the middle piece of $\gamma_{\delta}$.

Assume $\gamma_{\delta}:\left[0, s_{\delta}\right] \rightarrow \overline{\mathscr{D}}$ is parametrized by Euclidean arc-length. To analyze $\gamma_{\delta}$ near $\Gamma_{1}$, we introduce local coordinates $(u, v)$ in a tubular neighborhood of $\Gamma_{1}$ :

$$
\begin{equation*}
y=\left(y_{1}, y_{2}\right)=M(u, v):=\alpha(u)+v n(u) \tag{2.44}
\end{equation*}
$$

Here $\alpha:\left[0, L_{1}\right] \rightarrow \Gamma_{1}$ is taken be to parametrized by Euclidean arc-length and $n(u)$ is the unit normal to $\Gamma_{1}$ at $\alpha(u)$, pointing into $\mathscr{D}$. Since $\partial \mathscr{D}$ is smooth and compact, a uniform interior disk condition holds along $\partial \mathscr{D}$ : for each $y \in \partial \mathscr{D}$, there is a disk $D_{y}$ of radius $r_{y}$ such that

$$
\bar{D}_{y} \cap\left(R^{2} \backslash \mathscr{D}\right)=y
$$

and such that $\inf _{y \in \partial \mathscr{Q}} r_{y}=\mu$ for some $\mu>0$. In particular, for all $y \in \partial \mathscr{D}$,

$$
\begin{equation*}
|k| \leqq \frac{1}{\mu} \tag{2.45}
\end{equation*}
$$

where $k=k(u)$ represents the curvature of $\partial \mathscr{D}$ at $y$. The coordinate map $M$ defined by (2.44) is a $C^{2}$-diffeomorphism for $0<v<\mu$. (See [10], Appendix A, as well as [19]).

In this neighborhood of $\Gamma_{1}$, let $z_{\delta}(s)=\left(u_{\delta}(s), v_{\delta}(s)\right)$ and define $\tilde{T}$ by

$$
\begin{equation*}
M\left(z_{\delta}(s)\right)=\gamma_{\delta}(s) \tag{2.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{T}(u, v)=T(M(u, v)) \tag{2.47}
\end{equation*}
$$

Consider the function $\lambda_{\delta}: \boldsymbol{R} \rightarrow \boldsymbol{R}$ given by

$$
\begin{equation*}
\lambda_{\delta}(s)=\frac{\dot{u}_{\delta}(s)}{\dot{v}_{\delta}(s)} \tag{2.48}
\end{equation*}
$$

in which the superior dots indicate differentiation with respect to $s$. The quantity $\lambda_{\delta}$ measures the tangential speed of $\gamma_{\delta}$ relative to the normal speed with respect to $\Gamma_{1}$. Thus $\lambda_{\delta}$ small means that $\gamma_{\delta}$ is progressing efficiently away from $\Gamma_{1}$ towards $\Gamma_{2}$. The following lemma enables us to bound the arc-length near $\Gamma_{1}$.

Lemma 7. There exists a number $c_{2} \in(0, \mu)$, independent of $\delta$, such that

$$
\begin{equation*}
\left|\lambda_{\delta}(s)\right| \leqq \frac{1}{2} \quad \text { for } 0 \leqq s \leqq \min \left\{s: v_{\delta}(s)=c_{2}\right\} . \tag{2.49}
\end{equation*}
$$

This estimate is needed to prove

Lemma 8. There is a positive number $c_{3}$ independent of $\delta$ such that

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{\delta}(s), \Gamma_{1}\right) \geqq c_{3}, \tag{2.50}
\end{equation*}
$$

provided $s \geqq \min \left\{s: \operatorname{dist}\left(\gamma_{\delta}(s), \Gamma_{1}\right)=c_{2}\right\}$, where "dist" refers to Euclidean distance.

Proof of Lemma 7. The proof of Lemma 7 is split into three steps: first, we derive a differential equation satisfied by $\lambda_{\delta}$; then we use this to obtain a differential inequality; finally, we integrate this inequality to obtain (2.49).

Step 1. To derive a differential equation for $\lambda_{\delta}$, note first that $\lambda_{\delta}(0)=0$ since (2.44), (2.46) imply

$$
\begin{equation*}
\dot{\gamma}_{\delta}(s)=\dot{u}_{\delta}(s) \alpha^{\prime}\left(u_{\delta}(s)\right)+v_{\delta}(s) \dot{u}_{\delta}(s) n^{\prime}\left(u_{\delta}(s)\right)+\dot{v}_{\delta}(s) n\left(u_{\delta}(s)\right) \tag{2.51}
\end{equation*}
$$

By (2.39), $\dot{\gamma}_{\delta}(0)$ is orthogonal to $\alpha^{\prime}\left(u_{\delta}(0)\right)$, while $v_{\delta}(0)=0$, so that

$$
0=\left\langle\dot{\gamma}_{\delta}(0), \alpha^{\prime}\left(u_{\delta}(0)\right)\right\rangle=\dot{u}_{\delta}(0)\left\langle\alpha^{\prime}\left(u_{\delta}(0)\right), \alpha^{\prime}\left(u_{\delta}(0)\right)\right\rangle=\dot{u}_{\delta}(0),
$$

the primes denoting differentiation with respect to $u$.
It then follows from (2.48) that $\lambda_{\delta}$ solves the initial value problem

$$
\begin{gather*}
\dot{\lambda}_{\delta}=\frac{\dot{v}_{\delta} \ddot{u}_{\delta}-\dot{u}_{\delta} \ddot{v}_{\delta}}{\left(\dot{v}_{\delta}\right)^{2}}=\frac{\ddot{u}_{\delta}}{\dot{v}_{\delta}}-\lambda \frac{\ddot{v}_{\delta}}{\dot{v}_{\delta}},  \tag{2.52}\\
\lambda_{\delta}(0)=0 .
\end{gather*}
$$

Now, since $\gamma_{\delta}$ is an extremal for the functional $L_{\delta}, z_{\delta}$ must be an extremal for the functional

$$
z \rightarrow \int_{i_{1}}^{t_{2}}(\tilde{T}(z)+\delta)\left|\frac{d}{d t} M(z(t))\right| d t
$$

Setting the first variation equal to zero, we obtain the Euler-Lagrange equation

$$
\left|\dot{M}\left(z_{\delta}\right)\right| \nabla \tilde{T}\left(z_{\delta}\right)=\frac{d}{d s}\left(\left(\tilde{T}\left(z_{\delta}\right)+\delta\right) \frac{\dot{M}\left(z_{\delta}\right)}{\left|\dot{M}\left(z_{\delta}\right)\right|}\right) J_{M}\left(z_{\delta}\right)
$$

where $\dot{M}\left(z_{\delta}\right)=\frac{d}{d s} M\left(z_{\delta}(s)\right)$ and $J_{M}$ is the Jacobian matrix of the coordinate map $M$. Since $\left|\dot{M}\left(z_{\delta}\right)\right|=|\dot{\gamma}|=1$, the equation reduces to

$$
\nabla \tilde{T}\left(z_{\delta}\right)=\frac{d}{d s}\left(\left(\tilde{T}\left(z_{\delta}\right)+\delta\right) \dot{M}\left(z_{\delta}\right)\right) J_{M}\left(z_{\delta}\right)
$$

or

$$
\begin{equation*}
\nabla \tilde{T}\left(z_{\delta}\right)=\left\langle\nabla \tilde{T}\left(z_{\delta}\right), \dot{z}_{\delta}\right\rangle \dot{M}\left(z_{\delta}\right) J_{M}\left(z_{\delta}\right)+\left(\tilde{T}\left(z_{\delta}\right)+\delta\right) \ddot{M}\left(z_{\delta}\right) J_{M}\left(z_{\delta}\right) \tag{2.53}
\end{equation*}
$$

Use of (2.46) and (2.51) yields

$$
\ddot{M}\left(z_{\delta}\right)=\ddot{u}_{\delta} \alpha^{\prime}+\ddot{v}_{\delta} n+\left(v_{\delta} \ddot{u}_{\delta}+2 \dot{u}_{\delta} \dot{v}_{\delta}\right) n^{\prime}+\left(\dot{u}_{\delta}\right)^{2} \alpha^{\prime \prime}+v_{\delta}\left(\dot{u}_{\delta}\right)^{2} n^{\prime \prime}
$$

while (2.44) gives

$$
M_{u}\left(z_{\delta}\right)=\alpha^{\prime}\left(u_{\delta}\right)+v_{\delta} n^{\prime}\left(u_{\delta}\right), M_{v}\left(z_{\delta}\right)=n\left(u_{\delta}\right)
$$

Applying the Frenet equations ([9])

$$
\begin{equation*}
\alpha^{\prime \prime}=k n, \quad n^{\prime}=-k \alpha^{\prime} \tag{2.54}
\end{equation*}
$$

we can calculate

$$
\begin{aligned}
& \dot{M}\left(z_{\delta}\right) J_{M}\left(z_{\delta}\right)=\left(\left\langle\dot{M}\left(z_{\delta}\right), M_{u}\left(z_{\delta}\right)\right\rangle,\left\langle\dot{M}\left(z_{\delta}\right), M_{v}\left(z_{\delta}\right)\right\rangle\right) . \\
& \ddot{M}\left(z_{\delta}\right) J_{M}\left(z_{\delta}\right)=\left(\left\langle\ddot{M}\left(z_{\delta}\right), M_{u}\left(z_{\delta}\right)\right\rangle,\left\langle\ddot{M}\left(z_{\delta}\right), M_{v}\left(z_{\delta}\right)\right\rangle\right)
\end{aligned}
$$

In this manner we arrive at

$$
\begin{gather*}
\dot{M}\left(z_{\delta}\right) J_{M}\left(z_{\delta}\right)=\left(\dot{u}_{\delta}\left(1-k v_{\delta}\right)^{2}, \dot{v}_{\delta}\right),  \tag{2.55}\\
\ddot{M}\left(z_{\delta}\right) J_{M}\left(z_{\delta}\right)=\left(\ddot{u}_{\delta}\left(1-k v_{\delta}\right)^{2}-\left(1-k v_{\delta}\right)\left(2 k \dot{u}_{\delta} \dot{v}_{\delta}+k^{\prime} v_{\delta}\left(\dot{u}_{\delta}\right)^{2}\right)\right.  \tag{2.56}\\
\left.\ddot{v}_{\delta}+k\left(\dot{u}_{\delta}\right)^{2}\left(1-k v_{\delta}\right)\right)
\end{gather*}
$$

where

$$
k^{\prime}=\left.\frac{d}{d u}(k(u))\right|_{u=u_{\delta}}
$$

Note that $\alpha \in C^{3}$ assures that the signed curvature $k$ defined by (2.54) is $C^{1}$.
Substituting (2.55), (2.56) into the Euler-Lagrange equation (2.53) and solving for $\ddot{u}_{\delta}$ and $\ddot{v}_{\delta}$, one finds that

$$
\begin{gather*}
\ddot{u}_{\delta}=\frac{\tilde{T}_{u}-\left\langle\nabla \tilde{T}, \dot{z}_{\delta}\right\rangle\left(1-k v_{\delta}\right)^{2} \dot{u}_{\delta}}{\left(\tilde{T}\left(z_{\delta}\right)+\delta\right)\left(1-k v_{\delta}\right)^{2}}+\frac{\omega_{\delta}}{\left(1-k v_{\delta}\right)},  \tag{2.57}\\
\ddot{v}_{\delta}=\frac{\tilde{T}_{v}-\left\langle\nabla \tilde{T}, \dot{z}_{\delta}\right\rangle \dot{v}_{\delta}}{\tilde{T}\left(z_{\delta}\right)+\delta}-k\left(\dot{u}_{\delta}\right)^{2}\left(1-k v_{\delta}\right), \tag{2.58}
\end{gather*}
$$

where

$$
\tilde{T}_{u}=\left.\frac{\partial \tilde{T}}{\partial u}(u, v)\right|_{(u, v)=\left(u_{\delta}, v_{\delta}\right)}, \quad \tilde{T}_{v}=\left.\frac{\partial \tilde{T}}{\partial v}(u, v)\right|_{(u, v)=\left(u_{\delta}, v_{\delta}\right)}
$$

and

$$
\begin{equation*}
\omega_{\delta}:=2 k \dot{u}_{\delta} \dot{v}_{\delta}+k^{\prime} v_{\delta}\left(\dot{u}_{\delta}\right)^{2} . \tag{2.59}
\end{equation*}
$$

Note that the $(u, v)$ coordinates are only defined for $v<\mu$, so that $1-k v_{8}>0$ by (2.45). Thus $\ddot{u}_{\delta}$ is finite. Substitution from (2.57) and (2.58) yields $\dot{\lambda}_{\delta}=\frac{\tilde{T}_{u}-\left\langle\nabla \tilde{T}, \dot{z}_{\delta}\right\rangle\left(1-k v_{\delta}\right)^{2} \dot{u}_{\delta}}{\left(\tilde{T}\left(z_{\delta}\right)+\delta\right)\left(1-k v_{\delta}\right)^{2} \dot{v}_{\delta}}-\lambda_{\delta}\left(\frac{\tilde{T}_{v}-\left\langle\nabla \tilde{T}, \dot{z}_{\delta}\right\rangle \dot{v}_{\delta}}{\left(\tilde{T}\left(z_{\delta}\right)+\delta\right) \dot{v}_{\delta}}\right)+\frac{\omega_{\delta}+\lambda_{\delta} k\left(\dot{u}_{\delta}\right)^{2}\left(1-k v_{\delta}\right)^{2}}{\left(1-k v_{\delta}\right) \dot{v}_{\delta}}$.

Since $\lambda_{\delta}=\dot{u}_{\delta} / \dot{v}_{\delta}$, one arrives at

$$
\begin{equation*}
\dot{\lambda}_{\delta}=\frac{\tilde{T}_{u}}{\left(\tilde{T}\left(z_{\delta}\right)+\delta\right)\left(1-k v_{\delta}\right)^{2} \dot{v}_{\delta}}-\frac{\lambda_{\delta} \tilde{T}_{v}}{\left(\tilde{T}\left(z_{\delta}\right)+\delta\right) \dot{v}_{\delta}}+\frac{\omega_{\delta}+\lambda_{\delta} k\left(\dot{u}_{\delta}\right)^{2}\left(1-k v_{\delta}\right)^{2}}{\left(1-k v_{\delta}\right) \dot{v}_{\delta}} \tag{2.60}
\end{equation*}
$$

This completes step 1.
Step 2. We now estimate the terms on the right side of (2.60) to obtain differential inequalities that control $\lambda_{\delta}$.

From here on we shall restrict our attention to $\left\{s: v_{\delta}(s) \leqq \mu / 2\right\}$, so that (2.45) implies

$$
\begin{equation*}
\frac{1}{2} \leqq 1-k v_{\delta} \leqq \frac{3}{2} . \tag{2.61}
\end{equation*}
$$

According to Taylor's Theorem and (2.61), there are positive constants $c_{4}$ and $v_{1} \leqq \frac{\mu}{2}$, such that
$\left|\frac{\tilde{T}_{u}\left(u_{\delta}, v_{\delta}\right)}{\left(\tilde{T}\left(u_{\delta}, v_{\delta}\right)+\delta\right)\left(1-k v_{\delta}\right)^{2}}\right| \leqq \frac{1}{4}\left|\frac{\tilde{T}_{u}\left(u_{\delta}, 0\right)+O\left(v_{\delta}\right)}{\tilde{T}\left(u_{\delta}, 0\right)+\delta+\tilde{T}_{v}\left(u_{\delta}, 0\right) v_{\delta}+O\left(v_{\delta}^{2}\right)}\right| \leqq c_{4}$
for $0 \leqq v_{\delta} \leqq v_{1}$, since $\tilde{T}\left(u_{\delta}, 0\right)=\tilde{T}_{u}\left(u_{\delta}, 0\right)=0$, while $\quad \tilde{T}_{v}\left(u_{\delta}, 0\right)=\left|\nabla T\left(a_{\delta}\right)\right|$ $\geqq m_{0}$ by (2.6). It also follows from (2.6) that there are positive constants $c_{5}$ and $c_{6}$ satisfying

$$
\begin{align*}
\frac{\tilde{T}_{\nu}\left(u_{\delta}, v_{\delta}\right)}{\tilde{T}\left(u_{\delta}, v_{\delta}\right)+\delta} & =\frac{\tilde{T}_{\nu}\left(u_{\delta}, 0\right)+O\left(v_{\delta}\right)}{\tilde{T}\left(u_{\delta}, 0\right)+\delta+\tilde{T}_{v}\left(u_{\delta}, 0\right) v_{\delta}+O\left(v_{\delta}^{2}\right)} \\
& =\frac{\left|\nabla T\left(a_{\delta}\right)\right|+O\left(v_{\delta}\right)}{\left|\nabla T\left(a_{\delta}\right)\right| v_{\delta}+\delta+O\left(v_{\delta}^{2}\right)}  \tag{2.63}\\
& \geqq \frac{c_{5}}{c_{6} v_{\delta}+\delta}
\end{align*}
$$

for $0 \leqq v_{\delta} \leqq v_{1}$, in which $a_{\delta}:=\gamma_{\delta}(0)$. We emphasize the fact that $v_{1}, c_{4}, c_{5}, c_{6}$ are constants depending on $T$ and its derivatives, but independent of $\delta$.

Using (2.51), the Frenet equations, and the fact that $\gamma_{\delta}$ is parametrized by arc-length, one obtains

$$
\begin{equation*}
\left(\dot{u}_{\delta}\right)^{2}\left(1-k v_{\delta}\right)^{2}+\left(\dot{v}_{\delta}\right)^{2}=1 \tag{2.64}
\end{equation*}
$$

In view of (2.59), this implies the existence of another positive constant, $c_{7}$, independent of $\delta$, such that

$$
\begin{equation*}
\left|\omega_{\delta}\right|<c_{7} \tag{2.65}
\end{equation*}
$$

since $k, k^{\prime}$ are continuous functions on the compact set $\Gamma_{1}$, and hence are bounded.
To establish (2.49), first consider $\lambda_{\delta}$ restricted to

$$
\left\{s: 0 \leqq \lambda_{\delta}\left(s^{\prime}\right) \leqq 1 \text { for all } s^{\prime} \in[0, s]\right\}
$$

This may contain only $s=0$ if $\lambda_{\delta}(s)<0$ for all small $s \neq 0$.
Using the definition of $\lambda_{\delta}$ and (2.64), one is led to

$$
\begin{equation*}
\frac{1}{\dot{v}_{\delta}^{2}}=\left(1+\left(1-k v_{\delta}\right)^{2} \lambda_{\delta}^{2}\right) \tag{2.66}
\end{equation*}
$$

Thus (2.61) leads to

$$
\begin{equation*}
\frac{1}{\dot{v}_{\delta}^{2}} \leqq\left(1+\frac{9}{4} \lambda_{\delta}^{2}\right)<4 \tag{2.67}
\end{equation*}
$$

for $\lambda_{\delta}(s)$ restricted as above. Noting that $\dot{v}_{\delta}(0)=1$ implies $\dot{v}_{\delta}(s)>0$ for the values of $s$ under consideration, one draws from (2.66) that

$$
\begin{equation*}
\frac{1}{\dot{v}_{\delta}} \geqq \dot{v}_{\delta} \tag{2.68}
\end{equation*}
$$

We now apply the preceding estimates to control $\dot{\lambda}_{\delta}$ in (2.60). Estimates (2.61), (2.62), (2.64), (2.65), (2.67) and (2.68) combine to yield an $L^{\infty}$ bound on the first and third terms in (2.60):

$$
\begin{align*}
\frac{\tilde{T}_{u}}{\left(\tilde{T}\left(z_{\delta}\right)+\delta\right)\left(1-k v_{\delta}\right)^{2} \dot{v}_{\delta}}+ & \frac{\omega_{\delta}+\lambda_{\delta} k\left(\dot{u}_{\delta}\right)^{2}\left(1-k v_{\delta}\right)^{2}}{\left(1-k v_{\delta}\right) \dot{v}_{\delta}}  \tag{2.69}\\
& \leqq \frac{c_{4}}{\dot{v}_{\delta}}+\frac{2\left(c_{7}+|k|_{L^{\infty}}\right)}{\dot{v}_{\delta}}<2 c_{4}+4 c_{7}+4|k|_{L^{\infty}}:=c_{8}
\end{align*}
$$

where the last equality defines the positive constant $c_{8}$.
On applying (2.63) and (2.68) to (2.60), one arrives at the desired differential inequality

$$
\begin{equation*}
\dot{\lambda}_{\delta}(s) \leqq-\frac{c_{5} \dot{v}_{\delta}}{c_{6} v_{\delta}+\delta} \lambda_{\delta}(s)+c_{8} \tag{2.70}
\end{equation*}
$$

for $\lambda_{\delta}$ restricted to $\left\{s: 0 \leqq \lambda_{\delta}\left(s^{\prime}\right) \leqq 1\right.$ for all $\left.s^{\prime} \in[0, s]\right\}$.

It could be the case, however, that $\lambda_{\delta}(s) \leqq 0$ as $z_{\delta}$ departs from $\Gamma_{1}$. Entertaining this possibility, consider $\lambda_{\delta}$ restricted to $\left\{s:-1 \leqq \lambda_{\delta}\left(s^{\prime}\right) \leqq 0\right.$ for all $\left.s^{\prime} \in[0, s]\right\}$. Then inequalities (2.67) and (2.68) still apply, and combine with (2.63) and (2.69) to imply the differential inequality

$$
\begin{equation*}
\dot{\lambda}_{\delta} \geqq-\frac{c_{5} \dot{v}_{\delta}}{c_{6} v_{\delta}+\delta} \lambda_{\delta}-c_{8} \tag{2.71}
\end{equation*}
$$

Step 3. We now integrate inequalities (2.70) and (2.71) to obtain (2.49).
First suppose $\lambda_{\delta}$ remains nonnegative as $z_{\delta}$ departs from $\Gamma_{1}$. Then (2.70) applies. Multiplying (2.70) by $\left(c_{6} v_{\delta}+\delta\right)^{c_{5} / c_{6}}$, one has

$$
\frac{d}{d s}\left(\lambda_{\delta}\left(c_{6} v_{\delta}+\delta\right)^{c_{5} / c_{6}}\right) \leqq c_{8}\left(c_{6} v_{\delta}+\delta\right)^{c_{5} / c_{6}}
$$

Since $\lambda_{\delta}(0)=0$, we can use (2.67) and integrate this inequality to find

$$
\begin{aligned}
\lambda_{\delta}(s)\left(c_{6} v_{\delta}(s)+\delta\right)^{c_{5} / c_{6}} & \leqq c_{8} \int_{0}^{s}\left(c_{6} v_{\delta}\left(s^{\prime}\right)+\delta\right)^{c_{5} / c_{6}} d s^{\prime} \\
& <2 c_{8} \int_{0}^{s}\left(c_{6} v_{\delta}\left(s^{\prime}\right)+\delta\right)^{c_{5} / c_{6}} \dot{\delta}_{\delta}\left(s^{\prime}\right) d s^{\prime}
\end{aligned}
$$

Thus one arrives at

$$
\begin{aligned}
\lambda_{\delta}(s)\left(c_{6} v_{\delta}(s)+\delta\right)^{c_{5} / c_{6}} & \leqq \frac{2 c_{8}}{c_{5}+c_{6}}\left[\left(c_{6} v_{\delta}(s)+\delta\right)^{c_{s} / c_{6}+1}-\delta^{c_{5} / c_{6}+1}\right] \\
& \leqq \frac{2 c_{8}}{c_{5}+c_{6}}\left(c_{6} v_{\delta}(s)+\delta\right)^{c_{5} / c_{6}+1}
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
\lambda_{\delta}(s)<\left(\frac{2 c_{8}}{c_{5}+c_{6}}\right)\left(c_{6} v_{\delta}(s)+\delta\right) \tag{2.72}
\end{equation*}
$$

We conclude that if $\lambda_{\delta}(s)$ remains positive as $z_{\delta}$ departs from $\Gamma_{1}$, then

$$
\begin{equation*}
\lambda_{\delta}(s) \leqq \frac{1}{2} \tag{2.73}
\end{equation*}
$$

provided

$$
\delta<\frac{c_{5}+c_{6}}{8 c_{8}} \quad \text { and } 0 \leqq s \leqq \min \left\{s: v(s)=\frac{c_{5}+c_{6}}{8 c_{6} c_{8}} \text { or } v_{\delta}(s)=v_{1}\right\}
$$

If, instead, $\lambda_{\delta}(s)$ remains negative as $z_{\delta}$ departs from $\Gamma_{1}$, the same analysis as before yields

$$
\begin{equation*}
\lambda_{\delta}(s) \geqq-\left(\frac{2 c_{8}}{c_{5}+c_{6}}\right)\left(c_{6} v_{\delta}(s)+\delta\right) \tag{2.74}
\end{equation*}
$$

so that in this case,

$$
\begin{equation*}
\lambda_{\delta}(s) \geqq-\frac{1}{2}, \tag{2.75}
\end{equation*}
$$

provided

$$
\delta<\frac{c_{5}+c_{6}}{8 c_{8}} \quad \text { and } 0 \leqq s \leqq \min \left\{s: v_{\delta}(s)=\frac{c_{5}+c_{6}}{8 c_{6} c_{8}} \text { or } v_{\delta}(s)=v_{1}\right\}
$$

Finally, $\lambda_{\delta}$ might change sign before $v_{\delta}$ reaches the value

$$
\min \left\{\frac{c_{5}+c_{6}}{8 c_{6} c_{8}}, v_{1}\right\}
$$

Thus, there may be one or more positive parameter values $\left\{\tau_{\delta}\right\}$ such that $\lambda_{\delta}\left(\tau_{\delta}\right)=0$, while

$$
v_{\delta}\left(\tau_{\delta}\right)<\min \left\{\frac{c_{5}+c_{6}}{8 c_{6} c_{8}}, v_{1}\right\}
$$

In this case we repeat the preceding argument using (2.70) or (2.71) on each parameter interval between successive zeroes of $\lambda_{\delta}$; depending on the sign of $\lambda_{\delta}$ in each interval, and we again reach eventually the conclusion that $\left|\lambda_{\delta}(s)\right| \leqq \frac{1}{2}$.

Combining (2.73) and (2.75) with the preceding remark, we infer (2.49) with

$$
c_{2}=\min \left\{\frac{c_{5}+c_{6}}{8 c_{6} c_{8}}, v_{1}\right\} .
$$

Proof of Lemma 8. To show that once $\gamma_{\delta}$ departs from $\Gamma_{1}$, it never again comes too close in the sense of (2.50), we suppose otherwise and seek a contradiction. Thus, we suppose that for all positive $\eta<c_{2}$ there exists a $\delta>0$ and a parameter value

$$
\bar{s}_{\delta}>\min \left\{s: \operatorname{dist}\left(\gamma_{\delta}(s), \Gamma_{1}\right)=c_{2}\right\}
$$

such that

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{\delta}\left(\bar{s}_{\delta}\right), \Gamma_{1}\right)=\eta \tag{2.76}
\end{equation*}
$$

If $\gamma_{\delta}$ is to minimize $L_{\delta}$ among all curves joining $\Gamma_{1}$ to $\Gamma_{2}$, then in particular it must yield the lowest value of $L_{\delta}$ calculated between its initial point $a_{\delta}$ and any intermediate point $p$ on its graph, when compared to any other curve joining $\Gamma_{1}$ to $p$. We now construct a competing curve that gives a lower value to $L_{\delta}$ under the hypothesis (2.76).

For each $\eta<c_{2}$ there must exist a constant $\bar{u}_{\delta}$ where

$$
\gamma_{\delta}\left(\bar{s}_{\delta}\right)=M\left(\bar{u}_{\delta}, \eta\right)
$$

Define the competing curve in ( $u, v$ )-coordinates by

$$
\zeta_{\delta}(s):=\left(\bar{u}_{\delta}, s\right) \quad \text { for } 0 \leqq s \leqq \eta
$$
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Then, using (2.44) and the Mean Value Theorem, one has

$$
\begin{aligned}
L_{\delta}\left(\zeta_{\delta}\right) & =\int_{0}^{\eta}\left(\tilde{T}\left(\zeta_{\delta}\right)+\delta\right)\left|\frac{d}{d s} M\left(\bar{u}_{\delta}, s\right)\right| d s \\
& =\int_{0}^{\eta}\left(\tilde{T}\left(\bar{u}_{\delta}, s\right)+\delta\right) d s \\
& =\int_{0}^{\eta} \tilde{T}_{v}\left(u_{\delta}, \xi\left(\bar{u}_{\delta}, s\right)\right) s d s+\delta \eta \quad \text { for } 0 \leqq \xi \leqq \eta .
\end{aligned}
$$

## Hence

$$
\begin{equation*}
L_{\delta}\left(\zeta_{\delta}\right) \leqq \max _{s \in\left[0, c_{2}\right]}\left|\tilde{T}_{v}(u, s)\right| \cdot \frac{1}{2} \eta^{2}+\delta \eta \tag{2.77}
\end{equation*}
$$

On the other hand, the parameter must have values $t_{\delta}^{\prime}, t_{\delta}^{\prime \prime}$, with $0<t_{\delta}^{\prime}<t_{\delta}^{\prime \prime}<\bar{s}_{\delta}$, such that

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{\delta}\left(t_{\delta}^{\prime}\right), \Gamma_{1}\right)=v_{\delta}\left(t_{\delta}^{\prime}\right)=\frac{1}{2} c_{2} \tag{2.78}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dist}\left(\gamma_{\delta}\left(t_{\delta}^{\prime \prime}\right), \Gamma_{1}\right)=v_{\delta}\left(t_{\delta}^{\prime \prime}\right)=c_{2} \tag{2.79}
\end{equation*}
$$

Restricting $\gamma_{\delta}$ to $s \in\left[0, \bar{s}_{\delta}\right]$, we then infer that

$$
\begin{aligned}
L_{\delta}\left(\gamma_{\delta}\right) & =\int_{0}^{\overline{s_{\delta}}} T\left(\gamma_{\delta}(s)\right) d s \\
& \geqq \int_{t_{\delta}^{\prime}}^{t_{\delta}^{\prime \prime}} T\left(\gamma_{\delta}(s)\right) d s \\
& \geqq \min _{c_{2} / 2 \leqq \operatorname{dist}\left(y, \Gamma_{1}\right) \leq c_{2}} T(y)\left(t_{\delta}^{\prime \prime}-t_{\delta}^{\prime}\right) .
\end{aligned}
$$

Thus, because of (2.78) and (2.79),

$$
L_{\delta}\left(\gamma_{\delta}\right) \geqq\left(\min _{\frac{c_{2}}{2} \leqq \operatorname{dist}\left(y, \Gamma_{1}\right) \leqq c_{2}} T(y)\right) \frac{1}{2} c_{2}
$$

since the arc-length of $\gamma_{\delta}$ between $\gamma_{\delta}\left(t_{\delta}^{\prime}\right)$ and $\gamma\left(t_{\delta}^{\prime \prime}\right)$ cannot be less than $v_{\delta}\left(t_{\delta}^{\prime \prime}\right)-$ $v_{\delta}\left(t_{\delta}^{\prime}\right)$.

Comparing (2.77) to this last inequality, one concludes that

$$
\left(\min _{c_{2} / 2 \leq \operatorname{dist}\left(y, \Gamma_{1}\right) \leqq c_{2}} T(y)\right) \frac{1}{2} c_{2} \leqq \max _{s \in\left[0, c_{2}\right]}\left|\tilde{T}_{v}(u, s)\right| \cdot \frac{1}{2} \eta^{2}+\delta \eta
$$

for all $\eta<c_{2}$, if $\gamma_{\delta}$ is to minimize $L_{\delta}$. Finally, choosing $\eta$ sufficiently small, one arrives at a contradiction and (2.50) is proved.

We can now establish a uniform bound on the arc-length of $\left\{\gamma_{\delta}\right\}$.
Proof of Lemma 6. Lemma 7 permits a reparametrization of $z_{\delta}(s)$ with $v_{\delta}$ as the new parameter. A uniform bound on the arc-length of this initial piece of the curves $\left\{\gamma_{\delta}\right\}$ for $0 \leqq v_{\delta} \leqq c_{2}$ is now immediate:

$$
\begin{aligned}
\int_{0}^{c_{2}} \sqrt{1+\left|\frac{d u_{\delta}}{d v_{\delta}}\right|^{2}} d v_{\delta} & =\int_{0}^{c_{2}} \sqrt{1+\left|\lambda_{\delta}\right|^{2}} d v_{\delta} \\
& \leqq \int_{0}^{c_{2}} \sqrt{1+\left(\frac{1}{2}\right)^{2}} d v_{\delta} \\
& =\frac{1}{2} \sqrt{5} c_{2} .
\end{aligned}
$$

The argument leading to Lemma 7 and Lemma 8 can be repeated without alteration to establish estimates analogous to (2.49) and (2.50), valid in a neighborhood of $\Gamma_{2}$.

This leads to the conclusion that for $\gamma_{\delta}:\left[0, s_{\delta}\right] \rightarrow \mathscr{D}$, parametrized by arclength, there are values $s_{\delta}^{*}$ and $s_{\delta}^{* *}$ of the parameter with $0<s_{\delta}^{*}<s_{\delta}^{* *}<s_{\delta}$ such that

$$
\begin{gather*}
s_{\delta}^{*} \leqq \frac{\sqrt{5}}{2} c_{2},  \tag{2.81}\\
s_{\delta}-s_{\delta}^{* *} \leqq \frac{\sqrt{5}}{2} c_{2}, \tag{2.82}
\end{gather*}
$$

$$
\begin{equation*}
\min \left\{\operatorname{dist}\left(\gamma_{\delta}(s), \Gamma_{1}\right), \operatorname{dist}\left(\gamma_{\delta}(s), \Gamma_{2}\right)\right\} \geqq c_{3} \quad \text { for } s_{\partial}^{*} \leqq s \leqq s_{\delta}^{* *} . \tag{2.83}
\end{equation*}
$$

We have yet to obtain a uniform bound on $s_{\delta}^{* *}-s_{\delta}^{*}$, which is the arclength of the middle piece of $\gamma_{\delta}$. Let $l(t)$ be the parametrization of a line segment that minimizes the Euclidean distance between $\Gamma_{1}$ and $\Gamma_{2}$, and let $d$ be its length. Then,

$$
L_{\delta}(\ell) \leqq\left(\max _{y \in \overline{\mathscr{Y}}} T(y)+\delta\right) d \leqq\left(2 \max _{y \in \overline{\mathscr{I}}} T(y)\right) d
$$

On the other hand, by (2.83),

$$
\begin{aligned}
L_{\delta}\left(\gamma_{\delta}\right) & \geqq \int_{s_{\delta}^{*}}^{s_{\delta}^{* *}} T\left(\gamma_{\delta}(s)\right) d s \\
& \geqq\left(\min _{\substack{\operatorname{dist}(t, j) \\
y \in \mathscr{Z}}} \geqq c_{3}\right. \\
& T(y))\left(s_{\delta}^{* *}-s_{\delta}^{*}\right) .
\end{aligned}
$$

Thus $L_{\delta}\left(\gamma_{\delta}\right) \leqq L_{\delta}(l)$ implies the uniform bound

$$
s_{\delta}^{* *}-s_{\delta}^{*} \leqq \frac{\left(2 \max _{y \in \overline{\mathscr{D}}} T(y)\right) d}{\left(\min _{\operatorname{distt}(y, \partial \mathscr{Q}) \geq c_{3}} T(y)\right)} .
$$

Writing $s_{\delta}=s_{\delta}^{*}+\left(s_{\delta}^{* *}-s_{\delta}^{*}\right)+\left(s_{\delta}-s_{\delta}^{* *}\right)$ and using the last inequality together with (2.81), (2.82), we obtain the desired uniform bound on the arclength of $\gamma_{\delta}$. This completes the proof of Lemma 6.

One can now pass to the limit as $\delta \rightarrow 0$.
Lemma 9. There exists a subsequence $\left\{\gamma_{\delta_{j}}\right\}$ converging uniformly to a limit $\underline{\gamma}$, which is a minimizer of (2.9) and satisfies the Euler-Lagrange equation:

$$
|\underline{\dot{\gamma}}| \nabla \boldsymbol{T}(\underline{\gamma})=\frac{d}{d t}\left(T(\underline{\gamma}) \frac{\dot{\gamma}}{|\underline{\dot{\gamma}}|}\right) \quad \text { in } \mathscr{D} .
$$

Proof. Reparametrizing $\gamma_{\delta}$ by setting $t=\frac{s}{s_{\delta}}$, we obtain a sequence of curves $\gamma_{\delta}:[0,1] \rightarrow \mathscr{D}$ which according to Lemma 6 , obeys $\left|d \gamma_{\delta}\right| d t \mid=s_{\delta}<c_{1}$. Applying the Arzelà-Ascoli Theorem, one infers the uniform convergence of a subsequence $\gamma_{\delta_{j}}$, to a Lipschitz-continuous limit $\gamma$.

To see that $\gamma$ does indeed minimize (2.9), let $\bar{\xi}:\left[t_{1}, t_{2}\right] \rightarrow \overline{\mathscr{D}}$ be any Lipschitzcontinuous curve with $\xi\left(t_{1}\right) \in \Gamma_{1}$ and $\xi\left(t_{2}\right) \in \Gamma_{2}$. Since $\gamma_{\delta}$ minimizes $L_{\delta}$, it follows that

$$
L_{\delta}\left(\gamma_{\delta}\right) \leqq L_{\delta}(\xi)=L(\xi)+\delta \int_{t_{1}}^{t_{2}}|\dot{\xi}(t)| d t
$$

so that

$$
\lim _{\delta} \sup _{\delta} L_{\delta}\left(\gamma_{\delta}\right) \leqq L(\xi) .
$$

On the other hand, the uniform convergence of $\left\{\gamma_{\delta_{j}}\right\}$ to $\underline{\gamma}$ implies that

$$
\liminf _{j \rightarrow \infty} s_{\delta_{j}} \geqq|\underline{\dot{\gamma}}(t)| \quad \text { a.e. }
$$

Thus, appealing to Fatou's Lemma, one has

$$
\begin{align*}
\liminf _{j \rightarrow \infty} L_{\delta_{j}}\left(\gamma_{\delta_{j}}\right) & =\liminf _{j} \int_{0}^{1} T\left(\gamma_{\delta_{j}}\right)\left|\dot{\gamma}_{\delta_{j}}(t)\right| d t \\
& \geqq \int_{0}^{1} \liminf _{j} T\left(\gamma_{\delta_{j}}\right) s_{\delta_{j}} d t  \tag{2.84}\\
& \geqq \int_{0}^{1} T(\underline{\gamma})|\underline{\dot{\gamma}}(t)| d t=L(\underline{\gamma}) .
\end{align*}
$$

We conclude that $L(\underline{\gamma}) \leqq L(\xi)$, and so $\underline{\gamma}$ is a minimizer of (2.9).

The regularity of $\gamma$ now follows easily upon introduction of geodesic polar coordinates. Invoking the $L$-minimizing property of $\gamma$ just established, one shows that between any two points of $\gamma$ the curve must in fact coincide with the geodesic joining these points ([8], pg. 2992). Thus $\gamma$ must satisfy the Euler-Lagrange equation for $L$.

Corollary.

$$
\begin{equation*}
\lim _{j \rightarrow \infty} L\left(\gamma_{\delta_{j}}\right)=L(\underline{\gamma}) . \tag{2.85}
\end{equation*}
$$

Proof. Since $\underline{\gamma}$ minimizes $L$ among curves joining $\Gamma_{1}$ to $\Gamma_{2}$, it is immediate that

$$
\liminf _{j \rightarrow \infty} L\left(\gamma_{\delta_{j}}\right) \geqq L(\underline{\gamma}) .
$$

But, since $\gamma_{\delta_{j}}$ minimizes $L_{\delta_{j}}$ and $\underline{\gamma}$ is Lipschitz-continuous, it follows that

$$
\limsup _{j \rightarrow \infty} L\left(\gamma_{\delta_{j}}\right) \leqq \lim \sup L_{\delta_{j}}\left(\gamma_{\delta_{j}}\right) \leqq \lim \sup L_{\delta_{j}}(\underline{\gamma})=L(\underline{\gamma}) .
$$

Hence (2.85) holds.
Having established the existence of a geodesic in the $d_{T}$ metric that joins $\Gamma_{1}$ and $\Gamma_{2}$, we turn to two final results which were needed in Part A. The first is a uniform estimate of the angle $\dot{\gamma}_{\delta}$ makes with $\nabla \boldsymbol{T}\left(\gamma_{\delta}\right)$.

Lemma 10. There are positive numbers $\bar{s}$ and $\bar{m}$, independent of $\delta$, such that $\gamma_{\delta}$ : $[0,1] \rightarrow \mathscr{D}$ satisfies

$$
\begin{equation*}
\left|\left\langle\nabla \boldsymbol{T}\left(\gamma_{\delta}(s)\right), \dot{\gamma}_{\delta}(s)\right\rangle\right| \geqq \bar{m} \quad \text { if } 0 \leqq s \leqq \bar{s} \quad \text { or } \quad 1-\bar{s} \leqq s \leqq 1 \tag{2.86}
\end{equation*}
$$

Proof. This assertion follows from (2.39) together with Lemma 7, which supplies a uniform bound on the amount by which $\gamma_{\delta}$ can stray from the normal direction.

Now consider the function measuring distance to $\Gamma_{1}$ in the $d_{T}$ metric, $h: \mathscr{D}$ $\rightarrow \boldsymbol{R}$ given by

$$
h(y)=\inf _{y_{0} \in \Gamma_{1}} d_{T}\left(y_{0}, y\right) \quad(\operatorname{see}(2.13))
$$

Lemma 11. The function $h$ is a Lipschitz-continuous function on $\mathscr{D}$ satisfying

$$
\begin{equation*}
|\nabla h(y)|=T(y) \text { a.e. } \tag{2.87}
\end{equation*}
$$

Proof. Let $y \in \mathscr{D}$. With the aid of the Hopf-Rinow Theorem one obtains a sequence of curves $\left\{\beta_{\delta}\right\}$ minimizing

$$
\inf _{\substack{\gamma\left(t_{1}\right) \in \Gamma_{1} \\ \gamma\left(t_{2}\right)=y}} L_{\delta}(\gamma) .
$$

Minor modifications of the argument employed to prove Lemmas 6-8 enable one to conclude that $\int_{t_{1}}^{t_{2}}\left|\dot{\beta}_{\delta}\right| d t$ is uniformly bounded in $\delta$, which ensures the
compactness necessary to obtain a limiting geodesic $\beta_{y}(t)$, as in Lemma 9. Thus, for all $y \in \mathscr{D}$, there is a geodesic between $\Gamma_{1}$ and $y$ that minimizes distance in the $d_{T}$ metric.

Now let $y_{1}$ and $y_{2}$ lie in $\mathscr{D}$ and let $\beta_{y_{1}}(t)$ and $\beta_{y_{2}}(t)$ be the corresponding geodesics. Also, let $l(t)=(1-t) y_{1}+t y_{2}$ for $0 \leqq t \leqq 1$. We suppose $y_{1}$ and $y_{2}$ are sufficiently close together that $l(t) \in \mathscr{D}$ for all $t \in[0,1]$. Then,

$$
h\left(y_{1}\right)=L\left(\beta_{y_{1}}\right) \leqq L\left(\beta_{y_{2}}\right)+L(l)=h\left(y_{2}\right)+L(l)
$$

Similarly, $h\left(y_{2}\right) \leqq h\left(y_{1}\right)+L(l)$. Thus,

$$
\begin{aligned}
\left|h\left(y_{2}\right)-h\left(y_{1}\right)\right| & \leqq L(l) \\
& =\int_{0}^{1} T(l(t))\left|y_{2}-y_{1}\right| d t \\
& \leqq|T|_{L^{\infty}(\mathscr{O})}\left|y_{2}-y_{1}\right|
\end{aligned}
$$

so that $h$ is (locally) Lipschitz-continuous and therefore differentiable almost everywhere in $\mathscr{D}$ ([9]).

Now let $y$ be a point of differentiability of $h$ and let $\beta_{y}:[0,1] \in \overline{\mathscr{D}}$ be a geodesic that minimizes distance. Let $\left\{x_{n}\right\} \in \mathscr{D}$ be any sequence converging to $y$ and set $l_{n}(t)=(1-t) y+t x_{n}$ for $t \in[0,1]$. Repeating the argument above, we find that

$$
\frac{\left|h\left(x_{n}\right)-h(y)\right|}{\left|x_{n}-y\right|} \leqq \int_{0}^{1} T\left((1-t) y+t x_{n}\right) d t ;
$$

consequently,

$$
\begin{equation*}
\lim _{x_{n} \rightarrow y} \frac{\left|h\left(x_{n}\right)-h(y)\right|}{\left|x_{n}-y\right|} \leqq T(y) . \tag{2.88}
\end{equation*}
$$

Further, defining the sequence of points $y_{n}=\beta_{y}\left(1-\frac{1}{n}\right)$, we see that $\beta_{y}$ : $\left[0,1-\frac{1}{n}\right] \rightarrow \overline{\mathscr{D}}$ must be a geodesic between $\Gamma_{1}$ and $y_{n}$ that minimizes distance. Therefore, for some $t^{*} \in\left(1-\frac{1}{n}, 1\right)$ using a generalization of the Mean Value Theorem (see e.g. [3]), one has

$$
\begin{aligned}
h(y)-h\left(y_{n}\right) & =\int_{0}^{1} T\left(\beta_{y}(t)\right)\left|\dot{\beta}_{y}(t)\right| d t-\int_{0}^{1-\frac{1}{n}} T\left(\beta_{y}(t)\right)\left|\dot{\beta}_{y}(t)\right| d t \\
& =\int_{1-\frac{1}{n}}^{1} T\left(\beta_{y}(t)\right)\left|\dot{\beta}_{y}(t)\right| d t \\
& =T\left(\beta_{y}\left(t^{*}\right)\right) \int_{1-\frac{1}{n}}^{1}\left|\dot{\beta}_{y}(t)\right| d t
\end{aligned}
$$

Hence

$$
\left|h(y)-h\left(y_{n}\right)\right| \geqq T\left(\beta_{y}\left(t^{*}\right)\right)\left|y-y_{n}\right|
$$

so that

$$
\lim _{n \rightarrow \infty} \frac{\left|h(y)-h\left(y_{n}\right)\right|}{\left|y-y_{n}\right|} \geqq T(y) .
$$

This inequality, together with (2.88), implies (2.87).
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