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THE EFFECT OF INTRASPECIFIC SAMPLE SIZE ON TYPE I AND TYPE II ERROR
RATES IN COMPARATIVE STUDIES
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Abstract. Comparative studies have increased greatly in number in recent years due to advances in statistical and
phylogenetic methodologies. For these studies, a trade-off often exists between the number of species that can be
included in any given study and the number of individuals examined per species. Here, we describe a simple simulation
study examining the effect of intraspecific sample size on statistical error in comparative studies. We find that ignoring
measurement error has no effect on type I error of nonphylogenetic analyses, but can lead to increased type I error
under some circumstances when using independent contrasts. We suggest using ANOVA to evaluate the relative
amounts of within- and between-species variation when considering a phylogenetic comparative study. If within-
species variance is particularly large and intraspecific sample sizes small, then either larger sample sizes or comparative
methods that account for measurement error are necessary.
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Since Darwin and even before, biologists have compared
attributes of groups of organisms to understand how they are
related functionally and evolutionarily. The number of such
comparative studies has increased greatly in recent years due
to advances in statistical and phylogenetic methodologies
(reviewed in Felsenstein 2004).

In an ideal world, researchers would conduct comparative
studies by collecting data on large numbers of individuals
for as many species (or populations, lineages, or other units)
as possible. However, in many cases, constraints on the avail-
ability of time, effort, or resources may limit the total amount
of data that can be collected. As a result, a trade-off will
exist between the number of species that can be included in
any given study and the number of individuals examined per
species.

Because the power of a comparative analysis is a function
of the number of species (Freckleton et al. 2002), many work-
ers are tempted to maximize the number of species, even if
it means measuring few (at the extreme, one) individuals of
each species (e.g., Leal et al. 2002; Patek and Oakley 2003;
Ackerly and Nyffeler 2004; Al-kahtani et al. 2004). Mea-
suring few individuals per species increases the probability
that species’ characteristics will be estimated with error, per-
haps even substantial error.

In nonphylogenetic correlational studies, if the individuals
to be measured are chosen randomly, measurement error
should serve to add noise, and thus should contribute to type
II error (failure to detect a real pattern), rather than to type
I error (detecting a pattern that does not actually exist). None-
theless, many workers are skeptical of significant results
stemming from analyses with low sample size per species.

In phylogenetic comparative analyses, by contrast, mea-
surement error could artifactually lead to the detection of a
relationship that does not actually exist (Martins 1994; Purvis
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and Webster 1999; Felsenstein 2004). For example, using
independent contrasts, measurement error will have the great-
est effect on contrasts between closely related species pairs;
artificially increasing the value of these contrasts for all var-
iables increases the possibility that a relationship would be
detected between the variables when one really does not exist,
increasing type I error (Purvis and Webster 1999; Felsenstein
2004). A number of remedies to this problem have been sug-
gested, and some comparative approaches incorporate mea-
surement error into the statistical model when testing for
relationships among traits (e.g., Lynch 1991; Martins and
Hansen 1997). However, comparative methods that don’t ac-
count for this error, such as independent contrasts (Felsen-
stein 1985), are still commonly used, and the magnitude of
this potential problem has been little explored.

Because the effect of intragroup sample size on compar-
ative analyses, either phylogenetic or nonphylogenetic, has
received little attention, we conducted a simple simulation
study to examine the effect of intraspecific sample size on
comparative studies.

METHODS

We examined the effect of within-species sample size on
type I and type II error rates in between-species comparative
studies, both when species are independent (as might occur
in a variety of statistical designs when groups do not share
similarities with other groups due to historical relationships)
and when they are phylogenetically related. We considered
three parameters: the extent to which two traits are correlated
among species, the extent to which variation is partitioned
within-versus among-species, and the number of individuals
(ranging from one to 20) per species used to estimate mean
values for the two traits.

For a range of combinations of these three conditions (cor-
relation of traits among species, partitioning of variance, and
sample size per species), we conducted both nonphylogenetic
and phylogenetic simulations. We then tested for significant
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FIG. 1. Trees used for phylogenetic simulations: (A) balanced tree, (B) random pure-birth tree, (C) pectinate tree.

linear correlations among the simulated variables. When the
simulated interspecific correlation between traits is zero, then
we are examining the rate of type I error (i.e., detecting a
relationship that does not exist); conversely, when the cor-
relation is nonzero, we are examining the rate at which real
correlations are detected (i.e., the statistical power). The ex-
tent to which making incorrect assumptions about evolu-
tionary relationships can affect inferences such as these has
been explored extensively in the literature (e.g., Martins and
Garland 1991; Ricklefs and Starck 1996; Freckleton et al.
2002; Symonds 2002). We do not address this issue here;
instead, we analyze each simulated dataset according to the
model under which the data was generated, and focus on the
effects of measurement error on these two error rates.

We conducted two types of simulations: nonphylogenetic,
where species values were all determined independently of
each other (corresponding to many situations—both experi-
mental and observational—when the groups under study have
no historical relationship [e.g., Losos et al. 1997; Phelan et
al. 2003]), and phylogenetic simulations. We ran phyloge-
netic simulations on three trees, all including 16 species: one
completely balanced, one completely pectinate, and one ran-
dom tree generated under a pure-birth process by the program
Phyl-O-Gen (Rambaut 2002; Fig. 1). To conduct the simu-
lations we simulated measurements of two characters in a
dataset of 16 species. To explore the effects of different num-
bers of species in the analysis, we also simulated data on
completely balanced trees including four and 32 species. We
did not conduct these additional simulations on pectinate or
random trees because the general patterns we describe do not
depend strongly on tree shape (see below). The total length
(from root to tips) of all phylogenies used was 1.0.

In the simulations, we first generated means for the two
characters for each species. For the nonphylogenetic simu-
lations, these were drawn from a bivariate normal distribution
with mean zero, variance of each character equal to one, and
an expected covariance between characters that varied from
0 to 0.9. For each simulation run, new species means were
drawn. For the phylogenetic simulations, we simulated two
continuous characters under a Brownian motion model with

rate parameter (s2) for each character equal to one, starting
value zero, and an expected evolutionary covariance coeffi-
cient between characters that varied from 0 to 0.9. This model
could correspond to two characters with a given genetic co-
variance evolving under genetic drift (Lande 1979), or to two
genetically independent characters undergoing correlational
selection in a constant direction (Lande and Arnold 1983).

We then simulated taking measurements for 1–20 individ-
uals of each of these species by drawing individual values
from a bivariate normal distribution with mean equal to the
species mean generated above, zero covariance between the
two characters, and equal variance for each character. This
variance differed between runs from 0.0 (100% of the total
variance was among species) to 9.0 (10% of the total variance
was among species). We then calculated the mean of each
character for all individuals in each species and performed
the appropriate correlation analysis. For the phylogenetic
simulations, nonindependence among species reduced the ex-
pected variance among species means to less than one for
each simulated character; to account for this, we calculated
the expected variance among species for each of the trees
under Brownian motion (Martins and Garland 1991) and
scaled the variance due to measurement error accordingly.

For each simulation, we determined the statistical signif-
icance at the P 5 0.05 level for the between-species corre-
lation of the two simulated variables. For the nonphylogenetic
simulation, this was done using standard linear regression.
For the phylogenetic simulations, we determined statistical
significance from the regression of independent contrasts
(forced through the origin) for each simulated trait on that
phylogeny.

For the simulations, we considered several values of each
of the three parameters (interspecific covariance between
characters: 0.0, 0.3, 0.6, 0.9; number of individuals per spe-
cies: 1–20; ratio of between species to total variance: 0.1,
0.3, 0.6, 0.9). For every possible combination of these values,
we ran 1000 simulations and counted the number of times
that a significant interspecific relationship between characters
was found. In cases in which the actual correlation between
characters was zero, this represents type I error; in all other
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FIG. 2. Relationship between number of individuals measured per spe-
cies and the number of times a significant correlation was found, out of
1000, for nonphylogenetic simulations. Lines represent levels of co-
variance between the two characters among species. Individual plots
represent levels of intra- versus interspecific variation, such that for each
character, interspecific variation as a proportion of the total was (A)
10%, (B) 30%, (C) 60%, and (D) 90%.

cases these counts indicate the statistical power of the pro-
cedure to detect the real correlation. All calculations were
carried out using a computer program available from the
authors on request.

RESULTS

When there is no correlation among characters (cov 5 0),
for the nonphylogenetic simulations, the type I error remains
near 5% regardless of how many individuals per species are
measured and the relative variance within versus between
species (Fig. 2A–D). For the phylogenetic simulations, type
I error is slightly elevated when variance within species is
large relative to interspecific variance and sample sizes are
low (1–3 individuals per species; Fig. 3A, B). Although the
general pattern was similar among all three model tree shapes
(balanced, random, and pectinate), the effect was most pro-
nounced for the pectinate phylogeny, producing, in the worst-
case scenario when variance among species is 10% of the
total, a type I error at a 5 0.05 of approximately 0.10 over
a range of sample sizes, with a maximum of 0.17 at n 5 3
(Fig. 3A). In contrast, when most of the variation occurs
among species, then type I error is barely inflated, if at all,
regardless of tree shape (Fig. 3C–D). Including more species
in the simulations did not improve these error rates; in fact,
type I error was generally higher in the 32 taxa simulations
than in the four- and 16-taxa simulations due to increased
power to detect spurious correlations (Fig. 4).

The power to detect correlations increases with the strength
of the correlation (compare different correlation values within
each panel in Figs. 2 and 3), the extent to which overall
variance is distributed among, rather than within, species
(compare, for any given correlation, the power across Figs.
2 or 3 rows A–D), and with the number of species in the
analysis (compare Fig. 3, column 1, with Fig. 4). Finally, at
low to intermediate variance ratios (Figs. 2–4 panels B and
C), increasing intraspecific sample size increases statistical
power. When almost all variation is among species (Figs. 2–
4 panel D), then statistical power is maximized even with a
sample size of one or very few individuals; conversely, when
almost all variation is within species (Figs. 2–4 panel A),
then statistical power is extremely low regardless of sample
size. These last results do not depend on the type of analysis
(phylogenetic or nonphylogenetic) or tree balance.

DISCUSSION

As expected, small intraspecific sample size has no effect
on type I error of nonphylogenetic analyses. In contrast, ig-
noring measurement error when using independent contrasts
could lead to increased type I error. However, our simulations
have shown that this is not a particularly strong effect as
long as either interspecific repeatabilities are high or sample
sizes are not extremely small. Maximum type I error was
17% in a case of extremely variable species with low sample
sizes on a pectinate phylogeny. As long as interspecific re-
peatability is 60% or greater, the type I error was never great-
er than 10%. The implication of these findings is that sig-
nificant results are generally not called into question unless
sample sizes are very small and variation within species rel-
ative to that between species is quite large. Even if only one
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FIG. 3. Relationship between number of individuals measured per species and the number of times a significant correlation was found,
out of 1000, for phylogenetic simulations on 16-species trees. Lines represent levels of covariance between the two characters among
species. Rows represent levels of intra- versus interspecific variation, such that for each character, variation among species as a proportion
of the total was (A) 10%, (B) 30%, (C) 60%, and (D) 90%.

individual is measured per species, as long as variation among
species is more than half of the total variation in the dataset,
type I error appears to be satisfactory (at least for the pa-
rameters and phylogenies we considered). Conversely, non-
significant results may be the result of low power (type II

error) when sample sizes are small or species are extremely
variable.

Adding more species to the analysis is not the solution to
this problem; in fact, when there is a relatively large amount
of measurement error in the dataset, adding more species
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FIG. 4. Relationship between number of individuals measured per species and the number of times a significant correlation was found,
out of 1000, for phylogenetic simulations using four-taxon and 32-taxon trees. Lines represent levels of covariance between the two
characters among species. Rows represent levels of intra- versus interspecific variation, such that for each character, variation among
species as a proportion of the total was (A) 10%, (B) 30%, (C) 60%, and (D) 90%.

increases the type I error rate (Fig. 4, column 2). However,
under some circumstances, increasing sample sizes by a few
individuals per species can lead to a large increase in statis-
tical power. For example, for a study of 16 species on a
balanced phylogenetic tree where interspecific repeatability

is 0.3 and the true covariance of the characters is 0.9, mea-
suring one individual per species will detect the correlation
about 30% of the time, whereas using five individuals per
species will increase the probability of a significant corre-
lation to 90%.



2710 BRIEF COMMUNICATIONS

For those planning a comparative study, these simulations
suggest some recommendations. First, maximizing intraspe-
cific sample size to the extent possible is generally worth-
while. An important consideration that modifies this rec-
ommendation is the extent to which species overlap in trait
values. If species in the study tend to be very distinctive such
that little overlap exists (i.e., variance distributed among,
rather than within, species), then the statistical power of anal-
yses will be great, even with small sample sizes.

Of course, in many cases researchers will not know how
variance is distributed a priori. However, to the extent that
researchers are aware of great differences among species,
then they may be more comfortable with using small intra-
specific sample sizes. Similarly, evaluators may place greater
credence in nonsignificant results when the variance is shown
to reside mostly among species. One approach may be to
carry out a preliminary study on a small subset of species
that represent a sample of those to be included in a com-
parative study. By measuring more than one individual for
these species, and then carrying out an ANOVA with species
as factors, the R2 is an estimate of the proportion of total
variation that is between species. The plots included here can
then be used to get a general idea of the sample sizes needed
to have acceptable levels of type I error and statistical power.
Because these results do not seem to depend strongly on tree
balance, these plots may be valid for a wide range of phy-
logenetic trees. If the investigator finds that the relative var-
iation within species is high, and sample sizes cannot be made
large enough to avoid problems with type I error, we suggest
using comparative methods that account for measurement
error, such as the GLM framework (Martins and Hansen
1997).

We think that these simulations identify, in general, the
conditions under which comparative results are suspect.
These recommendations must be treated conservatively, how-
ever, because the simulations presented here represent a first
attempt to quantify the effect of measurement error on com-
parative statistical studies. Our simulations represent only a
small subset of possibilities in terms of the distribution of
variation in a group of species. Furthermore, we have used
only three model phylogenetic trees for our simulations. Real
trees include a much wider range of topologies and branch
lengths than analyzed here. One factor that is of particular
importance for statistical error in comparative analyses is the
length of terminal branches on the phylogenetic tree. If the
tree includes two or more very short tip branches, then these
results should be used with caution, because contrasts in-
volving such branches can be greatly inflated by measurement
error (Purvis and Webster 1999, Felsenstein 2004). If these
contrasts are not identified as outliers, they can lead to greatly
inflated type I error (results not presented). This emphasizes
the need for diagnostic tests of independent contrasts (e.g.,
Garland et al. 1992) to identify such outliers prior to carrying
out any statistical tests.

In an ideal world, researchers would always have large
intraspecific sample sizes. In the real world, however, the
results of these simulations can provide guidance concerning

when sample size is likely to affect the interpretation of com-
parative analyses.
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