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The effect of orthographic

similarity on lexical retrieval:

Resolving neighborhood conflicts

SALLY ANDREWS
University ofNew South Wales, Sydney, New South Wales, Australia

This paper reviews recent research on the effects of orthographic neighbors on visual word recog­
nition in order to resolve apparently contradictory findings, The review reveals that the empirical ev­
idence is not as contradictory as has been claimed. Neighbors have consistently been reported to fa­
cilitate responses to words in naming and lexical decision tasks. Inhibitory effects of neighbors
appear to arise from sophisticated guessing strategies in the perceptual identification task or lexical
decision strategies adopted in unusual stimulus environments. For English words, there is minimal
evidence of competitive influences on lexical retrieval due to higher frequency neighbors. Such ef­
fects are more common in such languages as French and Spanish, perhaps because they embody a
more consistent relationship between orthography and phonology. These findings provide important
constraints on assumptions about the form of lexical representations and the parallel activation
mechanisms assumed to underlie lexical retrieval.

The aims ofthis paper were to review recent research on

the effects of orthographic neighborhood structure on

tasks requiring word identification and to consider the im­

plications of this evidence for models of visual word­
recognition. The review was stimulated by the fact that re­

cent research appears to yield contradictory evidence about

how orthographic neighbors affect the word-recognition

process. It is important to resolve this contradiction, be­

cause neighborhood effects provide critical evidence about

lexical retrieval and selection processes. To anticipate the

outcome ofthe review, it appears that the conflict in the ex­

isting evidence is more apparent than real. Although there

have been some divergent outcomes, particularly when the

lexical decision task (LDT) is used, in almost all cases there

is an obvious systematic difference between the experi­

ments, yielding contradictory results. In this sense, the de­

terminants of particular effects of neighborhood structure

are clear, although the interpretation of these effects re­

mains controversial.

THE ISSUES

Neighborhood Size and Neighbor Frequency
Twenty years ago, as part of an investigation of lexical

access procedures, Coltheart, Davelaar, Jonasson, and
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Besner (1977) reported the effects of manipulating an or­
thographic similarity metric they labeled as "N." N is a

measure suggested by Landauer and Streeter (1973) to de­

fine the number ofclose neighbors ofa stimulus and refers
to the number of words that can be created by changing

a single letter of a target word. For example, sand has

many neighbors, including band, send, said, and sank,

while club has only one neighbor-elue. Using the LDT,

Coltheart et al. found that high-N nonwords were classi­

fied more slowly than nonwords with few word neighbors,

but that N had no effect on performance for words. They

interpreted this result as being consistent with logogen­
style activation frameworks (Morton, 1970) in which the

strength ofactivation in individuallogogens is determined

by sensory input and is insensitive to activity in other 10­
gogens. N effects on nonword classification were attrib­

uted to a decision mechanism sensitive to overall lexical

activation.

Interest in the effects of neighborhood structure was re­

vived by two papers published in 1989 that reported ap­

parently contradictory findings. I reported that N did af­
fect responses to words in both lexical decision and naming

tasks when the stimuli were selected to orthogonally ma­

nipulate N and word frequency (Andrews, 1989). In con­

trast to the inhibitory effect of N on nonword classifica­
tions, high N was associated with better performance for

words in both tasks. The N effect occurred only for low­

frequency words in the LDT, while the naming task showed

the same tendency toward a larger effect ofN for low- than
for high-frequency words but no significant interaction

between N and frequency.

Simultaneously, Grainger, O'Regan, Jacobs, and Segui

(1989) reported investigations ofthe conjoint effects ofthe
number and frequency of orthographic neighbors. They
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found that, regardless of the number of neighbors, both

lexical decision latencies and eye-fixation durations were

longer to words with at least one high-frequency neigh­
bor. These results conflict with Andrews both directly, by

failing to find a systematic relationship between number
of neighbors and lexical classification performance, and

indirectly, by finding that words with a higher frequency

neighbor are classified more slowly, even though such
words are likely to have a larger number ofneighbors than

are words with no higher frequency neighbors.

Since these initial contradictory findings, at least 15 pa­
pers have been published investigating the effects ofneigh­

borhood size and/or frequency on tasks requiring identifi­

cation of single words.These are summarized in the section

entitled The Evidence. The attention to this issue is not

simply a function of the empirical conflict; rather, it re­

flects the centrality of neighborhood similarity effects to

evaluation of current models of word recognition.

Lexical Retrieval and Selection

The issue of how a target representation is selected

from lexical memory has been critical to models ofvisual

word recognition. Because words are constructed from a

small set offeatures and letters, a target word will often be

similar to many lexical representations. Retrieval there­
fore requires selecting the target representation from al­

ternative lexical candidates. Two major metaphors have

been used to describe the selection process in lexical re­

trieval. Search/verification models (Forster, 1976; Paap,

Newsome, McDonald, & Schvaneveldt, 1982) assume
that a subset oflexical representations is defined by some

means, and that each item in that set is then subjected to a

detailed verification process to achieve lexical identifica­

tion. Parallel activation models assume that all similar lex­
ical representations are activated by input from lower level

sublexical representations such as features and letters. To

allow selection between the multiple lexical representa­
tions that may become active, the interactive activation

version of this framework (McClelland & Rumelhart,

1981) that has dominated recent discussions, assumes that

lateral inhibition operates between activated word neigh­

bors to achieve a "survival of the fittest" outcome. The

lexical representation in which activation first exceeds

identification threshold is identified as the target.
Both verification and lateral inhibition mechanisms for

achieving selection between similar words predict that

neighbors will have an inhibitory effect on performance.
In verification models, this is because words with more

neighbors will yield larger verification sets. Verification

is assumed to operate serially and in order of word fre­
quency, so words with large neighborhoods will be iden­

tified more slowly, particularly ifthey havehigher frequency
neighbors (Paap & Johansen, 1994). Lateral inhibitory

mechanisms lead to competition between activated neigh­

bors, which retards the growth of activation in the target
representation and delays identification, although, in the

interactive activation model, this inhibition may be offset

by excitatory feedback between different levels of repre­
sentation (Andrews, 1989).

Because theories of word recognition have been so

dominated by these metaphors for lexical selection, re­
searchers have been reluctant to accept evidence that is in­

compatible with their expectation that competing neighbors

will interfere with performance, and even more reluctant
to believe that similar neighbors may actually facilitate

lexical retrieval. Thus, theoretical intuition has fueled the

search for inhibitory effects ofneighborhood size and fre­
quency, and alternative explanations of the observed fa­

cilitatory effects of neighborhood size have been sought

that attribute them to some "task-specific" process that

does not undermine the assumption that lexical retrieval

involves a competitive process (e.g., Grainger & Jacobs,

1996; Jacobs & Grainger, 1992; Johnson & Pugh, 1994).

The conviction that neighbors will compete for identi­

fication was reinforced by a computational implementa­

tion of the interactive activation model that confirmed the
intuitions derived from conceptual versions of the frame­

work. Jacobs and Grainger (1992) reported that a semi­

stochastic implementation of the model, based on the pa­

rameters used by McClelland and Rumelhart (1981) to

simulate letter identification performance, yielded longer

identification times for words with higher frequency
neighbors than for items with no such neighbors. Jacobs

and Grainger (1992) agued that the compatibility between

the interactive activation simulation data and the empiri­

cal evidenceofinhibitory effectsofneighbor frequency con­

firms the model's assumption of interword competition

and implies that facilitatory effects of neighborhood size

such as those observed by Andrews (1989, 1992) reflect
"situations in which the fluent word recognition process is

perturbed" and performance must be based on "strategic

long-term and serial processes ... [which are] beyond the

scope of the model" (Jacobs & Grainger, 1992, p. 1185).

Clearly, this attempt to resolve the empirical contradic­
tion with simulation data is circular. The theoretical ratio­

nale for the prediction and interpretation of inhibitory ef­

fects of neighbor frequency was derived from the model's

lateral inhibition assumptions. The confirmation that a

computational implementation of the model can, indeed,

simulate the conceptual prediction validates the predic­

tion but does not provide any independent basis for con­

cluding that the model-compatible data are the more valid
reflection of "normal" word-identification processes.

Moreover, Jacobs and Grainger's (1992) simulation data

reflect only one ofa multiplicity of possible outcomes of

the interactive activation model that depend on the partic­

ular parameter set employed. Coltheart and Rastle (1994)
reported simulations of Coltheart, Curtis, Atkins, and

Haller's (1993) dual-route cascade (DRC) model in which

the lexical procedure consists ofa modified interactive ac­
tivation network. Using a set ofparameters determined by

attempting to simultaneously simulate a number of word­

recognition phenomena, they successfully reproduced fa­
cilitatory effects of neighborhood size. Thus, depending



on the particular parameters used and the larger context in

which the interactive activation network is embedded, a

model including competitive lateral inhibition is capable

of simulating either facilitatory effects of neighborhood

size or inhibitory effects of neighbor frequency.

Grainger and Jacobs (1996) have proposed a possible

resolution to this ambiguity by adding an additional para­

meter to the interactive activation model that reflects

summed lexical activity.A word with many activated neigh­

bors will yield higher overall lexical activity, so, in con­

trast to the dampening effect of competing neighbors on

activation ofthe individual target-word detector, neighbor

activation will increase the value of the summed activity

metric. Grainger and Jacob's "multiple-readout model"

assumes that, depending on specific stimulus and task pa­

rameters, subjects' responses can be based on either this

overall activity criterion or on the activity associated with

an individual word detector as proposed in the original

version of the model (McClelland & Rumelhart, 1981).

Thus, Grainger and Jacobs claim that the apparent contra­

dictions within the empirical literature can be explained

by differences in the strategies invoked by particular task

contexts and that these different outcomes can be accom­

modated within a single interactive activation framework.

Lexical Identification Tasks

Consideration ofthe particular task used to assess word

identification is central to evaluating the role of neigh­

borhood activation in lexical retrieval. Effects of neigh­

borhood structure have now been investigated in a wide

variety oftasks and using a number ofdependent measures

ranging from the standard measures of reaction time and

accuracy to measures of eye-fixation duration (Grainger

et aI., 1989)and event-related potential waveforms (Michie,

Coltheart, Langdon, & Haller, 1994).

The question of what task provides the "purest" mea­

sure oflexical retrieval is controversial. The identification

tasks that dominated early research on word recognition

fell into disfavor as researchers demonstrated that the ac­

curacy measures obtained in such tasks reflected a variety

of sophisticated guessing strategies that could obscure

lexical retrieval processes (e.g., Massaro, Taylor, Venezky,

Jastrzembski, & Lucas, 1980). Although the LDT was ini­

tially touted as a pure measure of the processes required

to access a lexical representation (e.g., Forster, 1976; Ru­

benstein, Garfield, & Millikan, 1970), it too has fallen

victim to the charge that performance reflects strategic

decision-related processes rather than "normal" retrieval

(e.g., Balota & Chumbley, 1984; Gordon, 1983). Word­

naming tasks have gained in popularity because they re­

quire a practiced skill that is, at least sometimes, part of

the normal reading process. But the fact that many stim­

uli can be accurately pronounced without lexical retrieval

means that naming data may also be an unreliable index of

lexical retrieval (Coltheart, 1978). Concern with tapping

the retrieval processes underlying normal language use

has led researchers to argue for the use of semantic cate­

gorization tasks that require retrieval of lexical semantics

RESOLVING NEIGHBORHOOD CONFLICTS 441

(Balota & Chumbley, 1984); however, they too are subject

to strategic influences (Monsell, Doyle, & Haggard, 1989).

The fact that all ofthese methods ofgaining insight into

lexical retrieval processes may be contaminated by pro­

cesses that are specific to the particular task requirements

suggests that the solution lies in seeking evidence ofcon­

vergence in the data obtained across different task contexts

(Andrews, 1989, 1992). All of the tasks mentioned above

can involve lexical retrieval, but they all allow or require

other processes as well. Thus, evidence that a variable in­

fluences lexical retrieval is provided by the fact that it ex­

erts similar effects across a variety of tasks, combined

with an explanation ofhow that effect is modulated by the

processes specific to particular tasks.

Grainger and Jacobs's (1996) model is explicitly for­

mulated to account for cross-task differences in the effects

of neighborhood structure across tasks, but has so far

been explicitly extended only to perceptual identification

and lexical decision tasks. The present review summarizes

the data obtained in all of the major tasks used to assess

the effects of neighborhood size and frequency on the

speed and accuracy of word identification to provide a

comprehensive summary of the evidence. This summary

provides the basis for determining which, if any, empiri­

cal contradictions need to be resolved by different theo­

retical accounts.

A final task-related issue that needs to be mentioned

concerns the distinction between single-word and priming

paradigms. The three investigations ofneighborhood struc­

ture described so far all used single-word paradigms (An­

drews, 1989; Coltheart et aI., 1977; Grainger et aI., 1989).

In such paradigms, the conclusion that performance is

sensitive to the number or frequency ofneighbors is an in­

ference that rests on the assumption that the stimulus sets

selected to differ on a particular neighborhood metric do

not differ systematically on any other dimension relevant

to word identification. That is, the claim that performance

differences between words with different neighborhood

structures-whether facilitatory or inhibitory-reflect the

impact of neighbor activation can never be directly vali­

dated, because single-word paradigms provide no means

of indexing activated neighbors. Accepting such a con­

clusion requires accepting that the difference in neighbor­

hood structure is the only systematic difference between

the stimulus sets, and therefore that neighbor activation

provides the only plausible account of the observed out­

come. For example, Grainger and Segui (1990) claimed that

Andrews's (1989) apparent effects of neighborhood size

might actually be due to differences in bigram frequency

that were confounded with N, and so may not provide ev­

idence for the influence of lexical neighbors. Andrews

(1992) countered this claim by demonstrating that facili­

tatory effects ofN were still evident when high- and low­

N stimuli were matched on bigram frequency, ruling out

the alternative orthographic redundancy interpretation.

This difficulty in interpretation is the familiar problem

of establishing the internal validity of an experimental

outcome. Since words vary on a wide variety of dimensions,
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there are always a range of possible hypotheses as to the

basis of differences between performance for two differ­

ent sets of words. The validity of a particular conclusion

can be evaluated only through a logical evaluation of the

plausibility of alternative explanations. Priming para­
digms provide a potential solution to this dilemma be­

cause they allow estimates of the effect ofa particular ex­

perimental manipulation to be derived from responses to
exactly the same target items when preceded by different

prime stimuli. By this means, covarying attributes of the

target are held constant and cannot provide an explanation
ofdifferential outcomes for different conditions. Reflect­

ing the increase in internal validity that results from this

design, priming paradigms are a popular technique for in­

vestigating factors influencing word recognition, includ­

ing the effects ofneighborhood structure (e.g., Colombo,

1986; Forster & Davis, 1984; Segui & Grainger, 1990).

The priming paradigm is particularly appealing in the con­

text of investigations of neighbor activation because pre­
senting a prime stimulus that is a neighbor of the target

seems to provide a relatively direct analogue of the coac­

tivation of neighbors that is presumed to occur in parallel

activation models.
This analogy is seductive, but potentially misleading.

Priming paradigms can provide insight into how coactiva­

tion of a neighbor might influence activation of a target

representation, but they do not allow for the conclusion that

neighbors are activated by presentation of a single target

word and exert an influence on target retrieval. Moreover,

presenting a neighbor as a prime means that the lexical

system receives sensory information consistent with both

the target and its neighbor. This is clearly not the case

when a target word alone elicits activation of a neighbor

representation. The consequences of coactivation in the
priming paradigm are not, therefore, necessarily relevant

to whatever coactivation occurs in response to a single tar­

get word. Finally, when primes and targets are presented

sequentially, as is usually the case, the temporal coactiva­
tion functions are clearly different from those that would

be obtained if a target word activated the target and its

neighbors simultaneously. The complex interplay between

lateral inhibition and excitatory feedback between repre­

sentational levels in the interactive activation framework

means that these differences in time course may be critical
to the model's output.

Thus, priming paradigms can provide insight into the
nature of the similarity relationships between lexical rep­

resentations and the manner in which direct competition

elicited by the sensory properties ofa neighbor influences
the processes involved in retrieving a particular target rep­

resentation. However, they cannot tell us whether the sen­

sory features ofa single target word result in activation of
similar neighbors or whether concurrent activation ofrep­

resentations that partially match the input information

help or hinder retrieval ofthe target representation. To ad­
dress these issues, it is necessary to compare words dif­

ferentiated on particular aspects ofneighborhood structure.
Although such single-word paradigms raise interpretive

problems, they are the only way to address the central is­
sues. The present review is therefore restricted to investi­

gations using these methods.

THE EVIDENCE

The Neighborhood Structure of English Words
Before turning to investigations of the effects ofneigh­

borhood structure on word identification, it is appropriate

to first consider the relationships between different mea­
sures ofthe construct. To some degree, the conclusion that

the empirical evidence of neighborhood effects is contra­

dictory rests on assumptions about the relationship between

neighborhood size and neighbor frequency that have not
been directly validated. It seems logical that words with

more neighbors would, on average, be more likely to have

a higher frequency neighbor, but the existence and strength

of this relationship has rarely been reported.

There are, in fact, two sets of neighborhood relation­
ships that need to be explored: those that characterize ran­

domly sampled sets of English words and those that hold

within the highly selected stimulus sets used in experi­

mental investigations of neighborhood structure. The re­

lationships within English words in general are relevant to
specifying the distributional properties ofword neighbors

and considering their implications for the significance of

neighbor coactivation effects on performance. The rela­

tionships within restricted samples ofexperimental items

are important in determining whether there are unintended
consequences of selection restrictions that distort rela­

tionships between different word attributes or qualify in­

terpretation in other ways.

Neighborhood statistics are likely to be very different

for words ofdifferent lengths. Frauenfelder, Baayen, Hell­
wig, and Schreuder (1993) reported analyses of the rela­

tionship between neighborhood size and word frequency

for English and Dutch words of different lengths. Inboth

languages, there was a very strong relationship between
length and neighborhood size: Shorter words have more

neighbors because there are a smaller number of ortho­

graphically permissible letter combinations. Many inves­

tigations of effects of neighborhood structure have been

restricted to 4-letter words because they allow for very ex­
treme manipulations ofneighborhood size. Longer words

tend to have no or very few neighbors.

Table 1 illustrates the difference between neighborhood
statistics for different-length words by presenting average

statistics for a number ofword attributes for 4-,5-, and 6­

letter English words. The samples include all words ofthe
relevant length listed in the CELEX database (Burnage,

1988),which contains approximately30,000 English words.

The neighborhood statistics include the total number of
neighbors, the number of these neighbors that are higher

and lower in frequency than the target word, the highest

frequency of neighbors that are higher in frequency than
the target, the percentage ofwords with at least one higher

frequency neighbor, and the "spread" of the neighbors
(Pugh, Rexer, & Katz, 1994)--the number of letter posi-



Table 1
Means and Standard Deviations of Measures

of Frequency and Neighborhood Structure for
4-,5-, and 6-Letter Words From the CELEX Database

M SD

1,895 Four-Letter Words

Word frequency 100.3 549.8

Total number of neighbors 7.2 4.9

Spread ofneighbors 2.5 1.1

No. of higher frequency neighbors 3.5 3.4

No. oflower frequency neighbors 3.4 3.8

Highest frequency neighbors 65 \.4 1,615.9

Percent with higher frequency neighbor 80.3

2,895 Five-Letter Words

Word frequency 34.2 156.3

Total number of neighbors 2.4 2.3

Spread of neighbors \.5 \.2

No. of higher frequency neighbors 1.1 \.5

No. oflower frequency neighbors 1.1 \.6

Highest frequency neighbors 126.4 280.5

Percent with higher frequency neighbor 52.0

4,166 Six-Letter Words

Word frequency 16.5 62.6

Total number of neighbors 1.1 \.6

Spread of neighbors 0.8 0.9

No. of higher frequency neighbors 0.5 \.0

No. oflower frequency neighbors 0.5 1.1

Highest frequency neighbors 37.1 81.1

Percent with higher frequency neighbor 30.2

tions at which a letter can be changed to yield a neighbor

(e.g., clue has a spread of 2-g1ue and club--and sand a

spread of 4-band, send, said, sank). As expected, N is

systematically related to word length: 4-letter words have

3 times as many neighbors as do 5-letter words, and 6-let­

ter words have an average of only one neighbor. Shorter

words also have their neighbors spread across more posi­

tions. There is also a systematic relationship between

length and frequency. The average word frequency and the

frequency ofthe highest frequency neighbor are consider­

ably higher for 4-letter words and, while most 4-letter

words have a higher frequency neighbor, this is true for no

more than halfof5- and 6-letter words.

Table 2 presents the correlations between different

measures of neighborhood structure for the same three

samples ofwords. Despite the very different N statistics for

words of different length, the pattern of relationships be­

tween measures is very similar. The data confirm the ex­

pected relationship between neighborhood size and neigh­

bor frequency: words with more neighbors are more likely

to have high-frequency neighbors. Ofcourse, they are also

more likely to have low-frequency neighbors, so the cor­

relation between these variables does not prevent orthog­

onal manipulation of the two variables (Forster & Shen,

1996; Sears, Hino, & Lupker, 1995). Table 2 also shows

that both the number and frequency ofword neighbors are

correlated with the spread of neighbors across letter posi­

tions. Predictably, words with more neighbors are more

likely to yield neighbors at a number of letter positions.
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Within these large samples of items, none of the mea­

sures ofneighborhood structure are strongly correlated with

word frequency, suggesting that high- and low-frequency

words have similar neighbor distributions. This finding

conflicts with Landauer and Streeter's (1973) conclusion

that there are differences in the similarity structure of

high- and low-frequency words, but is compatible with

Frauenfelder et al.'s (1993) investigation of relatively ex­

haustive samples of words of different lengths which

found that the correlations between log frequency and

neighborhood size were statistically significant, but small

(r =.16 and .21 for English and Dutch, respectively). As

for the present samples, this relationship was slightly

higher for 4-letter words, and was a little stronger for the

Dutch than for the English sample.

As would be expected, higher frequency words tend to

have fewer higher frequency neighbors and more lower

frequency neighbors than do low-frequency words. The

relationships with raw frequency are weak, but stronger

correlations are evident for log frequency, indicating that

the relationship between word frequency and neighbor

distribution is not linear. In general, then, low-frequency

words have more low-frequency neighbors and fewer

higher frequency neighbors than do high-frequency words.

The pattern ofrelationships is very similar for a selected

sample of 160 4-letter words containing equal numbers of

high- and low-frequency words (Table 3). As for the ex­

haustive word samples, words with more neighbors were

more likely to have high-frequency neighbors. This con­

founding of a word's frequency with its distribution of

higher and lower frequency neighbors highlights, rather

than reduces, the contradiction between the empirical ef­

fects ofneighborhood size and frequency. Andrews (1989)

found that facilitatory effects ofhigh N were more marked

for low-frequency words, particularly in the LDT. Tables

2 and 3 show that low-frequency items are more likely to

have higher frequency neighbors. They should, therefore,

according to Grainger et al.'s (1989) data, be the items most

likely to suffer inhibition from high-frequency neighbors.

Thus, this evaluation ofthe neighborhood structure pro­

vides no resolution to the empirical contradiction between

investigations ofneighborliood structure. Although the 4­

letter words that have dominated research are higher in av­

erage frequency and have more neighbors than do longer

words, the same pattern of neighborhood relationships is

evident for longer words despite their very small number

of neighbors. The high-N low-frequency words that An­

drews (1989) reported to be facilitated relative to low-N

words in LDT and naming tasks are precisely those that

should, according to Grainger et al. (1989), suffer most

inhibition from higher frequency neighbors. We must,

therefore, seek resolution in a detailed consideration of

the empirical evidence itself

Investigations of Neighborhood Size
and Neighbor Frequency

Table 4 summarizes the results of 16 published papers

reporting investigations of the effects of neighborhood
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Table 2
Correlations Between Measures of Frequency and Neighborhood Structure

for 4-Letter, 5-Letter (Italics), and 6-Letter (Bold) Words From the CELEX Database

Word

Frequency

Log Word

Frequency

No. of High- No. of Low- Highest

Frequency Frequency Frequency

Neighbors Neighbors Neighbors

Total

Neighbors

Log Word Frequency

No. of High-Frequency Neighbors

No. of Low-Frequency Neighbors

Highest Frequency Neighbors

Total Neighbors

Spread ofNeighbors

.45

.52

.62

-.15
-.11

-.10

.19

.18

.14

.08

.21

.07

.03

.05

.01

.03

.03

.01

-.36
-.21

-.18

.70 -.11

.55 .01

.37 .09

.09 .23 .13

.19 .28 .14

.11 .37 .19

.24 .65 .67 .26

.20 .70 .69 .28

.08 .73 .70 .37

.21 .45 .49 .16 .72

.16 .58 .54 .24 .82

.09 .64 .60 .34 .87

size or frequency. Most of these papers reported multiple

experiments using different tasks, which are presented

separately in the summary. These experiments were se­

lected because they used single presentations of words

systematically selected to manipulate neighborhood size

and/or frequency in tasks that yielded measures of reac­

tion time and/or accuracy,' Experiments that investigated

neighborhood effects only for nonword stimuli (Laxon,

Masterton, Pool, & Keating, 1992; McCann & Besner,

1987) or that investigated unskilled rather than skilled

readers (Laxon, Coltheart, & Keating, 1988) are not in­

cluded. The tasks include perceptual identification tasks

in which stimuli were degraded in some manner and an

identification response was required, and tasks requiring

lexical, speeded naming, and semantic categorization re­

sponses to clearly presented stimuli. Investigations relying

on measures of eye fixations are not included in the table

because they generate more complex data that are not al­

ways amenable to a simple summary, but they are dis­

cussed in the accompanying text.

The outcomes ofeach experiment are summarized sep­

arately for manipulations ofneighborhood size and neigh­

bor frequency. Each outcome is classified according to the

putative influence ofneighbor activation indicated by the

result. Thus, experiments in which responses to words

with more neighbors or higher frequency neighbors are re­

sponded to more efficiently than are words with few

neighbors or no high-frequency neighbors are classified

as "Facilitation" effects because they imply that activation

of neighbors benefits performance. Conversely, experi­

ments in which words with many or high-frequency neigh­

bors are responded to less efficiently are classified as im­

plying "inhibition" from activated neighbors. Not all of

the experiments included manipulations of both neigh­

borhood size and neighbor frequency. Experiments, that

included a manipulation of either of these factors

but found that it exerted no significant effect are summa­

rized as "null," while experiments that included no manip­

ulation of one of the variables are indicated with a dash.

Particular conditions of the experiment that differ from

those "standard" to each task are listed and discussed in

the text, and the summary information for studies using

languages other than English are italicized. The results for

each task will first be discussed separately, and then the

implications of the pattern of results across tasks will be

evaluated.

Table 3
Correlations Between Measures of Word Frequency

and Neighborhood Structure for a Sample of 160 4-Letter Words

Selected to Factorially Manipulate N and Word Frequency

Word

Frequency

No. of No. of

High-Frequency Low-Frequency

Neighbors Neighbors

Total

Neighbors

Spread of

Neighbors

Word Frequency

No. of High-Frequency Neighbors - .53
No. of Low-Frequency Neighbors .48
Total Neighbors .02

Spread ofNeighbors .07

-.17

.56

.33
.71
.55 .70
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Table 4
Summary of Empirical Investigations of the Effects of Neighborhood Structure

Paper Experiment/Conditions

Neighborhood Neighborhood

Size Effect Frequency Effect

Carrerias et al. (1997)

Grainger & Segui (1990)

Grainger & Jacobs (1996)

Snodgrass & Minzer (1993)

Andrews (1989)

Andrews (1992)

Carreiras et al. (1997)

Coltheart et al. (1977)

Forster & Shen (1996)

Grainger et al. (1989)

Grainger (1990)

Grainger et al. (1992)

Grainger & Jacobs (1996)

Huntsman & Lima (1996)

Johnson & Pugh (1994)

Michie et al. (1994)

Perea & Pollatsek (1997)

Sears et al. (1995)

Andrews (1989)

Andrews (1992)

Carreiras et al. (1997)

Grainger (1990)

Sears et al. (1995)

Peereman & Content (1995)

Perceptual Identification

Experiment Ia

Experiment I

Experiment IA

Experiment I

Experiment 2

Experiments 3, 4,5

Lexical Decision

Experiments I, 2

Experiment I

Experiment 2a

Experiment 3a: N blocked

Experiment 2

Experiments Ia, z-, s­
Experiment I

Experiment I

Experiments I, 2

Experiment IB: High N NW

Experiment IC: Low N NW

Experiment ID: High N NW

Experiments Ia, 3a: Legal NW; N blocked

Experiments z-, 3a: llIegal NW

Experiment 4a: N Mixed

Experiment 5: Legal NW; N blocked

Experiment 6a: Legal NW; N blocked

Experiment I

Experiment 3A

Experiments 4Aa, 6a

Experiment 5: High N NW only

Naming

Experiment 3

Experiment 2

Experiment 4a

Experiment 2

Experiment 3Ba

Experiment 4Ba

Experiment Ia

Experiment 2a

Inhibition

Null

Null

Facilitation

Inhibition-

Facilitation­

Facilitations

Null

Facilitation

Null

Facilitation

Null

Facilitationv

Facilitation-

RT: Inhibition

Errs: Facilitation

Facilitation

Facilitation

Inhibition

Facilitation

Facilitation

Facilitation

Facilitation­

Facilitation

Facilitation

Facilitation

Facilitation

Facilitations

Facilitation

Facilitation

Facilitation

Facilitation

Facilitation

Inhibition

Inhibition

Inhibition

Inhibition

Inhibition

Null

Inhibition

Inhibition

Inhibitions

Inhibitions

Inhibition­

Null

Inhibition

Inhibition

Null

Facilitation

Null

Inhibition»

Facilitation

Facilitation

Facilitation

Semantic Decision

Carreiras et al. (1997) Experiment 5a Null Inhibition:

Forster & Shen (1996) Experiments 4a, s- Null Null

a Only low-frequency stimuli included or effect significant only for low-frequency words. b Inhibition significant for

items with neighbors at the 4th but not the 2nd position of 5-letter words. c Significant only for words from small

neighborhoods. d Significant only for items with higher frequency neighbors. e Significant only for words from large

neighborhoods.

Perceptual identification tasks. Four papers have re­
ported investigations ofeffects ofneighborhood structure

on identification of degraded words, only one using Eng­

lish stimuli. Snodgrass and Minzer (1993) conducted five
experiments in which high- and low-N English words were

presented in a series of increasing fragments, and subjects

were required to make either successive attempts at iden­
tifying the word (Experiments I and 2) or a single identi­
fication response (Experiments 3, 4, and 5). The successive

guessing procedure yielded null effects or weak facilita-

tory effects ofneighborhood size, but when subjects were

required to make a single identification response, accu­

racy was lower for low-frequency words from large neigh­

borhoods. This was true whether fragments were exposed
slowly (l sec/fragment) or quickly (167 msec/fragment).

Converging results were reported by Grainger and Segui
(1990, Experiment 2) for manipulations of neighbor fre­

quency using French stimuli and subjects. They used a
"progressive demasking" procedure whereby subjects
make a single identification response to a display consist-
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ing of interleaved presentations of a target word and a

mask in which the length of the target exposure is pro­

gressively increased. Paralleling Snodgrass and Minzer's

(1993) findings for manipulations of neighborhood size

under single response conditions (Experiments 3, 4, and 5),
words with a high-frequency neighbor were less accu­

rately identified, particularly when the target was low­

frequency. More recently, Grainger and Jacobs (1996) and
Carreiras, Perea, and Grainger (1997) have used the same

methodology to investigate the independent effects of

neighborhood size and neighbor frequency in French and
Spanish, respectively. Both investigations replicated the

inhibitory effect of neighbor frequency and found a par­

allel inhibitory effect of neighborhood size, although the
latter was not significant in Grainger and Jacobs's data.

Thus, the results obtained in perceptual identification

tasks have been relatively consistent. Responses to de­

graded stimulus presentations are less accurate for low­
frequency words that are similar to many words or that

have a high-frequency neighbor unless the subject is al­

lowed successive guesses at the target, as they were in

Snodgrass and Minzer's (\ 993) first two experiments.

Grainger and Segui (\ 990) interpreted their results as ev­
idence for lateral inhibition from neighbors and therefore

claimed that they "support activation-based accounts of

the word-recognition process" (p. 191). Snodgrass and
Minzer, however, acknowledged that perceptual identifi­

cation tasks were subject to response-bias effects. Theyat­

tributed the interference effects for high-N words ob­

served in their later experiments to the fact that "subjects

guessed high-frequency neighbors because they had no

opportunity to eliminate them in previous responses" (ital­
ics added, p. 262), as they did when multiple successive

responses were allowed. They concluded that "whether
neighborhood effects are facilitatory or inhibitory de­

pends on whether feedback allows subjects to disconfirm

initial hypotheses that the target is a high-frequency neigh­
bor" (p. 247).

Although they defended the use of perceptual identifi­

cation tasks to study word recognition, Snodgrass and
Minzer (\993) claimed that their major advantage lay in

the information they provided about perceptual and re­
sponse errors. Thus, people's tendency to guess higher fre­

quency neighbors ofthe target suggests that neighbors can

be sufficiently activated by partial perceptual information
to become available as a response. However, the processes

and strategies engaged to resolve partial information may
be different from those underlying lexical selection when

full stimulus information is available. That is, the fact that

subjects sometimes guess a neighbor shows that the neigh­

bor was active, but it does not show that its activation in­

terfered with retrieval ofthe target word, or even that neigh­
bors would necessarily become active when the available
perceptual information uniquely identified the target word

rather than being compatible with a number of different

words, as may be the case for degraded presentations of
words with many neighbors.

This conclusion conflicts with Grainger and Jacobs's

(1996) multiple-readout account of neighborhood effects

because their claim that single-response perceptual iden­

tification tasks rely on activation of individual word de­

tectors rather than on overall lexical activity implies that
these tasks are "a more direct reflection ofthe visual word

recognition process" (p. 542) than tasks such as lexical de­

cision. The relative validity of these two views of the per­
ceptual identification task will be discussed when the full

set of cross-task comparisons are considered.

Lexical decision task. This is the task that has been
most frequently studied and, perhaps consequently, the

one that has been argued to yield the most contradictory

results (e.g., Grainger & Jacobs, 1996). My initial finding

of facilitatory effects ofN for 4-letter low-frequency words

(Andrews, 1989) was argued to be ambiguous because bi­

gram frequency, which is correlated with N, was not con­
trolled (Grainger & Segui, 1990). This interpretation was

ruled out in my later experiments, which replicated the fa­

cilitatory effects of N in words matched on bigram fre­

quency (Andrews, 1992). An independent replication using

substantially the same stimuli as Andrews (1989) was re­

ported by Sears et al. (\995, Experiment 3), and Michie

et al. (\ 994) replicated the facilitatory effect ofN using a

new word sample that included 4- to 6-letter words. None

of these experiments controlled neighbor frequency, but

the earlier analyses of neighborhood structure in selected

word samples imply that the low-frequency high-N words

would have been likely to have more high-frequency

neighbors than their low-N counterparts. However, this

does not necessarily ensure that the high- and low-N word

samples differ in whether or not they have a single high­

frequency neighbor-the variable that Grainger et al.

(\ 989) found to be critical.
The strongest evidence of facilitatory effects of N for

English stimuli are provided by two recent papers reporting

experiments that independently manipulated N and neigh­
bor frequency. Sears et al. (1995) found facilitatory effects

ofN in four lexical decision experiments using three dif­

ferent samples of4-letter stimuli and one of 5-letter stim­

uli, all ofwhich included high- and low-N words with and

without a higher frequency neighbor. They found no effect

of neighbor frequency. Recently, another set of experi­

ments by Forster and Shen (1996) provided a further repli­

cation ofthe differentialeffects ofN and neighbor frequency
in three experiments using low-frequency 5- and 6-letter

words. Again, they found effects ofN but not ofneighbor

frequency. Thus II experiments conducted in four inde­

pendent laboratories have found facilitatory effects of N

on lexical classification performance for English words.

The effect tends to be larger for low-frequency words, but

this appears to be primarily due to a reduced N effect for
very high-frequency words (Sears et aI., 1995).

Similar investigations of the independent effects of N

and neighbor frequency have been recently reported using
French (Grainger & Jacobs, 1996) and Spanish (Carreiras
et aI., 1997) stimuli. In contrast to the English studies, both



papers reported inhibitory effects ofneighbor frequency in

combination with either null or facilitatory effects ofN. Al­
though the facilitatory effects ofN observed by Grainger

and Jacobs were significant only for words with higher

frequency neighbors, this may be because some of the

neighbors of low-frequency high-N target words may be
unknown to the subjects, leading to a manipulation of ac­

tual neighborhood size that was weaker than it would have

been for words with high-frequency neighbors.

Effects of nonword environment in the LDT. Most

of the experiments described above have used what might

be described as the "standard" lexical decision procedure

of randomly intermixing words and nonwords selected to

be as equivalent to the words as possible. Nonwords are

chosen to be wordlike in the sense that they are phono­

logically legal and orthographically well structured. They
are equated with the words used in the study on a variety

of measures of orthographic and phonological structure

so that decisions about lexicality must be based on re­
trieval of lexical information rather than on other struc­

tural criteria alone.

Johnson and Pugh (1994) reported a series of studies

that varied this standard procedure and investigatedchanges

in the effects of neighborhood size as a function of ma­

nipulations of both the nature of the nonword environ­

ment and the range ofword and nonword stimuli that peo­

ple were exposed to. They found inhibitory effects of N

when words had to be discriminated from legal pro­

nounceable nonwords, but facilitatory effects when ille­
gal nonwords were used instead. They interpreted these

data as indicating that lexical retrieval of the target word

was inhibited by activated neighbors and that facilitatory

effects of neighborhood size were due to response bias.

When nonwords were illegal, lexical classifications could

be based on lexical activity-whether due to neighbors

or the target word itself-without full lexical retrieval,

and words from large neighborhoods would therefore be

classified more quickly; but when words had to be dis­
criminated from legal nonwords, "the task demands that

subjects resolve the cohort to a single candidate (or no

candidate) before responding" (Johnson & Pugh, 1994,

p. 300) and the interference caused by neighbors would

become evident.
Johnson and Pugh's (1994) finding of facilitatory ef­

fects ofN when illegal nonwords were used is consistent

with results ofboth Andrews (1989) and Forster and Shen

(1996), who found a larger and more robust facilitatory

effect ofN on LDT responses to words when the nonwords
were less wordlike. However, their finding of interference

for high-N words in an environment of legal nonwords

conflicts with the facilitatory results described above.

Johnson and Pugh identify the source of the conflicting
outcomes as being due to their use of the unusual experi­

mental procedure of blocking stimuli according to neigh­

borhood size and length. When they adopted the more
standard method ofrandomly intermixing stimuli that had

been employed in all of the other research on this issue,
they found facilitatory effects that were significant in the
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accuracy but not the latency data (Experiment 4). Con­

verging evidence that Johnson and Pugh's inhibitory N ef­
fects are due to the blocking manipulation rather than to

the more difficult discrimination requirements is provided

by Sears et al. (1995). They found facilitatory N effects

and no effect of neighborhood frequency when all of the

nonwords were high N but randomly intermixed with

word stimuli. According to Johnson and Pugh's argument,
this condition should reduce the feasibility ofmaking lex­

ical classifications on the basis of overall lexical activity

alone and result in inhibitory N effects.

Systematic investigations of varying the decision re­

quirements ofthe LDT have also been reported by Grainger

and Jacobs (1996) and Carreiras et al. (1997) using French
and Spanish stimuli, respectively. Carreiras et al. found

that neighborhood size effects were facilitatory when

high- and low-N words were presented in separate blocks

in an environment ofmixed high- and low-N nonwords, a

result that parallels Johnson and Pugh's (1994) findings

for English. Grainger and Jacobs compared performance

for words when embedded in nonwords that were either

high or low in wordlikeness.? When highly wordlike non­

words were used, they found inhibitory effects of neigh­

bor frequency and no effect of N. However, with less

wordlike nonwords, N effects were facilitatory and the in­

hibitory effects of neighbor frequency were reduced. A
similar pattern of results was found when speed pressure

was applied to discriminations from highly wordlike non­

words. These findings with French stimuli parallel the

English results in showing that effects of neighborhood
size are facilitatory under easier discrimination condi­

tions, although, in English, N effects remain facilitatory in

more difficult decision environments (Sears et al., 1995,

Experiment 5). By contrast, Grainger and Jacobs and Car­

reiras et al. found no effects of neighborhood size for

French and Spanish words under these conditions.
Thus, the effects of neighborhood size on lexical deci­

sion performance appear to depend on the nature of the

word/nonword environment and may vary across lan­

guages. For all the languages that have been investigated,

a clear, robust advantage for words from large neighbor­
hoods is observed when words must be discriminated

from nonwords that are illegalor lowin wordlikeness.When

English words and legalnonwords varying in neighbor­

hood size are randomly intermixed, the effects are facili­

tatory but somewhat smaller than in the easier decision en­
vironment (Andrews, 1989; Forster & Shen, 1996). But

when the same mixture of words and nonwords is pre­

sented in blocks of high- or low-N stimuli of a particular
length, performance is better for low-N than for high-N

words-that is, the effects ofneighbor activation appear to

be inhibitory (Johnson & Pugh, 1994, Experiment 5). The

pattern of results for French and Spanish words also de­
pends on the nonword environment, but facilitatory ef­

fects ofN appear to occur only in easy discrimination en­

vironments or in conditions emphasizing speed ofresponse
(Carreiras et al., 1997; Grainger & Jacobs, 1996). The sen­

sitivity of performance to discrimination difficulty clearly
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implies that N effects are influenced by decision compo­
nents of the task. But interpretation of the implications of

the evidence regarding N effects on lexical decision per­

formance is controversial and depends onjudgments as to

how discrimination difficulty affects performance. These
issues will be taken up once the effects of neighborhood

structure on other tasks have been reviewed.
Even though the interpretation ofthe LDT data remains

a subject ofdebate, the data themselves are not, ultimately,

contradictory. N is associated with facilitatory effects on

lexical classification, at least for low-frequency English
words, unless stimuli are blocked by neighborhood size.

Facilitatory effects ofN do not appear to occur in French

and Spanish under standard LDT conditions, but can be

seen in particular nonword environments. But even here,

N does not exert the inhibitory effect predicted by a sim­

ple competitive mechanism.

The effects of neighborhood frequency also appear to

show variabilityacross languages. All but two ofthe studies

demonstrating inhibitory effects ofhigher frequency neigh­
bors have used non-English stimuli-French (Grainger &

Jacobs, 1996; Grainger et aI., 1989; Grainger & Segui,

1990),Dutch (Grainger, 1990), or Spanish (Carreiras et aI.,

1997). Using English stimuli, both Sears et al. (1995) and

Forster and Shen (1996) were unable to replicate these ef­

fects despite a number of systematic attempts which re­
lied on the same "single higher frequency neighbor" met­

ric that Grainger employs. The only studies reporting

inhibitory effects of N in English are by Huntsman and
Lima (1996) and Perea and Pollatsek (in press). Both ex­

periments compared pairs of items that were matched on

N and word frequency, but were either among the most or
the least frequent words in their respective neighborhoods.

The words with higher frequency neighbors were classi­

fied more slowly. Unfortunately, neither paper reports de­

tails about the neighborhood size of their nonword stim­

uli. It is therefore impossible to determine whether the
discrepancy between these results and those reported by

Forster and Shen (1996) and Sears et al. (1995) reflects

decision strategies encouraged by the task conditions.

Perea and Pollatsek (in press) deliberately emphasized ac­

curacy rather than speed of performance, so their results

may reflect a more cautious decision strategy.

Although the effects of neighbor frequency on LDT

performance for languages other than English appear to
be consistent, in the sense that inhibition has been ob­

served in eight ofthe nine published experiments, questions
remain about their generality. Grainger, O'Regan, Jacobs,

and Segui (1992) used 5-letter French words, rather than

the 4-letter words used by Grainger et al. (1989) and

Grainger (1990), and manipulated the letter position at

which a higher frequency neighbor could be formed by
changing a letter. Although they found significantly slower

average performance for words with a higher frequency

neighbor than those with no such neighbor, the effect was
only evident for word with neighbors at the fourth posi­

tion, and not for words with second position neighbors.

Grainger and Jacobs (1996) attribute the variable out­
comes of LDT investigations of neighborhood structure

to the fact that lexical decisions can sometimes be based

on overall lexical activity rather than "unique word iden­

tification." Like Johnson and Pugh (1994), they attribute

facilitatory effects of N to processes specific to the LDT

and argue that this conclusion is supported by the various

demonstrations that facilitation effects are enhanced
under the easier discrimination conditions created by using

illegal or low-wordlike nonwords. Unique word identifi­
cation is, they argue, best indexed by performance in per­

ceptual identification tasks which generally reveal in­

hibitory neighbor influences. LDT performance can

provide insight into word-identification processes, but only

in conditions where decisions cannot be based on overall

lexical activity. These assertions about the processes un­
derlying performance in different tasks will be reconsid­

ered when the full array ofdata has been considered.

In relation to the LDT data alone, however, it should be

noted that Table 4 provides little basis for the fundamental
premise ofGrainger and Jacobs's (1996) model: that LDT

performance varies in a manner that suggests the involve­

ment oftwo processes, one ofwhich shows facilitatory ef­

fects ofcoactivated neighbors and the other, inhibitoryef­

fects. Despite the influence of nonword discriminability,

the effects ofneighborhood size are remarkably consistent.

Apart from one experiment by Johnson and Pugh (1994,
Experiment 1), the effects of manipulations of neighbor­

hood size are all either facilitatory or null, and two of the

three null effects occurred in languages other than Eng­

lish. Systematic changes in the magnitude of the N effect
are observed with changes in nonword environment, but

regardless of these decision influences, the overall effect

of N is facilitatory. Certainly, there is no evidence of the

inhibitory effects for words from large neighborhoods that

were predicted from the original interactive activation
model (Jacobs & Grainger, 1994) and that Grainger and

Jacobs (1996) now attribute to responses based on unique

word identification. Thus, there is minimal evidence ofthe

empirical contradictions regarding the effects of neigh­

borhood size that provided part of the motivation for the

multiple readout model.

At first glance, the evidence regarding the effects of

neighbor frequency seems to contradict this conclusion,

because the majority of investigations ofthis variable have

found inhibitory effects. High-N words tend to have more

neighbors, so this finding conflicts with the facilitatory

effects of neighborhood size. However, closer inspection
suggests that inhibitory effects of neighbor frequency are

primarily restricted to languages other than English. Only

twoofthe eight studies of effectsofneighborhood frequency
in English have reported an inhibitory effect. Thus, lan­

guage appears to be a systematic determinant of whether

or not inhibitory effects of higher frequency neighbors

occur. Two of the three null effects of neighborhood size

also occurred for non-English stimuli. Possible explana­

tions of this language specificity will be considered in the

conclusion sections.

Word naming. Word-naming data present a much

more consistent picture than the LDT results. All of the
studies using this task have found facilitatory effects of



neighborhood size at least for low-frequency words. Three

of the four studies manipulating neighbor frequency have

also yielded facilitatory effects, including Grainger's

(1990) investigation of French stimuli and subjects. The

single exception is reported by Carreiras et al. (1997)

using Spanish stimuli, although this is somewhat ambigu­

ous. There was no overall effect ofneighbor frequency, but

an interaction with N. N showed a facilitatory effect for

words with higher frequency neighbors only; and the ef­

fect of neighbor frequency was inhibitory for words with

few neighbors, but slightly facilitatory for words with

many neighbors. The lack of a significant N effect for

stimuli with predominantly low-frequency neighbors may

indicate that some of the neighbors of high-N words are

not in subjects' vocabularies, leading to a weak manipu­

lation ofneighborhood size. Alternatively, the different re­

sults for Spanish stimuli may be a further reflection ofthe

language-specific effects that appear to characterize the

lexical decision task.

Thus, the empirical evidence regarding word naming is

not in contention. With the single possible exception of

neighbor-frequency effects in Spanish, naming times are

faster for words with both more neighbors and higher fre­

quency neighbors. What is the subject ofdebate is whether

neighborhood activation effects on word naming neces­

sarily reflect lexical retrieval. They may instead be due to

the effects oforthographic structure on nonlexical naming

procedures. High-N words might be faster to name because

they contain more common spelling-sound correspon­

dences. Consistent with this possibility, high-N nonwords

are named faster than low-N nonwords (e.g., Laxon et aI.,

1992; McCann & Besner, 1987).

The most direct evidence regarding the contribution of

nonlexical naming procedures to N effects is provided by

Peereman and Content's (1995) comparison of effects of

neighborhood size on word-naming performance as a

function of whether or not words were mixed with non­

words. IfN effects on word naming are due to nonlexical

naming procedures, they should be enhanced when sub­

jects must name nonword as well as word stimuli. This

prediction derives from the assumption that nonword

naming must rely on nonlexical procedures, because non­

word pronunciations are not lexically represented, and

that this leads to a bias toward using this procedure to

name words as well. Evidence for such a nonlexical bias

is provided by findings ofenhanced effects of phonologi­

cal regularity (Monsell, Patterson, Graham, Hughes, &

Milroy, 1992) and reduced effects of semantic priming

(Baluch & Besner, 1991) for words named in an environ­

ment of nonwords. In contrast to the predicted enhance­

ment of N effects in nonword environments, Peereman

and Content reported a smaller N effect when words were

mixed with nonwords rather than words. Peereman and

Content concluded that their data were "incompatible with

the notion that neighborhood size effects in naming are

due to the strength of analytic correspondences [between

letters and phonemes]" and support the view that the ef­

fects reflect "lexical activation ofthe neighbors" (p. 416).
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Semantic categorization. Forster and Shen (1996)

have recently added to the battery of tasks probed for ef­

fects of neighborhood size and frequency by conducting

two experiments using a semantic categorization task.

They argue that this task provides the critical test ofwhether

effects of either neighborhood metric reflect lexical re­

trieval processes because, in contrast to lexical decision

and naming tasks which might be performed using famil­

iarity or nonlexical procedures, respectively, it requires

"both identification and access to meaning" (p. 703). Of

course, the problem is that this task may also invoke its

own specific decision strategies (Monsell et aI., 1989).

Forster and Shen used a binary animallnonanimal classi­

fication task and investigated N effects for items receiving

a "no" categorization response. They claim that this method­

ology is less vulnerable to a variety of decision artifacts

than are other versions of the paradigm. Their results

showed no systematic effects of either neighborhood size

or frequency, although both experiments showed a signif­

icant facilitatory effect in the subjects' analyses which did

not generalize over items. Carreiras et al. (1997) employed

the same methodology with Spanish stimuli. They also

found no significant effect of neighborhood size, but the

effects of neighbor frequency were significantly in­

hibitory for high-N words.

Forster and Shen (1996) concluded that the absence of

inhibitory effects in either lexical decision or semantic

categorization suggested that "competition does not play

a key role in visual word recognition" (p. 696). However,

because the facilitatory neighborhood-size effects do not

extend to semantic categorization performance, they must

reflect task-dependent processes rather than lexical re­

trieval. Carreiras et al. (1997) interpreted their results

within Grainger and Jacobs's (1996) multiple readout

model and therefore predicted that semantic categoriza­

tion should follow the same pattern as perceptual identi­

fication, because both are presumed to rely primarily on

unique word identification. The absence of clear in­

hibitory effects ofhigh-frequency neighbors in the seman­

tic categorization task contradicted this prediction.

Eye-movement data. ~ll ofthe experiments discussed

so far used measuresof R'I' and accuracy as dependent

variables. Two papers have added to this body ofevidence

by collecting measures of eye fixations and movements.

These data are not summarized in Table 4 because they rely

on different dependent measures, but they deserve discus­

sion because they may shed light on some of the apparent

contradictions in the behavioral measures ofperformance.

Grainger et al. (1989) recorded gaze durations for French

stimuli in a task requiring judgments of semantic related­

ness. Target words varying in N and neighbor frequency

were presented with related or unrelated filler words and

the total time spent fixating the target was computed. As

summarized in Table 4, LDT data for the same stimuli had

revealed significantly slower responses to words with

higher frequency neighbors than to words with no such

neighbors. The magnitude ofthe inhibitory effect was un­

affected by either the number of neighbors overall or the
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number ofhigher frequency neighbors. The gaze-duration

data were contradictory. Words with a single higher fre­

quency neighbor were classified more slowly than were

words with either no neighbors or with low-frequency

neighbors. However, this inhibitory effect was not evident

for stimuli with more than one high-frequency neighbor.

Since these items were higher in N than were the other

groups, this result may reflect a facilitatory effect ofnum­

ber of neighbors over and above the effects of neighbor

frequency.

A recent paper has reported a more detailed set ofmea­

sures of eye movements associated with words with and

without higher frequency neighbors (Perea & Pollatsek, in

press). The LDT results for these stimuli, which are in­

cluded in Table 4, represent one ofthe two findings of in­

hibitory neighbor-frequency effects observed in English.

Perea and Pollatsek presented the same stimuli in sen­

tences and measured initial fixation durations on the tar­

get word, as well as measures of fixations to the next two

words and regressions back to the target. The latter mea­

sures are referred to as "spillover effects" and assumed to

reflect "a final selection process" which is required for "full

lexical access." Perea and Pollatsek found no differences

between the "first-pass" fixation times to words with and

without higher frequency neighbors, but measures of total

target-fixation time (including regressions) and of fixa­

tions on words in the "immediate post-target region" (the

two words following the target) were longer for words

with higher frequency neighbors.

They interpreted their results within a model of eye

movements that assumes two stages of lexical access:

(1) the familiarity check stage, in which the signal for an

eye movement to the next word is programmed, and

(2) full lexical access or "lexical completion" (Reichle,

Pollatsek, Fisher, & Rayner, in press). The first stage is

identified with first fixation measures and the second with

the delayed "spillover effects." Within this model, Perea

and Pollatsek's (in press) data suggest that the inhibitory

effects of neighbor frequency occur relatively late in lex­

ical access. These findings do not conflict with those of

Grainger et al. (1989), because they masked the target

word once subjects shifted their gaze to the comparison

word and therefore encouraged subjects to complete pro­

cessing of the target on the first fixation.

Thus, the available eye-movement data are compatible

with the view that higher frequency neighbors inhibit acti­

vation ofthe target word, at least when stimuli are selected

to be matched on N but at either the "top" or "bottom" of

their orthographic neighborhood. This is the manipulation

used by Perea and Pollatsek (in press) and by Huntsman

and Lima (1996), who both found inhibitory effects of

neighbor frequency in the LDT. Forster and Shen (1996)

and Sears et al. (1995) factorially manipulated neighbor

frequency and N and found either null or facilitatory ef­

fects ofneighbor frequency. Thus, the neighbor frequency

effects on eye movements need to be replicated using

other stimulus manipulations to establish their generality.

The further insight provided by the eye-movement data

is that the inhibitory effects ofneighbors occur late in lex­

ical processing. There are no differences in initial fixation

time on words with and without high-frequency neighbors.

Perea and Pollatsek (in press) did not manipulate N, so

there is no evidence as to its influence on eye-movement

measures ofearly or late lexical processing.

RESOLUTIONS

Empirical Conflicts

There are three main issues to be resolved regarding the

empirical effects ofneighborhood structure: Is performance

affected by neighborhood size, neighbor frequency, or

both? Are the effects of size and/or frequency facilitatory

or inhibitory? Do the effects reflect lexical retrieval mecha­

nisms that are common to a variety ofword-identification

tasks or task-specific processes?

Neighborhood size or neighbor frequency? Table 4

summarizes 43 observations of the effects ofN on one of

the tasks under consideration and 28 that have investigated

the effects of neighbor frequency. All but 10 of the inves­

tigations of N (77%) have found better performance for

words from large neighborhoods than for words with few

neighbors. The divergent data can nearly all be attributed

to a systematic feature ofthe stimuli or task. They include

the null effects of N reported in Coltheart et al.'s (1977)

original investigation of lexical decision performance for

stimuli not categorized by word frequency; the inhibitory

effects ofN observed in perceptual identification tasks re­

quiring a single response (Carreiras et aI., 1997; Grainger

& Jacobs, 1996; Grainger & Segui, 1990; Snodgrass &

Minzer, 1993); lexical classification tasks in which stim­

uli are blocked by N (Johnson & Pugh, 1994; Grainger &

Jacobs, 1996); and semantic categorization experiments

(Carreiras et al., 1997; Forster & Shen, 1996).

The results of investigations ofneighbor frequency are

more mixed. The most common outcome is an inhibitory

effect of higher frequency neighbors (54%), but there are

also eight null results and five studies reporting a facilita­

tory effect. The most obvious determinant of this vari­

ability is language. Only 2 studies using English stimuli

have reported inhibition (Huntsman & Lima, 1996; Perea

& Pollatsek, in press) while II have reported either null or

facilitatory effects in carefully controlled samples of

words manipulating both neighborhood size and frequency

(Forster & Shen, 1996; Sears et aI., 1995). The facilitatory

effects with English stimuli are primarily observed in the

naming task. Neighbor frequency appears to exert little in­

fluence on LDT or semantic categorization performance

for English words.

Facilitatory or inhibitory effects? At this overall

level, then, the data suggest that identification of English

words is more consistently influenced by neighborhood

size than by neighbor frequency, and that the effects ofthis

variable are almost always facilitatory except in percep­

tual identification tasks. A different picture appears to



emerge for French and Spanish, which do appear to be in­

fluenced by neighbor frequency and show clear facilitatory

effects ofN only in word-naming tasks. Notably, however,

the effects ofN on these languages are still inhibitory only
in perceptual identification tasks. The LDT shows either

null or facilitatory effects, depending, apparently, on non­

word environment (Grainger & Jacobs, 1996).
Thus, the contradiction between the empirical effects of

neighborhood structure that provided the impetus for the

recent flurry of research on this issue seems to be more
apparent than real. In English, there is both a relatively

consistent pattern ofresults, and no inherent contradiction

between the effects ofneighborhood size and neighbor fre­

quency. The effects ofN are compatible with the view that

activation oforthographically similar neighbors facilitates

rather than interferes with word identification, and there

is minimal evidence ofinterference from higher frequency

neighbors to undermine these conclusions. However, the

nature of neighborhood effects does vary according to
task requirements.

The results for French and Spanish do show an appar­

ent conflict between the effects of neighbor size and fre­
quency. Words with many neighbors do not suffer inhibi­

tion and can show facilitation in some contexts, but when

words are selected according to the presence ofhigher fre­

quency neighbors, inhibition is evident. Grainger and Ja­

cobs (1996) attribute this data pattern to the contribution

of different common and specific processes to perfor­

mance in different tasks.

Lexical retrieval versus task-specific processes?
The effects ofneighborhood structure on the word-naming

task summarized in Table 4 are uniformly consistent with
a facilitatory influence from activated neighbors. The same

pattern holds for the LDT as long as the stimuli are Eng­

lish and either all low frequency or balanced for word fre­

quency (e.g., Andrews, 1989; Forster & Shen, 1996), and

as long as the word and nonword stimuli cover the com­

plete range ofneighborhood size rather than being blocked

by N and length (Johnson & Pugh, 1994). The facilitatory

effects of N on lexical decision performance are more

consistent for low-frequency words, but it appears that the
absence ofN effectsmay pertain onlyto very high-frequency

words (Sears et aI., 1995). Semantic categorization per­

formance does not show consistent effects ofeither neigh­

borhood size or neighbor frequency (Forster& Shen, 1996).

In contrast to the relatively consistent facilitatory ef­

fects obtained in tasks using clear stimulus conditions,
neighbors appear to exert an inhibitory influence on per­

ceptual identification performance unless subjects are al­

lowed to make repeated responses to the stimulus. This re­

sult is hardly surprising under degraded presentation

conditions. Reducing the completeness of stimulus infor­
mation will have more of an effect on words that are sim­

ilar to many words than on words with few neighbors, be­

cause, with only a single opportunity to respond, subjects
may guess a high-frequency neighbor of the target and

therefore achieve lower overall accuracy than they would

for words with few similar neighbors. The fact that neigh-
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bors of the target are available as responses confirms that

neighbors can be activated by incomplete sensory fea­

tures, and therefore provides evidence that neighbor acti­
vation might influence word identification. However, the

strategies that subjects use to resolve partial stimulus in­
formation over successive degraded presentations may not

be the same as those involved when neighbors are acti­
vated by a single presentation of the stimulus features of
another word. Thus, perceptual identification tasks pro­
vide useful insights into the similarity relationships that

influence perceptual and response processes (Snodgrass
& Minzer, 1993), but the perceptual ambiguity ofthe stim­

uli encourages application ofstrategic guessing processes

that may curtail or obscure the mechanisms by which the

correct representation is normally selected from multiple

possible candidates. The goal of investigating neighbor­

hood effects on word identification is to observe how the

word-identification system resolves the ambiguous conse­

quences of an unambiguous stimulus event that activates

a number oflexical representations.These processes may be

very different from those invoked to resolve a perceptually

ambiguous stimulus. Data obtained under degraded pre­
sentation conditions must therefore be interpreted cau­

tiously. The critical evidence is provided by tasks requir­

ing identification ofclearly presented words.

Interpretation of the pattern ofeffects ofneighborhood
structure in these tasks depends on assumptions about the

role of general lexical retrieval mechanisms and task­

specific processes. Traditional serial models ofvisual word
recognition assumed a discrete lexical access procedure

that selected the lexical representation that best matched

the sensory stimulus and allowed for retrieval ofattributes

associated with the lexical item, such as its pronunciation

or meaning (e.g., Forster, 1976; Paap et aI., 1982). Ac­

cording to such frameworks, a common lexical identifi­

cation process underlies all tasks that require retrieval of
a specific lexical representation for successful perfor­

mance (Monsell et aI., 1989).

In more recent models, the assumption ofdiscrete serial

processes has given way to the notion of sequential, but

overlapping, "cascaded" processes (McClelland, 1979).

Such models usually retain the fundamental assumption

of a common lexical retrieval procedure. However, the

continuous flow ofinformation from one processing stage
to another that characterizes cascaded architectures af­

fords the possibility that responses might be able to be

based on information apart from the target lexical repre­

sentation. This is particularly evident in models relying on
parallel activation mechanisms (see, e.g., McClelland &

Rumelhart, 1981), which assume that a set of lexical rep­

resentations are activated by sensory input. If these multi­

ple candidates are accessible to other cognitive processes,
they may provide an alternative basis for achieving task

requirements without unique retrieval of the target lexical
representation. If processing is unidirectional, then the ac­

tivated candidates available to influence performance will
be determined by their orthographic similarity to the tar­

get word. However, in models assuming fully interactive
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cascaded processing, such as the complete interactive ac­

tivation model or recent parallel distributed processing

(PDP) frameworks (Plaut, McClelland, Seidenberg, & Pat­

terson, 1996; Seidenberg & McClelland, 1989), it is pos­

sible for items semantically related to the target to become

activated and influence processing before a single target

representation has been uniquely selected.

These consequences ofcascaded architectures severely

complicate the question of how to investigate lexical re­

trieval processes. Most fundamentally, they challenge the

notion of "lexical access" as an isolable process in visual

word identification. There may be no "magic moment" at

which the subject has identified the word but not yet gained

access to attributes such as its meaning (Balota, 1990). Dif­

ferent task requirements may fundamentally change the

processes involved in retrieval and use ofword attributes.

These issues have received most attention in discus­

sions ofthe LDT.This task was initially hailed as providing

a relatively direct measure of lexical access because it

seemed to require lexical access-how else can subjects dis­

tinguish between manliness and mantiness, for example­

but involve minimal additional decision-related processes

(Rubenstein et aI., 1970). But there is clear evidence that

lexical decision performance is influenced by the dis­

criminability of words and nonwords (Shulman, Hornak,

& Sanders, 1978) and it has been argued that decision

processes may be a major determinant of lexical decision

performance (Balota & Chumbley, 1984; Gordon, 1983).

The evidence concerning the contribution of decision

processes to lexical classification performance is contra­

dictory. Balota and Chumbley (1984) argued that lexical

classifications were often based on the "familiarity" of a

stimulus and reported a larger word-frequency effect in

lexical decision than in semantic categorization as evi­

dence for familiarity effects that were specific to the lex­

ical decision process. They therefore questioned the as­

sumption that lexical access was the major determinant of

lexical classification performance. This conclusion was

challenged by Monsell et al. (1989), who claimed that

Balota and Chumbley underestimated the frequency effect

in semantic categorization. Monsell et al. reported equiv­

alent frequency effects in categorization and lexical deci­

sion when the categorization task required judgments ofa

single semantic category (people/thing) rather than the

changing categories used by Balota and Chumbley. Mon­

sell et al. concluded in favor ofa frequency-sensitive lex­

ical identification process that was common to lexical de­

cision, semantic categorization, and naming tasks, but

acknowledged that each task was also susceptible to in­

fluence from such postidentification processes as retrieval

ofmeaning or such parallel processes as pronunciation as­

sembly. These additional processes might obscure effects

due to lexical identification.

With respect to the specific question of how decision

processes influence lexical classification, Monsell et al.

(1989) distinguished between the independent contribu­

tion of a familiarity-sensitive decision process, as pro-

posed by Balota and Chumbley (1984), and the intralexical

use of information about the ongoing process of lexical

retrieval. They pointed out that activation models allow

two sources of information for lexical decision: "occur­

rence of unique identification" or "the less reliable, but

evidently used, at least for nonwords decisions, ... global

measure of lexical activation (or change in activation)"

(Monsell et aI., 1989, p. 48). It is the latter notion of on­

going activation ofthe lexical cohort ofneighbors that un­

derlies both Johnson and Pugh's (1994) interpretation of

the facilitatory effects of N on lexical decision perfor­

mance and Grainger and Jacobs's (1996) account of dif­

ferences in the pattern of neighborhood effects across

LDT and perceptual identification tasks.

Unique word identification versus familiarity. John­

son and Pugh (1994) claimed that the inhibitory effects of

N they observed under blocked conditions were a more

valid index oflexical identification than the data obtained

when stimuli were intermixed. This claim rests on the as­

sumption that, unless stimuli are blocked, subjects re­

quired to discriminate words from legal nonwords will

tend to base their lexical decisions on overall activation of

the cohort of word neighbors rather than on unique iden­

tification of the target word. They argued that blocking

stimuli by neighborhood size "ensure]s] that cohort reso­

lution would be needed" (p. 288) and reduces the bias to

respond "word" to large cohort stimuli that is presumed to

underlie the apparent facilitation for high-N words in

mixed stimulus conditions. There are at least two problems

with this claim.

First, N provides no more useful a basis for classification

when the complete stimulus set is randomly intermixed

than when high- and low-N word and nonword stimuli are

presented separately (Forster & Shen, 1996). Whether

stimuli are all high in N, low in N, or mixed, as long as the

average N of the words and nonwords is matched,N does

not provide a reliable clue to lexicality in any condition.

Thus, there seems no a priori basis for Johnson and Pugh's

(1994) claim that the inhibitory effects observed when

stimuli are blocked reflect lexical retrieval, while the facil­

itatory effects in mixed conditions are due to bias because

there is no more reason to assume that subjects would be

biased to rely on N in mixed than in blocked conditions.

Second, blocking ofstimuli encourages the development

ofcontext-specific strategies. Presenting high- and low-N

stimuli in separate blocks allows subjects to vary their de­

cision criteria for the two stimulus classes in a manner that

is not possible when high- and low-N stimuli are inter­

mixed. Johnson and Pugh (1994) implicitly acknowledge

this by pointing out that the blocking manipulation allows

subjects to "easily identify a processing strategy for han­

dling the displays" (p. 288), but fail to consider the possi­

bility that this processing strategy might be different for

high-N and low-N stimulus blocks. But, as Forster and

Shen (1996) emphasize, "effects obtained only with blocked

stimuli are normally thought to be strategic in nature be­

cause it is only then that the type of item that is going to
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100 .-----------------, trast, they argue that responses in the perceptual identifi­

cation task reflect unique word identification that occurs

when "the appropriate whole-word orthographic repre­

sentation reaches a critical level of activation" (Grainger

& Jacobs, 1996, p. 521). These assumptions are expressed

within the interactive activation model by assuming that

LDT performance does not require complete identifica­

tion and can, instead, be based on "the overall (global) ac­

tivity in the orthographic lexicon" (p. 522) or, in the case

of nonwords, by waiting until a variable deadline has ex­

pired. Facilitatory N effects are due to reliance on this in­

tralexical familiarity criterion, while the inhibitory neigh­

borhood effects observed in perceptual identification

tasks reflect unique word-identification processes. Varia­

tions in the N effect with changes in nonword environment

and speed-stress instructions are argued to support the

claim that facilitatory N effects are more likely when non­

word discriminations are easy or subjects are encouraged

to respond quickly.

Grainger and Jacobs's (1996) empirical evidence that N

effects in the LDT are influenced by the nature ofthe stim­

ulus environment is not new. Its compatibility with previ­

ous findings in English (Andrews, 1989; Forster & Shen,

1996) demonstrates that, despite the language specificity

ofneighbor frequency effects, N effects are similar across

languages. But, although facilitatory effects of N are

largest and most robust when nonwords are illegal or low

in wordlikeness, facilitatory effects are also observed in

English when words must be discriminated from legal

nonwords ofequivalent N. It is only when words and non­

words are presented in blocks that are homogeneous with

respect to N and length that high-N words suffer a disad­

vantage relative to low-N words (Johnson & Pugh, 1994,

Experiment 5).

The central issue, of course, is which of these condi­

tions provides a more valid index of lexical retrieval un­

contaminated by decision artifacts. More particularly, the

question concerns which of the processes that are modi­

fied by stimulus environment are strategic and, in that sense,

specific to the task and/or stimulus context. Johnson and

Pugh (1994) argue that perceivers can exert strategic con­

trol over their use of neighborhood information such that

"anytime the information provided by the status ofthe co­

hort is adequate for determining a response decision ...

[they] can terminate processing" (p. 319). Thus, the facil­

itatory effect ofN that is assumed to arise from relying on

neighbor activation is attributed to a task-specific strat­

egy, and the inhibitory effects observed in blocked condi­

tions are claimed to reflect "true" lexical identification.

Similarly, Grainger and Jacobs (1996) argue that LDT re­

sponses can be based on a measure of overall lexical ac­

tivity that is not sufficient for performance in tasks re­

quiring full identification of stimuli.

The fact that facilitatory effects of N on word classifi­

cations are enhanced in an environment of low-wordlike

nonwords is consistent with the hypothesis that lexical de­

cisions are at least sometimes based on overall lexical ac­

tivity without full resolution of the target word. But, even
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Figure 1. Hypothetical activation functions elicited by high­

and low-N words and non words. The activation functions for low­
N words and nonwords diverge much earlier in processing than

do those for high-N words and nonwords, Thus, application of
Criterion 1 (Cl) in an environment oflow-N stimuli would allow

lexical discrimination equivalent to Criterion 2 (C2) in a high-N
environment. Application of these different criteria for lexical

discrimination in the two stimulus environments would yield faster
classifications oflow-N than of high-N words, even though high­

N words are consistently more highly activated than low-N words.

80

be presented on the next trial can be anticipated" (p. 15).

Thus, the slower responses to high-N words in blocked

conditions might reflect application of a response crite­

rion when high-N words have to be discriminated from

very wordlike nonwords is different from that used when

unusual words have to be distinguished from nonwords

that are low in similarity to words. For example, the rate

of increase in lexical activation for high-N words and non­

words might be similar until relatively late in processing

and lead to a strict response threshold. By contrast, the dif­

ferential activation associated with low-N words and non­

words might be discriminable early in stimulus processing

and allow a more lax threshold for classification. Such a

difference in criterion would yield longer RT for high-N

stimuli even if high-N stimuli had activation levels that

were consistently higher than those of low-N words (see

Figure 1). This specific account is speculative, but what is

clear is that blocking allows subjects to anticipate, and there­

fore to vary their strategy, for different stimuli in a man­

ner that is not possible with standard mixed-presentation

conditions.

Grainger and Jacobs's (1996) account ofneighborhood

effects in the LDT is similar to that of Johnson and Pugh

(1994) in the sense that it attributes neighborhood struc­

ture effects in the LDT to a task-specific strategy. By con-
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ifit is accepted that "easy" discriminations between words

and low-N nonwords might reflect the influence of over­
all lexical activity as a basis for lexical classification

(Grainger & Jacobs, 1996), this does not justify the con­

verse assumption that difficult discriminations will provide

more valid measures of retrieval. Rather, difficult dis­

criminations, such as those created by blocking stimuli,
may cause subjects to adopt additional checking or verifi­

cation procedures that are not part of"normal" lexical re­

trieval. Such a strategy has frequently been suggested as a

possible explanation of changes in lexical decision per­

formance with discrimination difficulty (e.g., Gordon,

1983; O'Connor & Forster, 1981). The addition ofa serial
verification process (e.g., Paap et aI., 1982) under blocked

conditions yields the same general predictions as cohort

resolution: increased latency for high-N relative to low-N

words and an overall reduction in error rate. Indeed, the

two interpretations are conceptually indistinguishable in

the sense that both implicate an additional process that is
invoked under blocked, but not mixed, stimulus-context

conditions and yields a linear inhibitory effect ofN. How­

ever, they have completely different implications for the

locus offacilitatory N effects on lexical decision, because

"cohort resolution" is assumed to be an intrinsic compo­

nent of word identification, but a strategically mediated
verification process is task specific.

Measures ofeye movements during word and sentence

reading may contribute to resolving these issues. Perea and

Pollatsek's (in press) data indicated that the effects of

neighbor frequency on eye-gaze data during sentence read­

ing are restricted to measures of "late" lexical processing
reflected in fixations subsequent to the target word. They

assume that these late processes reflect "lexical completion"

(Reichle et aI., in press) but acknowledge that the precise

nature of these processes, and their relationship to the
processes involved in single-word retrieval tasks, remains

unclear. The fact that the late eye-movement data parallel

Perea and Pollatsek's LOT results for the same stimuli im­

plies that the inhibitory effects ofneighbors are not due to
a "double-checking process" that is specific to the LOT

requirements but does not rule out the possibility that they

are due to "verification processes that are [so] slow ... that

they only affect lexical decisions ... when a word is rela­
tively low in frequency" (Perea & Pollatsek, in press). Fur­

ther studies ofeye movements to words varying in both N

and neighbor frequency in different task conditions are
necessary to confirm the generality ofPerea and Pollatsek's

findings and provide insight into the nature of the pro­

cesses reflected in early and late eye-movement effects.
Thus, it is difficult to draw unequivocal conclusions

about the influence of stimulus context on lexical decision

performance. Both discriminations that are too easy and
discriminations that are too difficult can be argued to be

influenced by information other than unique word identi­

fication: easy tasks may allow decisions to be based on
overall lexical activity instead oflexical retrieval, and dif­

ficult discriminations may cause subjects to seek addi­
tional information beyond lexical retrieval to verify their

decision. Manipulations such as blocking are even more
difficult to interpret, because they allow subjects to adjust

their decision criteria or the information they use to make

a decision for each stimulus class.

The most relevant data are therefore those obtained
when words and nonwords match on N but vary across the

full range ofpossible neighborhood sizes characteristic of

that stimulus length. Under such conditions, subjects can­

not modify their strategy across trials in anticipation of

particular stimuli and, because words and nonwords are

matched on N, cannot base their lexical classification on
neighbor activation alone. Under these standard condi­

tions, facilitatory effects ofN are consistently observed in

the LOT for English stimuli. French and Spanish stimuli

appear to yield null effects in these conditions, but there

is no evidence in any language that a large number of ac­

tivated neighbors cause inhibition.

Within Grainger and Jacobs's (1996) model, the absence

of inhibitory N effects on LOT performance implies that

lexical decisions are never based on unique word identifi­

cation. However, this conclusion rests on accepting the

perceptual identification task as the touchstone for unique
word identification, since this is the only task that yields

consistently inhibitory effects ofN, at least under single­

response conditions. But, as discussed earlier, there is rea­

son to question the relevance of the data obtained under

degraded presentation conditions to an understanding of

lexical selection processes in clear presentation conditions.

Degraded stimuli provide a perceptual input that is com­
patible with a number of stimuli and therefore, not sur­

prisingly,yield poorer identification performance for words
that are similar to other words, unless these alternative re­

sponses can be eliminated through repeated guesses. There

is no necessary reason that the processes involved in in­

terpreting such ambiguous inputs are the same as those un­

derlying selection between the multiple lexical represen­

tations activated by a single clearly presented word.
Thus, although there may be validity to Grainger and

Jacobs's (1996) argument that LOT performance can be

influenced by a mechanism that is sensitive to overall lex­

ical activity, their claim that perceptual identification re­

flects unique word identification is questionable. More­

over, if the perceptual identification data are an unreliable
index of lexical selection, then there is no evidence of in­

hibitory influences of N in any task. While there may be

an additional facilitatory effect on LOT performance due
to overall lexical activity, the absence of inhibitory effects

of N, even under difficult discrimination conditions and

even in languages that show inhibitory influences of

higher frequency neighbors, makes it very difficult to sus­
tain the claim that the facilitatory effects ofoverall lexical

activity are masking the "real" effects oflateral inhibition
from activated neighbors.

Task convergence as a criterion for lexical retrieval.
Rather than relying on any single task to assess lexical re­

trieval, the convergence of effects of a variable across
tasks provides evidence that the effect has its locus in lex­

ical identification (Balota & Chumbley, 1984; Monsell



et aI., 1989). The consistency oflexical decision and nam­

ing data for mixed stimulus sets satisfies this criterion.

The conclusion that facilitatory effects ofN are due to lex­

ical identification has, however, been resisted both be­

cause of the claims that they may reflect decision compo­

nents of the LDT and because N effects on word naming

may reflect sublexical assembly processes rather than lex­

ical identification. The latter conclusion is supported by

evidence that N facilitates nonword naming (McCann &

Besner, 1987).

However, the only direct evidence on this issue is Peere­

man and Content's (1995) finding that N effects for French

stimuli were reduced rather than enhanced when words

were mixed with nonwords. This result is clearly incon­

sistent with the sublexical assembly account ofN effects

on word naming. This result needs to be replicated in Eng­

lish to establish its generality.

Thus, it is possible to explain the facilitatory effects of

N in both lexical decision and naming tasks by assuming

that neighbor activation has a facilitatory influence on two

different task-specific processes: sublexical assembly ofa

pronunciation and the decision component of the LDT.

There is, however, no direct evidence from either task that

demonstrates that the effects are not due to processes in­

trinsic to lexical identification, and the parallel effects

across tasks supports a common locus.

Forster and Shen (1996) argued that their semantic cat­

egorization data refute this interpretation. Using a seman­

tic categorization task requiring judgments about a single

category (animals), they found that "No" responses were

not reliably affected by N or neighbor frequency. They

therefore concluded that "the component of the LDT that

is responsible for the facilitatory effects ofdensity is miss­

ing from the categorization task," implying that "this spe­

cial component must be a decision component, rather than

an access component" (p. 707). To reconcile this conclu­

sion with the evidence of neighborhood facilitation in

naming tasks, Forster and Shen accepted the claim that N

influences pronunciation assembly and therefore may also

"have nothing to do with lexical access" (p. 708). Carreiras

et al. (1997) drew similar conclusions on the basis ofN ef­

fects on semantic categorization performance in Spanish.

It is not clear that either experiment justifies such a con­

fident conclusion. In both ofForster and Shen's (1996) se­

mantic categorization experiments, facilitatory effects of

N were significant in the subjects' analysis. Although the

discrepancy between the outcomes of the subjects' and

items' analyses might indicate that the difference between

subject means for high-N and low-N words is due to a few

aberrant items (Forster & Dickinson, 1976), it might also

reflect an uncontrolled item attribute that influences the

decision process of the semantic categorization task and

leads to variability among items that obscures the effects

ofN. Carreiras et al. (1997) found a complex pattern of in­

teraction between the effects of neighborhood size and

frequency that failed to confirm the predictions that they

had derived from Grainger and Jacobs's (1996) claims re­

garding unique word identification. Thus, the empirical
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evidence regarding the effects of neighborhood structure

on semantic categorization performance is messy. Further

investigations are necessary to justify the conclusion that

this task fails to show the facilitatory effects ofN that are

evident in both lexical decision and naming.

More generally, there is no more reason to accept se­

mantic categorization data as the sine qua non of lexical

retrieval than any other paradigm. The conflict between

Balota and Chumbley (1985) and Monsell et al. (1989) re­

garding the effects offrequency on this task highlight that

it too is an imperfect measure of lexical identification.

Like lexical classification, semantic categorization may

be achievable without complete identification. Monsell

et al. described how activation of a semantic category by

the category prime might provide a basis for responses in

categorization tasks and reduce sensitivity to unique lexi­

cal identification. They assumed that category priming

would not influence performance when the same category

judgment (person/thing) was required for all items, but it

remains possible that, even without presentation ofa cat­

egory cue for each trial, information about the semantic

category of the stimulus becomes available prior to com­

plete identification and influences the decision process.

Thus, it is just as plausible to argue that the data obtained

in the semantic categorization paradigm are an unreliable

index oflexical retrieval processes as it is to claim that the

absence ofreliable effects in the items analysis ofthis task

proves that the robust facilitatory effects observed in LDT

and naming tasks should be attributed to processes other

than lexical identification.

CONCLUSIONS

This review was stimulated by the reputedly contradic­

tory evidence regarding the effects ofneighborhood struc­

ture on word identification. The summary of the evidence

presented in the section on The Evidence suggests that the

contradictions are not as great as has been implied. The in­

hibitory effects of large neighborhoods observed in the

perceptual identification task most likely reflect sophisti­

cated guessing strategies invoked to resolve partial stim­

ulus information. Under standard clear presentation con­

ditions in LDT and naming tasks, large neighborhoods are

almost always associated with better performance even

when N does not provide a reliable guide to lexicality. Al­

though inhibitory effects of higher frequency neighbors

have been observed in lexical classifications of French

and Spanish words, such effects are not generally ob­

served in English.

The most parsimonious interpretation ofthese findings

is that the facilitatory effects of N reflect lexical identifi­

cation processes common to LDT and naming tasks. How­

ever, this finding is not, so far, supported by convergent

evidence from the semantic categorization task. Attribut­

ing N effects to common lexical identification processes

does not imply a serial or unidirectional flow of process­

ing, but only that early sensorily driven processing of

stimuli is similar regardless of the task to be performed.
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Within a symbolic framework like the interactive activa­

tion model, this might correspond to the activation of a

word detector, while, in the distributed network of a PDP

model, it might be defined as a stable network state or pat­

tern of activation elicited by a stimulus acting on the

learned network weights (Monsell et aI., 1989; Van Orden

& Goldinger, 1994).

The conclusion that N has facilitatory effects on lexical

retrieval has important implications for assumptions about

the representations and processes involved in visual word

identification. Discussion will initially focus on the re­

sults for English words and then tum to considering the

language specificity of some of the effects.

Is the Lexical Selection Process Competitive?

The conclusion that N effects are facilitatory rather than

inhibitory seems to undermine the assumptions ofparallel

activation mechanisms of lexical retrieval. The notion of

competition between similar words implemented as lat­

eral inhibition between activated representations is central

to the interactive activation framework and has provided

the basis for interpretation of a variety of phenomena in

the word-recognition literature. The dominance of this

metaphor presumably accounts for the continued reluctance

ofresearchers to accept the conclusion that facilitatory N

effects are due to lexical retrieval even when this necessi­

tates invoking different task-specific mechanisms to ac­

count for the same empirical outcome in different tasks.

Ofcourse, the interactive activation framework does not

require that the net outcome for high-N words be inhibitory.

Lateral inhibition between word representations may be

counteracted by excitatory activation between letters and

words (Andrews, 1989, 1992). Supporting this possibility,

Coltheart and Rastle (1994) found facilitatory effects ofN

when the interactive activation model was used as the lex­

ical component of the DRC model, suggesting that a net

facilitatory effect ofN can emerge from particular para­

meter combinations. The conclusion that lexical retrieval

is faster for words with many neighbors than for words

with few neighbors does not, therefore, necessarily rule

out the contribution oflateral inhibition to selecting between

activated representations.

Consistent with this possibility, I have recently reported

that words that have a neighbor that is identical except for

the transposition of two adjacent letters (e.g., salt/slat;
quiet/quite) are responded to more slowly than matched

control words in both the LDT and the naming task (An­

drews, 1996).This suggests that this specific form ofneigh­

bor similarity does reveal competition between neighbors.

Importantly, regression analyses of this data set simulta­

neously showed inhibitory effects of transposed-letter

confusability and facilitatory effects ofN, demonstrating

that the different effects of lexical similarity are unlikely

to be due to changes in subjects' response criteria or deci­

sion strategies for different words. For example, it is dif­

ficult to see how the results could be explained by Grainger

and Jacobs's (1996) multiple read-out model, because all

stimuli were presented in a single block and the N and TL

effects cannot, therefore, be attributed to different re­

sponse criteria. Further simulations ofdifferent versions of

the interactive activation model are necessary to determine

whether it is possible to find a parameter set capable ofsi­

multaneously mimicking both effects oflexical similarity.

The question of whether facilitatory neighborhood ef­

fects can be accommodated by the more recent PDP mod­

els ofword-recognition models is also unclear. PDP mod­

els have neither explicit inhibitory connections between

representations nor localist representations of words to

compete for identification. Words are defined by patterns

of activation in a distributed network. Through training,

the weights on connections between the elements of the

network are adjusted to allow determination of the correct

output for each input in the training set. Once an optimal

set ofweights has been learned, a particular stimulus will

elicit the same pattern of network activation whenever it

is presented. "Selection" of the pattern that best matches

the input is achieved when the network settles into a sta­

ble state or "attractor" corresponding to a trained pattern.

Within this framework, words with similar input fea­

tures will elicit similar activation patterns because they

rely on similar connection weights. These shared weights

provide a potential mechanism for explaining facilitation

for words from large neighborhoods because the relevant

connections will have been strengthened by exposure to

multiple training items. Consistent with this intuition, Sei­

denberg and McClelland's (1989) PDP implementation

successfully simulated Andrews's (1989) facilitatory ef­

fects ofN on word naming. However, it can be argued that

this simulation finesses the critical issue of lexical selec­

tion. Because of computational limitations, the trained

model was tested in a single sweep without the stochastic

processing that would allow the model to settle into a sta­

ble attractor state in a fully interactive simulation. Perfor­

mance estimates were based on the magnitude ofthe out­

put error (the difference between the actual and desired

output pattern). This metric relies on the assumption that

stimuli that initially elicit patterns closer to the target out­

put would also achieve resolution more quickly in a sto­

chastic simulation. But this assumption may be invalid.

Even ifhigh-N words initially elicit more accurate output

patterns than do low-N words because ofthe stronger con­

nection weights associated with more frequently occur­

ring patterns, the overlap between the patterns for similar

words may mean that this initial advantage is not reflected

in faster resolution ofhigh-N words. That is, even though

PDP models do not use a lateral inhibition mechanism to

select between representations in the manner of symbolic

interactive activation frameworks, the overlap between the

attractors for similar words may have the functionally

equivalent consequence of delaying the time taken to

achieve a stable network state for high-N words.

Plaut et al. (1996) have implemented a stochastic PDP

model that provides the basis for evaluating this possibil­

ity. But they have not, so far, investigated the effects ofN

or extended the simulation to tasks other than word nam­

ing. So it remains to be seen whether PDP models will



prove to effectively simulate facilitatory effects of N on

lexical decision and naming performance.

Thus, the finding of superior performance for words
with many neighbors does not necessarily disprove the in­

volvement of lateral inhibitory mechanisms. Within the

interactive activation framework, the impact of such inhi­

bition might be obscured by excitatory activation between
representations for letters and words, and in PDPmodels,

there may be a functionally equivalent tradeoff between

the stronger connections developed for more frequently

occurring patterns and the overlap of the attractors for

similar words.
This issue cannot be resolved by simulation alone. The

interactivity of the models means that it is possible to pro­

duce a wide variety of outcomes by varying the parame­

ters governing processing. Systematic examinations of

how a model's performance changes with modifications to
its architecture or training regime (e.g., Plaut et al., 1996;

Plunkett & Marchman, 1991) go some way toward estab­

lishing the "design principles" ofthe model (Van Orden &

Goldinger, 1994) and providing a basis for theoretically

constraining the plausible range of parameter variations.

However, the most effective constraint on model imple­

mentation is achieved by requiring that a particular im­

plementation be capable of successfully simulating a set

ofinterrelated phenomena presumed to reflect similar un­
derlying mechanisms (Coltheart & Rastle, 1994). The fa­

cilitatory effects of N in both LDT and naming tasks, in

combination with the lack ofeffect ofneighbor frequency,

and the evidence of effects of specific similarity such as

that between transposed-letter confusable word pairs (An­

drews, 1996) provide a powerful constraint on the precise

form of interaction between excitatory and inhibitory

processes that can guide evaluation of computational im­
plementations of different models.

Grainger and Jacobs's (1996) computational simula­

tions provide a laudable example ofa systematic approach

to investigating how cross-task differences might be ac­

counted for by reliance on different mechanisms within a

single interactive activation architecture. The flaw in their
approach is their reliance on the perceptual identification

task as the index of word identification. This leads them

to reify inhibitory effects of N as markers of "true" lexi­

cal retrieval. But the present review indicates that facilita­
tory effects ofN are the norm in English, and that even in

French and Spanish N never exerts an inhibitory effect in

any task except perceptual identification. There are in­
hibitory effects of higher frequency neighbors in French

and Spanish, but they rarely occur in English.

Defining Lexical Similarity
The apparent contradictions in the evidence of effects

of neighborhood structure, combined with the centrality

of the notion of lateral inhibition to current models, has

encouraged a focus on the implications of neighborhood
effects for lexical retrievalprocesses. However,these issues

about retrieval processes are intimately intertwined with

assumptions about the form and organization of lexical
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knowledge that have been relativelyneglected in discussion

of the implications of effects of neighborhood structure.
In all of the research discussed so far, the construct of

a lexical neighbor has been operationalized according to

Coltheart et al.'s (1977) N metric. The fact that manipula­

tions ofN account for significant variability in performance

suggests that it captures a construct that is relevant to sim­
ilarity between representations, but does not justify the con­

clusion that N is the correct or only way of conceptualiz­

ing lexical similarity.

The N metric defines neighbors as words that can be cre­
ated by changing one letter of the target. This definition

appears to imply two general assumptions about the rep­

resentations underlying lexical retrieval: that words are

coded in terms ofposition-specific letter representations,

and that word representations are coded for length so that

the cohorts ofpossible neighbors are restricted to words of

the same length as the target. These are the assumptions

built into the interactive activation model that is imple­

mented with the even stronger assumption that letter po­

sitions are entirely independent so that there is no greater

similarity between the same letter in different positions

than between two different letters. These assumptions are,
to a large degree, a reflection of pragmatic limitations on

the process ofimplementing the simulation. For example,

the original interactive activation simulation was re­
stricted to a vocabulary of 4-letter words, so restricting

neighbors to words of the same length was an implemen­

tational rather than a conceptual decision. However, the

model's reliance on a slot-based coding scheme in which

each letter position is treated independently means that ex­
tending the model to other lengths would require separate

input nodes for each letter position in words of every

length. Modifying this slot-coding assumption to allow

for sensitivity to letter identity across different within­
word positions, or to similarity between words ofdifferent

lengths, would dramatically change the architecture ofthe

model and, potentially, the effects of similarity on perfor­

mance. Thus, it is not sufficient for the proponents of

computational models to claim that they are not theoreti­

cally committed to a particular set of representational as­
sumptions but have adopted them to achieve computa­

tional tractability (e.g., Seidenberg & McClelland, 1989),

because the manner in which inputs are parsed and repre­
sentations are organized critically determines the set of

words that will be activated by a particular target.
One might be tempted to argue that the fact that perfor­

mance is sensitive to N justifies the assumption ofa "slot­
based" input coding scheme. But this temptation must be
resisted. There are other ways of capturing lexical simi­

larity that are likely to be correlated with N, but which have

very different implications for representational organiza­
tion. For example, Pughetal. (1994) found that a measure

of the number of positions at which a neighbor can be

formed accounts for unique variance over and above N.

More generally, the fact that neighbors are not evenly

distributed across letter positions raises the possibility that

N is related to other similarity constructs. For example, a
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disproportionate number of 4-letter words' neighbors are
created by changes at the first position. In the sample of

1,895 words described in Table 1, there were an average of

3.35 neighbors at the first position compared with 0.88,
1.43, and 1.57 for positions 2, 3, and 4, respectively. Thus,

an average of46% of4-letter word neighbors share an or­

thographic body. A similar dominance by first-position

neighbors is evident for 5- and 6-letter words: for 5-letter
words, the average number of first-position neighbors is

0.92 and an average of0.27 for other positions; the corre­

sponding statistics for 6-letter words are 0.52 and 0.12.

This suggests that N effects may be due primarily to the

effects ofneighbors that share a body with the target word.

There is considerable evidence that bodies play an impor­
tant role in word recognition (see Treiman, 1992, for a re­

view), so N effects may, in part, reflect correlations be­

tween N and body-defined neighborhoods. Ifeffects ofN

were really due primarily to items with common bodies,

they might implicate representational assumptions that
were relatively different from those reflecting sensitivity

to neighbors at all letter positions. Taft (1991), for exam­

ple, has suggested supplementing the interactive activa­

tion model with a level ofbody representations.

One way of interpreting the correlation between Nand

body neighborhoods is to assume that N effects are really
due to phonological rather than orthographic structure.

Body neighbors usually rhyme, so N effects may be attrib­

utable to phonological rather than orthographic similarity.

This is not to say that neighborhood effects are simply a

surrogate ofeffects ofphonological consistency. Presum­
ably high-N words are more likely to have inconsistent

neighbors, yet they are responded to more quickly than are

words with few neighbors.

Rather, body units might reflect the interface between
orthography and phonology. Treiman, Mullennix, Bijeljac­

Babic, & Richmond-Welty (1995) reported a systematic

analysis of the orthographic-phonological relationships

embodied in English monosyllabic words, which showed
both that orthographic bodies were more redundant than

other within-word units and that the pronunciation ofam­

biguous vowel units in monosyllabic words were more

strongly predicted by the consonants that followed them

than by those that preceded them. That is, body units are
more consistently pronounced than are either vowels alone
or C(C)V units. In English, then, orthographic body units

are useful functional units because they provide system­

atic cues to inconsistent pronunciations. Since most

neighbors are body neighbors, the neighborhood advan­
tage may reflect the functional status ofbody units in word

identification.

Cross-Language Differences
in Lexical Similarity

The speculation that neighborhood effects in English
may be due, at least in part, to words with similar bodies

suggests a possible explanation ofthe language specificity

ofneighborhood effects. The level ofphonological incon­
sistency in French and Spanish is much lower than in Eng-

lish. Spanish is a highly regular language with a shallow

relationship between orthography and phonology, so there
may be little need for the reader to develop sensitivity to

relationships higher than the grapheme-phoneme level to

determine the mapping from orthography to phonology.
Although French has a deeper, or more opaque, mapping

relationship, it has been estimated that 95% of French

wordsare consistent in the sense that they could be correctly

pronounced using context-sensitive grapheme-phoneme

rules (Gak, 1976).

Facilitatory effects of neighborhood size in English
may arise because orthographic bodies playa more im­

portant role in lexical retrieval than they do in languages

with a more consistent orthographic-to-phonological map­

ping. There is considerable evidence that young children

learning English acquire sensitivity to the rime and body

units ofwords in the course ofreading development (e.g.,

Treiman, 1992). The consistency ofpronunciation ofbody

units remains a significant predictor ofadult naming per­
formance and accounts for variability over and above that

due to grapheme-phoneme correspondences (Treiman

et aI., 1995).

Treiman et al. (1995) argue that rimelbody units come

to play an important role in reading English words be­

cause the "lexical statistics" of the language are such that

they provide "a potential way for readers to deal with the
vagaries of the English writing system" (p. 130). Their

analysis ofmonosyllabic English words showed that vow­

els have a wider variety of pronunciations than conso­

nants, and that the pronunciations ofvowels are better pre­

dicted by the final than by the initial consonants. Thus, the

recognition ofbody units "helps to regularize the links be­

tween spelling and sound in the English writing system"

(p. 130). Consistent with the view that bodies playa role
independently of grapheme-phoneme regularity or con­

sistency, Treiman,Goswami,and Bruck (1990) reported that

both children and adults pronounce nonwords like lain

and goach, which have many body neighbors, more accu­
rately than they do nonwords like goan and taich, in which

the bodies are uncommon, even when the items are con­

structed from the same graphemes and are both regular
and consistent.

Thus, facilitatory N effects in English may be primar­

ily due to the influence of words that share a body with
the target word. The "special role" (Treiman et al., 1995)

played by these neighbors may be relatively specific to

English because it reflects particular properties of the or­
thographic-phonological mapping of the language: the

differential ambiguity of vowels and consonants, and the

greater statistical redundancy of body as compared with
initial CV units. Languages with a shallower orthography

or with a different statistical structure would not neces­

sarily lead to the emergence of bodies as functional units.
For example, the ambiguities in the orthographic-phono­

logical mapping in French are different from those in Eng­

lish: the pronunciations offinal consonants are more am­
biguous than those of vowels, and body/rime units make

little contribution to resolving inconsistencies because of



the predominance ofopen syllables (Content, 1991). Con­
sistent with the view that bodies do not play the important

role in processing French that they do in English, Taft and

Radeau (1995) reported that French subjects' pronuncia­

tions of ambiguous nonwords did not show the influence
ofbody units that is characteristic in English (Andrews &

Scarratt, in press; Patterson & Morton, 1985) but appeared

instead to be based on a syllabic parsing strategy.

The differences between the orthographic-phonological

mapping ofSpanish and English are even more salient. Be­
sides its shallow mapping relationship, Spanish is a syl­

labically structured language and almost all words have at

least two syllables. Thus, all ofthe words in the sample used

by Carreiras et al. (1997) were bisyllabic even though they

had only 4 or 5 letters. Multisyllabic words haverarely been

included in English investigations of neighborhood struc­

ture. Given these properties of Spanish, it seems likely
that syllabic units may playa more important role than

body units. Consistent with this possibility, Perea and Car­

reiras (in press) reported that LDT and naming perfor­

mance for Spanish stimuli showed inhibitory effects of

syllable neighbors. Thus, like French, the determinants of

similarity between different words may be different from

those that characterize English.

To some degree, this speculation as to the basis of the

cross-language differences in the effects of orthographic
neighborhood structure rests on the assumption that sen­

sitivity to body units arises as a consequence of exposure

to orthography rather than because of the phonological

knowledge that children acquire through spoken language

experience. Rimes are seen as the natural phonological

constituent ofthe spoken syllable and are therefore salient

in spoken words across all languages (Treiman, 1988).

Sensitivity to body units might, therefore, be expected to

arise in all languages that systematically map between or­

thography and phonology, because ofa tendency to parse

the orthographic form into units corresponding to its

phonological constituents. Thus, ifbody units playa special

role in English, itmust arise because ofthe specific mapping

oforthography to phonology and therefore depend on ex­

posure to orthography.

Treiman et al.s (1990; Treiman et al., 1995) investiga­

tions of this issue suggest that sensitivity to body units is

evident very early in reading development-at least by the

end of first grade. But they acknowledge that their evi­

dence does not conclusively demonstrate that body units
"derive their importance from rime units in spoken words"

(Treiman et al., 1990, p. 565). In any case, even if it is the

salience of phonological rimes that triggers attention to
body units, it remains possible that these units acquire

special status only when they facilitate the efficiency of

mapping from orthography to phonology. This may be

more true for English than for other alphabetic languages.
Thus, the apparent differences in the facilitatory effects

of N in English by comparison with French and Spanish
may arise because orthographic redundancy plays a greater

role in English because of its higher level ofphonological
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inconsistency. One level oforthographic redundancy that
is useful in English is captured by body units, and, be­

cause N is highly correlated with number of body neigh­

bors, this metric successfully accounts for variability in
performance. It is a less effective predictor of perfor­

mance in other languages either because shallower or­

thographies do not require the same degree of use of or­

thographic redundancy to achieve successful retrieval and!
or because the N metric is a less effective summary of the

dimensions of orthographic redundancy that are relevant

to that language. Investigations of the lexical statistics of

languages like French and Spanish, comparable to Treiman

et al.s (1995) analysis of English, and systematic investi­
gations of sensitivity to body units in these languages, are

needed to evaluate these speculations.

The preceding arguments that body units playa special

role in processing English might be taken as support for

"multiple level" models that assume a representational

level corresponding to the body that intervenes between

the letter or letter cluster and the word level (Taft, 199I).

However, this is not a necessary assumption. "Body units"

may be an emergent property of a distributed representa­

tional system that also allows for the representation ofany

other systematic relationships between orthography and

phonology (Seidenberg & McClelland, 1989). Moreover,
any such representational level may be superfluous in a

system that parses words into overlapping multiletter units
such as "Wickelgraphs" (Wickelgren, 1969) or syllabic

segments such as onsets, vowels, and codas (Plaut et al.,

1996). Converging empirical and computational ap­

proaches are needed to attempt to evaluate the validity and
implications of these different solutions. Constraints de­

rived from investigations ofneural mechanisms may con­

tribute to this pursuit (McClelland, McNaughton, &

O'Reilly, 1995).

Generality of Neighborhood Effects
A final issue that requires consideration concerns how

much of an impact neighborhood structure is likely to

have on visual word recognition. As demonstrated in
Table 1, there is a strong relationship between N and word

length, because words with more than 4 letters have very

few neighbors. The majority of the research on effects of

neighborhood structure has focused on 4-letter words be­

cause, in a sense, N affects only short words-long words
do not have neighbors by the N definition. It might, there­

fore, be claimed that determining the basis ofthese effects

is of little relevance to understanding word recognition,

because the majority of words do not have neighbors.
There are a number of arguments against this view.

First, even if it were accepted that only short words

were susceptible to influence from neighbors, the fact that

these words dominate text means that they do comprise a
substantial proportion of the words a reader encounters.

Second, the validity of the conclusion that only short
words are vulnerable to the influence of neighbors de­
pends on how similarity is defined. If, for example, words
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were parsed into syllabic units early in processing (Spoehr

& Smith, 1973; Taft, 1979), then long words might be sus­

ceptible to influence from syllabically defined neighbors

via mechanisms similar to those underlying N effects for

monosyllabic words.

Third, and most critically, even ifneighborhood effects

are restricted to short words, their importance lies not in

how often these effects would impact on reading, but

rather in the constraints they impose on the lexical retrieval

process. Short words present the word-recognition system

with its most difficult selection task because these words

are necessarily more similar to each other than are longer

words, at least at the level of shared letters. Thus, the or­

ganization of the word-recognition system must, to a de­

gree, have been driven by the need to make these most dif­

ficult discriminations between lexical symbols. In the

same way that the need to discriminate between similar

words may have shaped the human word-recognition sys­

tem, empirical data on the effects oflexical similarity pro­

vide essential constraints to govern the development of

models of this process.
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NOTES

I. A paper by Paap and Johansen (1994) was not included because, al­

though it reported regression analyses includingN and neighbor frequency

as a predictor oflexical decision latency, the data were obtained in an un­

usual procedure in which lexical decisions were delayed until after an

intervening letter-identification judgment. The lexical decision reponses

made to words presented more than 2 sec previously and after an inter­

vening response are an unreliable index of on-line lexical retrieval.

2. Wordlikeness was defined by assessing the amount of lexical ac­

tivity generated by each nonword in the interactive activation simulation.
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