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SUMMARY

This research concerns the investigation of the
differences in discrete network flow patterns under various
dispatching methodologies. The study has used a job-shop
type simulation model in which the flow actually consists of
jobs or units of work. The shop is dynamic in nature in
that work is continually entering and leaving the shop.

Three different loading approaches were used with the simula-
tion model: wuncontrolled arrivals, a job pool with a
mathematical algorithm, and a job pool with a heuristic
loading algorithm. Nine measures of network flow were formu-
lated and comparatively analyzed with traditional job-shop
performance criteria and shop balance criteria with each
loading approach to determine similarity of information
content. Six dispatching rules were used to control the shop
and produce the values of the performance criteria. By
isolating any one performance measure, the capability of the
dispatching rule to effect network flow was ascertained and
the rules were ranked in order of effectiveness.

Additionally, the arrival process to a machine
selected at random was studied to determine the applicability
of the Jackson decomposition principle to this model and to
test its applicability to dispatching rules other than first

come-first served. The simulation model was also run at a
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10% higher utilization to determine whether the capability
of the performance criteria to measure effectiveness had
deteriorated.

It has been shown that the network flow measures
contain equivalent information content as the traditional
and shop balance criteria. Also, it was observed that the
ranking of the dispatching rule in order of efficiency was
not markedly influenced by the loading approach. The
Jackson decomposition principle has shown that this simulation
model can be analyzed as independent machine centers for the
following dispatching rules: dynamic slack, dynamic slack
per operation, expected work in next queue, shortest proces-
sing time, and first come-first served. The job pool
concept has been shown to reduce the variance of the arrival
process by a decrease in the distribution parameter. When
the shop was run at 10% higher utilization, the performance
criteria generally retained its capability to measure

effectiveness.




CHAPTER 1
INTRODUCTION

The purpose of this research is to investigate the
differences in discrete network flow patterns under various
dispatching methodologies and to identify relevant measures
of network flow. The study has used a job-shop type
queueing network in which the flow actually consists of jobs
or units of work. The theme of the research has been the
effect of dispatching rules upon the pattern of flow within
the job shop. This instigated the formulation of nine
measures of network flow, described in Chapter III, which are
analyzed comparatively with traditional job-shop measures
and with more recently developed job shop balance measures.
This research has used six dispatching rules to control the
shop and to produce the resultant values of the performance
criteria for analysis. By isolating any one performance
measure, the capability of the dispatching rule to perturb
network flow could be ascertained and the rules ranked in
order of effectiveness.

There has been considerable job-shop scheduling/
sequencing research done in the past and since the general
problem has not been solved, research is continuing. As

Conway [15] contends,



The general job shop problem is a fascinating

challenge. Although it is easy to state, and

to visualize what is required, it is extremely

difficult to make any progress whatever toward

a solution. Many professional people have

considered the problem, and all have come away

essentially empty-handed. Since this frustra-

tion is not reported in the literature, the

problem continues to attract investigators who

just cannot believe that a problem so simply

structured can be so difficult until they have

tried it.

The job shop problem is simply stated. There are M
machines which can process N jobs, which are continuously
entering and leaving the shop. Each job has a determined
order in which it is processed through the machines. It is
assumed that each machine cannot work on more than one job at
a time and that processing required by a machine cannot be
done on any other machine. The problem is to find the best
production plan in sequencing the N different jobs on each
machine so as to optimize some measure of performance or
criterion. Such a plan is called an optimal one.

In addition to the challenge of solving the problem,
there are a number of other reasons for the research. The
primary reason is the cost of idle machinery and idle
workers, or alternately, the much higher cost of overtime and
customer dissatisfaction from lateness of job completion. In
some situations, scheduling too much work for the shop would
create the need to lease extra machinery to deviate from the

expected use of a machine. Late jobs will cause lost time

for management people who must console customers while



attempting to push through an order upsetting previously
organized production runs. This research may provide insight
into the problem by giving management more knowledge about
controlling the job shop rather than accepting results with-
out recourse. Many other economic and realistic reasons for
this research can be stated, but even with this overview

the importance of a solution to this problem is certainly
clear.

A simulation approach was utilized in this research
for two primary reasons, First, the analytical equilibrium
solution to a queueing system is dependent upon the input
parameters once more than two machine centers are in the
network, i.e., a general equilibrium solution exists for
systems in which the numbers of servers is strictly less than
three and the number of waiting positions or queue length is
fixed (Weber [65]). In fact, the analytical solution
requires such increasingly complex expressions for specific
systems (more than two servers), that the calculations alone
suggest that economical application of the results would be
limited to rather simple systems. The second reason is
that systems of realistic size can be simulated under various
conditions. For example, a simulation model can use any
probability distribution, even empirical distributions, where-
as the analytical solution is typically limited to poisson
arrivals and exponential repair times and service times. To

state the second reason in another way that is certainly more



emphatic, Conway [15] asserts that for interrelated networks
of realistic size there are no applicable theoretical
queueing results.

Nanot [43] places simulators into two groups: (1)
Models that use sequencing procedures from actual shops and
then determine the procedure to optimize a measure of
performance under specific conditions. The problem is to
find the proper value for the parameters that optimize the
criterion. In this case, the simulator is simply a method
for evaluating a complicated function; and (2) models which
include many factors that have a bearing on the operation of

the shop and with which controlled experiments isolate the

effects of some particular variable upon the criterion.

To quote Jackson [31],

The reason for realizing a mathematical model

by means of a simulator is to study its

properties experimentally. The simulator

provides a basis for applying the broad

approaches of laboratory science to certain

complex mathematical models, in order to

discover useful generalizations about them;

that is, for engaging in 'experimental

mathematics’'.

Three basic approaches have been attempted in solving
the job-shop problem: analytical flow models, analytical
job-shop (or queueing models) and simulation models. These
three models will be discussed later with their relevance to
the literature. The general approach to this research is,
as previously mentioned, of the simulation model class. The

specific performance measurements, which have been oriented



to measurements of the job shop rather than individual jobs,
will be studied with various dispatching rules.

Deane [16] used a simulation model to study a job
shop with an uncontrolled, i.e. random, arrival process.
Using workload balance measures as his optimization criteria,
he was able to improve these measures whenever he applied
his new flow controlled scheduling methodology. Irastorza
[26] used a simulation model to study a job shop that
controlled the arrival processing by placing arriving jobs
in a pool and then releasing them to the shop with a loading
algorithm. His performance criteria were worklcad balance
measures and traditional measures, and in conjunction with
the job pool and loading algorithm, he also was able to show
improvement. Thus, Deane and Irastorza both elicited
improvement in the performance measures of the job shop, but
with antithetical procedures. Hence, the hypothesis of
this research is that each experimenter had, in some way,
effected the system parameters of the queueing network. This
research effort has been to investigate this hypothesis. By
defining performance measures that evaluate attributeslof the
queueing network, both the controlled and uncontrolled arrival
process have been studied. An analysis was performed to
determine the difference across the six dispatching rules and
the order of performance. Additionally, the determination
of the information content of utilizing network flow measures

was ascertained by a comparative analysis with the traditional



measures and the worklcad balance measures. This knowledge
will give insight into the general job shop problem and to
the reason that both researchers were able to provide
increased shop effectiveness with their contributions to the
field.

This research is presented in the following chapters.
Chapter 11 provides an overview of a job shop with defini-
tions and gives a review of the relevant literature,

Chapter III discusses performance measurement and describes

the measures collected in this research. Chapter IV explains
the simulation model used in this research, the validation
process and the design of the experiment. Chapter V presents
the results of the experiment and the comparative analysis
performed. Chapter VI gives the conclusions of the research

and recommendations for extensions of this work.




CHAPTER 11

OVERVIEW OF JOB SHOP AND REVIEW QOF THE
RELEVANT LITERATURE

2.1 Job Shop Overview

2.1.1 Job Shop Definitions

A job shop in this research has been considered a
machine/production shop, although it could have just as
easily been defined as the scheduling of hospital patients
{(jobs) on a limited number of test equipment (machines), or
the scheduling of jobs through various operations of a
computer installation. The usage of terms in this paper need
to be given for clarity since there is little standardization
in the terminology of scheduling. 1In fact, some people
disagree that sequencing and scheduling can be the same
thing, although in this research they are considered equiva-
lent. When one is willing to assume that the processing
times are known and that there is no allowed idle time, then
a sequence designates a schedule. Herein the jobs are
engineered before they enter the shop so the processing times
are known and no idle time is permitted. Therefore the terms
are synonomous.

Other terms which may need clarification are given

below:



(1) Operation--the basic unit of work or most
elementary task.

(2) Job--the product of this shop, the entity which
is processed through the shop. A job consists of one or
more operations.

{(3) Machine--the work center where the operations
are performed. A work center can have fixed or variable
capacities,

(4) Pure job shop--a shop in which all orderings of
operations through the shop are equally likely.

(5) Flow shop--a shop in which one or more orderings
through the shop have higher probability of selection.

(6) Stochastic job shop--this definition is taken
from Elmaghraby [17]. The probabilistic elements enter into
the system in one of three forms: (1) the set of n jobs is
dynamically varying in a stochastic fashion; {(2) the require-
ments of each job (concerning route, processing times, due
dates, etc.) vary stochastically; (3) the characteristics of
the processors (availability, suitability, number of
processors, etc.) change stochastically. The first two
requirements apply to this research.

{(7) Deterministic job shop--a shop in which the
requirements in (6) above do not hold.

(8) Job pool--a holding area, either implicit or
explicit, for jobs to remain until conditions in the shop

dictate their being released for processing. The jobs arrive



at the pool in random fashion.

(9) Dispatching rule--the decision rule or queue
discipline used to select the next job out of queue for
processing. The discipline by which the sequence is
generated.

{(10) Release--a job released to the shop has completed
its engineering and has been given to the shop for processing
at the first machine of the job's ordering. The release of

jobs to the shop is a random process.

(11) Loading--the release of one or more jobs at a
time from the pool to the shop for processing at the first
machine of the job's required operations.

(12) Shop balance--a shop oriented performance
criteria that endeavors to spread the workload evenly over
all machines or over time.

The job shop in this research could have been addressed
in terms of classical network theory. Figure 1 illustrates
the network of a three machine job shop which has a super
source and a super sink. The work flow along the arcs would
be in terms of work rate per scheduling period. The arcs
would be capacitated with zero as the lower bound, and the
maximum machine capacity per scheduling period, as the upper
bound. However, classical network theory was not used.
Instead, traditional terminology and methodology of scheduling
as applied to simulation was employed.

The shop in this research is dynamic since jobs
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arrived in a continuous stream with the arrival process

being random. The static case where all jobs arrive

together for processing has been studied by others. To
summarize the process for the jobs in this shop: The job has
a predetermined number of operations, a path for the job has
been chosen, processing times at each machine are known, and
a due date is assigned. Upon release, or loading, each job
competes for the available facilities and its path is
independent of the sequence required for any other job. That
is, these jobs are "engineered" before they are released to
the shop for processing.

2.1,2 Assumptions

A real job shop is a relatively complex socioclogical
unit of man and machines, and is usually a key department in
the company. Possibly in some companies the shop is so
instrumental to the operation that the existence of problems
are not apparent to a manager because dysfunctional adjust-
ments are made in other areas to compensate for the shop's
shortcomings. As a result, when shop difficulties are over-
come, then the other problems surface and need solution. In
the age of computers with improved information systems and
advancement in the techniques of operation research and
management science, much of the slack has been taken from
production systems and excesses in inventory, thereby
necessitating better decisions in scheduling the shop

production.



12

It is really not surprising that researchers have
proposed models for their studies that tend to make the shop
appear unrealistic. However, even with these simplifying
assumptions, there are no complete solutions. A general job
shop with N jobs and M machines has (N!)M different schedules
possible. E. H. Bowman [8] claims a linear programming
solution to one version of the problem, coupled with an
apology that the approach is not a practical one.

The following list of simplifying assumptions apply

to this research.

(1) No machine may process more than one operation
at a time.

(2) Each operation, once started, must be performed
to completion (no preemptive priorities).

(3) Each job, once started, must be performed to
completion (no order cancellations).

(4) Each job is an entity; that is, even though the
job represents a lot of individual parts, no lot may be
processed by more than one machine at a time. This condition
rules out assembly operations,

(5) A known, finite time is required to perform each
operation and each operation must be completed before any
operation which it must precede can begin (no "lap-phasing').
The given operation time includes setup time.

(6) The time intervals for processing are independent
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of the order in which the operations are performed. (In
particular, setup times are sequence-independent and
transportation time between machines is negligible.)

(7) In-process inventory is allowable.

(8) Machines never break down and manpower of uniform
ability is always available.

{(9) Deadlines {due dates), if they exist, are fixed.

(10) The job routing is given and no alternative
routings are permitted.

(11) There is only one of each type of machine (no
machine groups).

(12) Each job has a certain number of operations, each
of which can be performed by only one machine.

(13) Each job may be processed more than once by a
machine.

(14) Each machine in the shop operates independently,
and thus each machine is capable of operating at its own

maximum rate of output.

2.2 Literature Review

The review presented here will not attempt to cover
in depth what has been done in the field of scheduling,
but there are several comprehensive reviews that have been
written and would suffice for that purpose. 1In a work by
Sisson [59] the methodology of sequencing is discussed.

Meller [39] concentrates on the period after 1957 and primarily
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discussed formulation and solution of scheduling problems
which have provided significant contributions to the field.
Gere [22] examines heuristics in job shop scheduling in his
review., Moore and Wilson [42] review the simulation approaches
to the job shop problem, covering the period after 1957.
Detailed coverage of scheduling theory can be found in a
book by Conway, Maxwell, and Miller [15], and a book by Ashour
[3] is another comprehensive source.
The literature search has revealed a list of more than
200 articles that cover the range of scheduling theory and
its application. However, since most of them deal with
specific sequencing problems vis a vis the general problem,
only a limited number will be mentioned in order to provide
an overall understanding of the field.
There are several ways that the literature could be
classified.
(1) According to criterion
{(a) job oriented
(b) shop oriented
{(2) According to arrival pattern
(a) static--all jobs available at time zero
(b) dynamic--jobs arrive in a continuum stream
and according to a specified distribution,
in this case, poisson or random
(3) According to job routing
(a) flow shop--all jobs have same route through

the shop (a special case is the assembly
line)
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(b) job shop--jobs have completely random route
through the shop (sometimes called pure job
shop)

{c) mixed shop--jobs have nonidentical routes
through the shop, but each route is not
equally likely,

{4) According to number of machines

(a) one machine in the shop

{b) two machines in the shop

{c) three or more machines in the shop

(5) According to the methodology

{a) analytical approaches

(b) simulation approaches

Here the literature will be classified according to methodology.

2.2,1 Analytical Models

The analytical flow models and analytical job shop
models are primarily dynamic programming, branch and bound,
algebraic, integer programming, enuﬁération, queueing and
graph theoretic. Johnson [33] provided work in minimizing the
maximum flow time for a job in a two machine shop. This is
also termed the make span for a job. The shortest processing
time (SPT) decision rules provides the optimum results.

Smith [60] shows that jobs sequenced in order of nondecreasing
processing times also optimizes the one machine case when the
criteria is make span. The SPT rule (Conway, [15]) has also
been found to minimize average completion time, average

number of jobs in process, average waiting time and mean of

lateness distribution. These results are of no surprise since




16

Little [35] provided the rigorous proof that the mean number
of jobs in the system is equal to the product of the mean
time between arrivals of two consecutive jobs and the mean
time spent in the system by a job. Mitten [41] showed that
SPT also minimizes the two machine flow shop with lag, i.e.
when there is required time between the completion of
processing on one machine and beginning of processing on the
next machine. Other work with make span as the criterion is
presented by Smith and Dudek [59] in which they have devel-
oped a generalized algorithm for optimizing a flow shop with
no passing.

The initial work dealing with a branch and bound
technique for scheduling is credited to Ignall and Schrage
[25]. They worked with flow shop models and provided
algorithms for solving three machine problems using job
related criteria. Lomnicki [36] found an exact solution to
the three machine problems using branch and bound techniques
with make span as the performance measure. Brooks and
White [9] have also done work in the generalized job shop
with branch and bound approaches.

Ashour [3] has provided results in branch and bound
approaches, graph-theoretic approaches, decomposition
techniques, and other analytic approaches. Similarly,
Conway [15] has provided many analytic solution procedures
for static and dynamic shops in both the restricted flow

shop and the general job shop. Johnson [33] and Bellman [7]
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have solved the two machine flow shop with no due dates
using the criterion of minimizing the total time to process
all jobs. Johnson has shown theoretically that the optimum
case will occur as an extension of the two machine procedure
although the optimizing algorithm for three machines has not
been found. He further demonstrated that the procedure does
not extend to the four machine case. Bellman [7] has
approximated the discrete sequencing problem with continuous
functions and says, '"the importance of my result is that it
shows that the three stage dynamic programming process
presents a genuinely difficult problem."

Bowman [8] has modeled the problem for solution by
linear programming techniques and claims to have solved the
problem, although the solution technique is not practical
for application. Wagner [65] and Manne [37] have used
integer linear programming techniques with job oriented
criteria, but like Bowman, the methods are computatively
prohibitive for realistic problems.

Some results are available on the analytical work
done in approaching the job shop as a network of queues.
Burke [10] presents his initial work on queues and proves
the intuitive conjecture as stated by Morse [40] that the
efflux (output) from a single-channel, exponential service
channel, fed by poisson arrivals, must be poisson with the
same rate of arrivals. Jackson [29] generalizes these

results for a network of queues. He states that when the
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following assumptions hold, then the machine centers are
independent. Jackson's assumptions are:

(1) Jobs are assigned to machines M on a first come-
first served basis.

{(2) Arrivals from outside the shop are in a poisson
type time series.

(3) A job leaving one machine center goes to another
or is finished according to a probability distribution
associated with the center it is leaving.

(4) Process times are exponentially distributed.
This means that the job shop acts like a collection of
independent waiting lines. Jackson [28], as an extension
to the above work, provides the equilibrium joint probability
distribution of queue lengths for a broad class of queueing-
theoretical models representing multi-purpose production
systems.

Weber [66] gives the exact steady state solution for
a two machine flow shop with unlimited queue length and
attempts to extend the procedure to the three machine case.
However, he found that adding a unit of capacity to any
queue changed the relationship between the previously
existing probabilities so that no general expression of the
solution could be written. However, given the capacities
of all the queues, then a solution could be found using the
same procedure., This finding has impact in this research in

that it provides sufficient grounds for the adoption of the
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simulation approach. By extending Weber's work to this
system, it can be deduced that no general solution exists.
Actually, this is evident since the queue lengths fluctuate
with time, and only probablistic statements can be made

about their length. Weber's work also adds credence to
Jackson's usage of simulation as "experimental mathematics."
Chesborough [11] discusses the output of queueing systems
considering single server systems, tandem systems, and tandem
systems with feedback. Conway [15] states, "a harsh critic
could conclude that there are no network queueing results."

2.2.2 Simulation Models

The simulation of the operation of a job shop has
added new dimensions to the realism of the models being
studied. Managers are usually not willing to have a
controlled experiment conducted with their shop, but they
have at least allowed the study of the operation to ascertain
representative time distributions, The time distributions
are then used to model the shops mathematically, and then
with simulation. Simulation has proved to be a very
effective technique for studying the dynamic shop. Primarily
in these studies, the objective has been to analyze the
response of various job oriented performance criteria to
different local dispatching rules. Sisson [57] reviews the
early work in simulation, while Moore and Wilson [42]
comprehensively summarize the results of many digital

simulation experiments seeking principles of scheduling design
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valid for job shops. They report that the most encouraging
aspect of the simulations to date is that their findings
are consistent.

Baker and Dzielinski [4] and Jackson [30] made some
of the early attempts at simulating the job shop. Others
making early contributions were Nanot [44] and LeGrande [34].
Nanot was careful in designing his experiment with respect
to the time series analysis of his data, whereas the
statistical validity of LeGrande's work may be suspect. An
idea by Ackerman [1l] was that jobs spend most of their
actual shop time in queue, rather than in processing.
Therefore, attention needs to be given to the number of
queues a job has to enter. He developed even-flow which is
a method for reducing lateness in job shops. Trilling [63]
developed a shop simulator for networks and considered
assemblies and disassemblies which is a relaxation of one of
the normal assumptions.

Gere [22] has done work with a simulator that not
only has incorporated the traditional priority dispatching
rules, but additionally has considered several heuristics
or rules of thumb that add another dimension of realism, as
well as to provide improvement. Pettit [49] contrasts the
usage of simulation as a study tool to its use for opera-
tional production scheduling. Nelson [48] has developed an
interactive scheduling model incorporating heuristics for

the due-date problem in a realistic shop. The program
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allows a human scheduler to interact with the model to
improve schedules and modify the problems descriptions in
an attempt to arrive at a satisfactory solution. Schwart:z
and Schriber [53] present a 'state of the art' paper
illustrating their approach to the scheduling problem with
GPSS/360. The paper includes logic flow charts and a
program listing to demonstrate the compactness of the model
in comparison to others.

Undoubtedly the most extensive experimental work with
simulation has been done by Conway [13,14,15]. Conway has
considered many dispatching rules and their interaction with
numerous performance criteria, This investigation was
conducted under various shop sizes, flow patterns, work in
process levels, and other variable parameters. His work is
considered the benchmark to many studies and as such,
comparison to his work is made as a step in model validation.

Deane [16] developed a machine oriented performance
criterion to measure the deviation of machine utilization
from its mean during each period. Additionally, he tested
a shop oriented balance measure that is based on variation
of the overall shop utilization. Coupled with these job
independent criteria, he developed a new dispatching
methodology which is a periodic search procedure that guides
work to underloaded machines. This means that jobs that can
make the largest contributions toward reestablishing work-

load balance at underloaded machines are given high priorities
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in their present operation. This dispatching methodology

is dynamic since any job moved ahead in priority has an |
effect in the selection of future jobs. Using this dispatching
methodology and the machine balance criteria, Deane was able

to show significant improvement in his results. Essentially

Deane administered a controlling mechanism to the flow of a

shop that has an uncontrolled random arrival process.

Irastorza [26] developed a loading and balancing
methodology for job shop control. He used Deane's model as
a starting point and modified it to incorporate a pool of
jobs prior to release into the shop. Then, by employing a
linear approximation for a mixed integer problem, he
developed an algorithm to decide which jobs to load into the
shop from the pool. His control methodology to the random
arrival process resulted in significant improvement to
balance criteria, job related criteria, and to work in
process Ccriteria,

In searching the literature for relevant research,
there were no studies found that directly investigated
measures of network parameters and how they varied across
the dispatching rules. Hence, this research is unique in
that the purpose is to ascertain which existing dispatching
rules can be used to enhance the effectiveness of the net-
work measures and afford the shop manager with another

capability of controlling his production runs.
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CHAPTER 1III

PERFORMANCE MEASURES AND DISPATCHING RULES

3.1 General

In a production shop, an objective of planning is to
integrate the machine capability with the work load in
order to enhance the shop's effectiveness, while simultan-
eously meeting customer desires. The effectiveness is
determined by some measure of performance defined in terms
of quantifiable criteria, which ultimately is reflected in
terms of cost or profit. Performance measures are the
objective criteria in the scheduling problem. The measures
have traditionally been descriptive of some salient factor
of the particular production shop. Therefore, they are
varied according to production factors (minimum production
time, minimum idle time), economic factors (minimum work in
process), or measures relating to job characteristic or
function (minimum job lateness, minimum job tardiness).
More recently, measures of shop balance (machine workload
balance, shop workload balance) have been studied. The
rationale is that the shops have been engineered to have a
certain machine composition. Then the machines are grouped
into centers which are organized so that work will be

uniformly distributed over the shop. The balance measures
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determine the deviation from the planned load at the various
centers, and then adjustments to reduce this deviation are
made with the dispatching methodology.

This research is investigating yet another class of
measurements that is well known, but has not been used in
regard to the scheduling problem. This class of measurements
(herein referred to as network flow measures) describes in
some manner the flow of work, or jobs, through the shop.
Primarily then, various dispatching methodologies have been
used to enhance these network flow measures. As stated, the
purpose of this research has been to identify relevant
measures of discrete network flow and to determine the
results as all conditions are held constant, except the
dispatching rule. Armed with this information, a comparative
analysis with the traditional measures and balance measures
has been conducted to ascertain the applicability of the
network flow measures.

Many dispatching rules were examined for inclusion
in the study, but the number of rules is as varied as one's
ingenuity to manipulate weighted sums of rules, ratios of
rules, and other manners of composition. Therefore, the
rules used in this research were limited to those that have
been shown to yield satisfactory performance for realistic
criteria. That is, they have been used in actual shops, in
many studies, and they are not limited in applicability to

specific organizations. Thus, the findings of this research
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will have more generality with regard to the decision rules
and will not be limited in scope to an esoteric subset of
applications. Specifically, the dispatching rules were the
decision variables which were varied while all other condi-
tions were held constant allowing for the collection of the
experimental data for the performance criteria. Thus, the
changes in the performance criteria were directly attributable

to the isclated decision variable.

3.2 Performance Measures

The statistics on three categories of performance
measures which were collected in this simulation model will
be discussed in this section. A list of the measures used
are provided below in Table 1. The definition and mathe-
matical expression for measures 1-15 can be found in
Appendix A. The measures which have been called "variance"
are misnomered, in that there is no statistical significance
of the term. The intent has been to describe the form of
the equation used in evaluating the measure.

Shop criteria are measures characterized by their
relation to the shop or machines. They have been used as
variables in the balance measures discussed below. Addition-
ally, shop utilization is treated as a given parameter in
this research. It is a function of the arrival rate and the
random number generator with its inherent variation. Two

levels of utilization have been examined in the research.



Table 1. A List of the Performance Measures Used

in This Research

10.

11,

12.

13.

14.

. Average

. Average

Average
Johs in

. Average

Jobs in

Average

Shop Utilization
Number of Jobs in Shop

Number of Operations for
the Shop

Work (Hours) Done for
Shop

Work in Process (Hours)

Time Spent in the System

Time Spent in the Shop

Average

Job Tardiness

Variance on Job Tardiness, Average

Average

Lateness

Variance of Lateness, Average

Machine Balance Measure

Shop Balance Measure

Queue Workload Balance

15.

16.
17.
18.
19.
20.
21.
22.
23.

24.

Period Queue Balance

Variance of Waiting Time Per
Operation, Average

Average Queue Length in Number of
Jobs (Shop)

Variance of Queue Length in Hours
of Work, Average (Machine)

Variance of Interarrival Times,
Average (Machine)

Variance of Interarrival Times
(Shop)

Variance of Work Arrived Per
Period, Average (Machine)

Variance of Work Arrived Per
Period (Shop)

Variance of Cutput, Average
Machine

Variance of Output (Shop)

8¢
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Measures two through eleven are the traditional
measures used in this research. They consist of two broad
classes of measures, those being work-in-process and due date
criteria. These measures are related to job attributes, i.e.,
they are characterized by their relation to jobs. These job
related measures will distinguish between the jobs and are
related to their position in the sequence.

These traditional measures are particularly signifi-
cant to management because when jobs are failing to meet the
due date criteria, then higher costs ensue. These costs take
the form of customer dissatisfaction, contract penalty costs,
manager and executive time being used up in telephone calls,
expediting and extra correspondence, and possibly special
production runs which means additional set up cost and
improper, inefficient use of the shop, equipment and manpower.
However, to meet the due date criteria all the time, the in
process inventory criteria must be maintained at higher
levels. (Clearly, what is needed and typically desired is a
balance or trade off between the two classes. Without the
balance, inventory holding costs will be high, possibly even
necessitating additional warehouse space. In instances where
the shop's objective is to repair items that bring the revenue
into the company, the higher the in waiting inventory, the
less revenue can be produced.

There are relationships between the various traditional

measures and they are explained in detail in Conway [15] and
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Ashour [3]. Some of these relationships are briefly discussed
below. Any dispatching rule that minimizes flow time will
maximize utilization. The mean number of jobs in the shop

is directly proportional to the mean flow time for a given
schedule period. Other relationships from the measures

above are that the lateness for job k is equal to the differ-
ence in completion time and the due date. Also, lateness

for job k is defined as the difference in flow time and
allowance time where allowance time for job k is equal to the
difference in due date and release time. The mean value of
each of these is given by dividing by the number of jobs.
Further, we know that completion time of job k is defined

as the sum of release time, processing time, and waiting time,
From a little algebraic manipulation then we see that late-
ness is also defined as the sum of all processing time and
waiting time minus the allowed time. Now, mean release time,
mean due date, mean allowance time, and mean processing time
are known and constant after the simulation so that any
schedule that is optimal with respect to lateness is also
optimal with respect to due date, flow time, and waiting
time. In fact, Conway [15] says that if the set of waiting
times for machine i1 and job k is known, then the schedule 1is
completely specified and that the goodness of any schedule

is completely a consequence of the values of the waiting
times.

Four balance measures, numbered 12 through 15, have
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also been collected for evaluation in this research. The
effect of "balancing" the shop on the traditional performance
measures has been studied by Deane [15] and Irastorza [24].
Shop or machine balance measures are based on the fact that
shops are designed with a certain machine mix and capacity
and should operate most efficiently when these conditions

are satisfied. Thus, these measures will measure the
deviation either from planned machine or scheduled period
workload. According to Irastorza, these measures do not
allow compensation or negation between overloaded or under-
loaded machines, shop or time period. Primarily, the
balance measures concerned with time periods are when shop
utilization is predictable. There is no one best balance
measure, but as with the traditional measures, the determi-
nation of which ones to use is dictated by the shop, product,
or management policy.

The Machine Balance Index is the average variance of
the machine utilization over time. The index is of primary
use when it is significant to consider the utilization or
work contribution at individual machines or work centers.

If it is used to maintain balance, the measure will not allow
under utilization on one machine in a time period to compen-
sate for the over production of another machine in the
previous period. This measure can best be utilized where
there are several machines at a work center to insure there

is no labor wasted by partial utilization of a machine group.
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The Shop Balance Measure is the variance of work
done in the shop taken over the schedule time. One might
desire to use this measure if there is diversification in the
type work that each worker can do. Thus, in a shop with a
great deal of flexibility, a given job can be moved from one
machine to another without incurring a big penalty. There-
fore, the significance is that the work be distributed evenly
over the machines or work force for a given period.

The Queue Workload Balance Index is the variance in
the number of jobs at each machine over time. When a shop
lacks the flexibility in the assignment of job operations
to machines, then this measure could be used. Another
instance when this is more desirable is when stability is
important for the amount of work in process during a schedule
period.

The Period Queue Balance Index is the variance of
gqueue length in number of jobs for all machines over time.
This measure is similar to the Queue Workload Balance Index,
but it takes into account the variation of the load to the
shop over the scheduling horizon.

The remaining measures studied here, numbers 16
through 24, have been termed network flow measures. They
were designed to measure some aspect of the system or flow
of jobs through the system. With the exception of variance

of the waiting time per operation, there is little evidence

in the literature of these measures being used as objective
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criteria for production shop. Since these measures reflect
system operation conditions without direct concern with job
attributes or management policy, they have been studied to

examine their interaction with the dispatching rules.

The definitions and mathematical expressions for the
network flow measures are given below. These definitions
and expressions are numbered to be consistent with Table 1.
The notation where not clear from the context can be found
in Appendix A.

16. Variance of the Waiting Time Per Operation--The
average waiting time per operation for each machine is
calculated first and then the variance of the waiting time
for each machine is calculated. An overall average for the

variance is then calculated.
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17. Average Queue Length in Number of Jobs--This is
the ratio of the sum of the queue length in number of jobs
over all machines and all periods to the product of the

number of machines and number of periods.
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18. Variance of Queue Length in Hours of Work--This is
the ratio of the sum over every instant of time of the work
in queue to the total time. The "variance' of queue length

in hours is determined for each machine and then an overall

average is calculated.
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15, Variance of Interarrival Time, Average for Machine
i--This is the ratio of the sum over all jobs of the difference
in time between this arrival and the previous arrival, to
the number of jobs processed on machine i. The '"variance"
for the interarrival time of machine i is calculated and
then averaged over all machines.
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20, Variance of Interarrival Time--The average inter-
arrival time for each machine in the shop is calculated.

The "variance'" of the interarrival time is then determined.
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21. Variance of Work Arrived Per Period, Average for
Machine i--This is the ratio of the work arrived to machine
i in period j, to all the periods. The ”yariance” of the
work arrived is next found for each machine and then an

overall average variance for a machine is calculated.
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22, Variance of Work Arrived Per Period for the
Shop--This is the average of the work arrived per period to
the shop over all machine and periods. The variance of the

work arrived to the shop is then calculated.

23, Variance of the Output Per Period, Average for
Machine i--This is the ratio of the sum of the output for
machine i over all periods to the total number of periods.
The variance of the output for machine i is calculated and

then all machine variances are averaged.
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24. Variance of the Output Per Period for the Shop- -
This is the output of all machines per period summed over
all periods and divided by the number of periods. The

variance of the shop output per period is the calculation.

Average queue length in number of jobs was selected
as a criterion because of the relationship proved by Little
[35], see Chapter II. Similarly, the average queue length
in hours of work was selected as a network criterion with
the rationale that processing times for the operations vary
and thus, more information might be gained by using the
hours of work, rather than the number of jobs, The measures
of the variance of interarrival times were selected because
they were thought to be good indicators of smooth flow in
the network. Similarly, the variance of the work arrived
per period to the shop was hypothesized to be an indication
of a constant flow of work over a scheduling period. The
variance of output measures are also used to determine a
steady flow of work through the machine centers and the shop.

Analyses have also been conducted to determine if

there is the same information content in the network flow
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measures as in those previously used, and whether they

could be substituted for the traditional measures or balance
measure in order to reach the same conclusions., Also, the
ranking of the decision rules across each class of measures
has been determined and studies done to determine the agree-

ment or disagreement in classes of measurement.

3.3 Dispatching Rules

The dispatching rules were the independent variable
in this research. The purpose, as stated, has been to study
the interaction of the performance criteria with the
dispatching rules. Since the dispatching rule is the
principle method of controlling the flow of jobs through the
shop, the relationship of each measure across the rules had
to be known. Once the ranking of the rules was determined,
then for a particular measure achieving a good schedule for
these rules is simply to apply the rules in rank order.
However, for multiple criteria or across classes of criteria,
the ranking of the rules has not been known previously.

Dispatching rules are classified according to their
transient characteristics and the breadth of the information
required to employ them. A static rule is one in which the
jobs are not selected over time, i.e., once the job order
has been determined it does not change. A dynamic rule, on
the other hand, does change as a function of time, but as

imagined, it requires information about jobs competing for
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service at a particular machine. A global rule requires
information about other machine centers and waiting lines.
Clearly, local rules are easier to implement and usually
cost less to use because less information is required.

The number of dispatching rules is unlimited and left
to one's ingenuity and cleverness. A list of the most
commonly used rules in simulation studies is provided by
Moore and Wilson [42]. Appendix B gives those rules,

The dispatching rules used in this study are defined
below with Table 2 showing the relationship among the rules.

(1) Dynamic Slack (DS)--The job priority is deter-
mined by selecting the job that has the least time remaining
for the due date, minus all remaining processing time.

(2) Dynamic Slack Per Operation (DSOP)--The job
priority is determined by selecting the minimum of the ratio
of dynamic slack remaining to the number of operations
remaining.

(3) Expected Work in Next Queue (EWIQ)--The job
priority is determined by selecting the job that has the
minimum sum of the imminent operation processing times of
the other jobs in the queue that this job will enter. The
queue is considered to include jobs now on other machines
that will arrive before the subject job.

(4) Shortest Processing Time (SPT)--The job priority
is determined by selecting the job with the least amount of

processing time for the imminent operation.
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Table 2. Dispatching Rule Relationships

Static

Dynamic

Leocal First Come, First Served

Shortest Processing Time

Due Date

Dynamic Slack

Dynamic Slack Per
Remaining Operation

Global Expected Work in Next
Queue

**Dynamic Slack Among
All Imminent Jobs

*#Not used in this research--illustrative only
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(5) Due Date (DD)--The job priority is determined by
selecting the job with the earliest due date.

(6) First Come, First Served (FCFS)--The job
priority is determined by selecting the minimum of the time
the jobs enter the machine queue.

There is no known dispatching rule that gives optimal,
or even good schedules, across all performance criteria for

the general job shop. This is certainly understandable since

criteria have antithetical characteristics, such as dispatching

rules do. An example for criteria is the inverse relation-
ship between due dates and work in process levels. An
example for dispatching rules is first come, first serve
versus last come, first serve. However, there are some
performance criteria for specific job shops for which the
best dispatching rule is known. Many of these results were
mentioned in the literature survey, but they will be reiter-
ated now in the context of this chapter.

With regard to scheduling problems where there is a
limit to the size in either number of jobs or number of

machines, or where there is some restriction to the flow

throughout the shop, then sequencing by the shortest processing

time rule has given optimal results for several criteria, and
at least good results for others. Specifically, for the n
job, 1 machine problem, SPT is known to minimize total
completion time, average completion time, average number of

jobs in process, variance of the number of jobs in the shop,
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average waiting time, and average lateness. For the n job,
2 machine case, SPT will minimize the make span with or
without lag. In the case of the n job, 3 machine flow shop
with make span as the criterion, SPT will give the optimal
results. For the n job, m machine flow shop, again SPT will
minimize both make span and idle time on last facility. As
SPT was used by Conway [13,14,15], Nanot [44], LeGrande [34],
Dzielinski [4], and Nelson [48] in simulation experiments,
the efficacy of SPT was demonstrated in the general job shop
model. Conway [15] devoted one entire experiment to SPT
characteristics and capabilities.

The other rules do not have as many results reported,
but their worth for some criteria is known. First come,
first serve has been shown to minimize the variance of the
flow time and waiting time in experiments by Conway [13,14,15],
Nelson ([48], and Nanot ([44]. Conway and Nanot showed that
FCFS was better than SPT above the .95 fractile for the flow
time distribution. Conway has also employed the SPT and
FCFS rules in linear combination and switching between the
two, and has shown good results with the flow time distri-
bution. Jackson's [29] network decomposition principle is
applicable to the FCFS rule.

In the Conway and LeGrande work, the variance of the
completion distribution has been minimized by dynamic slack
per operation rule in combination with SPT, but DSOP alone

gave good results. Conway has also found that DSOP gives
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good results in minimizing the number of jobs with positive
lateness.

For the one machine problem with minimizing the
maximum tardiness, sequencing by ordering the jobs by due
dates has given superior results. Gere [22] tested conjec-
tures about the effectiveness of dispatching rules for the
same measure of performance. He considers all rules that are
functions of the job file as scheduling rules (e.g. DS, DSOP,
SPT, DD, EWIQ) whereas all rules that are not functions of
the job file are merely priority rules (e.g. FCFS5). Gere's
results of interest to this research are given below:

Conjecture 1: A scheduling rule whose priority
function is not a function of the job file is no more
effective than a purely random rule. The results were not
conclusive, but FCES performed better than purely random,
although not significantly.

Conjecture 3: (a) If several jobs have different
numbers of operations, job slack per operation is more
effective than job slack. Job slack was somewhat better
than job slack per operation, but there was a small sample.
(b) Otherwise, job slack per operation is not less effective
than job slack. With the same number of operations, both
rules performed equally well.

Conjecture 4: If the jobs have different due dates,
a job slack ratio rule (job slack hours divided by hours

remaining until due date) is more effective than job slack
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per operation. The conjecture was refuted.

Conjecture 6: (b) The shortest imminent operation
rules (length of next operation) is less effective than job
slack for the dynamic problem. The conjecture was supported,
job slack was significantly more effective.

Conjecture 9: The look ahead heuristic is effective
(look ahead to determine if any jobs are critical with
respect to due date). The conjecture was supported.

Other results are reported, but it is not intended
to present a comprehensive survey of the known results.
Rather, the intent has been to familiarize the reader with
the capabilities of the rules in conjunction with a few
performance measures. This research will give one a much

broader look at six common rules with many criteria.
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CHAPTER IV

DESCRIPTION OF THE SIMULATION MODEL, THE VALIDATION PROCESS,
AND DESIGN OF THE EXPERIMENT

4.1 General

The simulation model used in this experiment was
originally designed, written, tested, and used by Deane [16]
to study the workload balance measures and to develop his
flow controlled scheduling methodology which enhances these
measures. Irastorza [26] extensively modified this model to
incorporate the job pool concept coupled with a linear
approximation to a mixed integer programming algorithm for
loading the shop from this pool. He was able to show
improvement in both the workload balance measures and the
traditional measures. As explained in Chapter I, these two
experiments prompted this research. Since the determination
of the cause for improvement is of the essence, the same
model used by Irastorza was used here with only slight modifi-
cation. These modifications dealt only with the collection
of the data, and not with the operation and logic of the model.

The process for authenticating the model for this
research was a time consuming, but relatively easy task. Once
the model was successfully running, the problem was reduced

to identifying and setting the variable conditions and the
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random number seeds used by Irastorza to produce his
results, With this accomplished, the output, including the
same random number series, duplicated exactly the output
found in the dissertation [26].

Although the task of model verification and validation
was simplified for this thesis, the model actually underwent
quite extensive scrutiny to insure its adequacy. These

results will be highlighted in the following sections.

4.2 Description of the Simulation Model

4.2,1 Concept of a Job Pool

In most job shop studies, the jobs are engineered and
are sent to the first machine in their sequence as soon as
they arrive in the shop. This causes undue length and
fluctuation of the queues at the machine centers as well as
high work in process levels. However, it has been found
that in actual shops in several industries that the shop is
not loaded with every job that becomes available. Some jobs
are held back whenever they cannot immediately contribute to
the improvement of the shop, and subsequently released to
the shop whenever it is beneficial. This serves to keep
backlogs off the factory floor, balance the workload through-
out the shop, keep work in process at lower levels, and
speed jobs through the shop, although additional time is
spent in this holding area.

Over extended periods of time the amount of work
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arriving to the shop cannot exceed the capacity of the shop
or stochastically there would be an '"explosion'; that is,

the queue lengths at the machine centers would move to
infinity. But over short periods of time the total work
arriving may well exceed the capacity and disrupt the

smooth, balanced operation. A method to prevent this disrup-
tion is the job pool developed by Irastorza [26]. Essentially
the jobs all enter a pool which is in "front'" of the shop

and are then loaded into the shop each scheduling period in
batches as determined by a loading algorithm. Whenever the
due dates are not critical, additional benefit is derived by
the increased flexibility in job selection.

Irastorza developed two such loading algorithms, one
which uses a linear approximation for a mixed integer progran,
and another which employs heuristics. The objective of both
algorithms is the improvement of shop balance and work in
process measures, while operating under due date constraints.
This objective is accomplished by minimizing the deviation
from the desired total locad for each machine center and the
actual load. The desired load is set by management and
provides control over the production operation.

The mixed integer programming approach has equality
constraints based on the current workload at each machine
center. Thé use of positive and negative slack variable for

excess and lack of work as compared to the desired load make

the constraints equalities. The program then minimizes the
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sum of these slack variables. An additional term is in the
objective function to insure the due date constraints are

met. For more control and flexibility other constraints can
be used to increase or restrict the amount of work in the
shop, at a work center or groups of work centers. The loading
algorithm provides an optimal solution for loading the shop
with respect to its objective function, but not in a general
sense.

The heuristic loading approach loaded jobs from the
pool if the first operation made a contribution to the queue
of a machine that was underloaded. For example, for any
given underloaded machine, jobs for that machine were taken
from the pool according to most imminent due date until the
machine reached its desired load or there were no more jobs
destined for that machine. An optional feature was to
continue adding jobs to the shop according to due date until
the total shop desired load was reached. This would put
some machines beyond their desired load while others remain
underloaded because no jobs were available for them in the
pool that scheduling period.

4.2.2 Parameter Description

The job shop modeled was of a general nature and did
not attempt to mirror a specific shop. The parameters used
were in the ranges of those that can be found in many

industries and are thus not restrictive in nature. The

selection of a ten machine shop was made because it exhibits
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enough interaction and combinatorial complexity to adequately
represent a real world process while being economical with
computer time requirements.

The arrival process to the system was poisson and the
interarrival distribution has a mean of 1.88 hours, and was
truncated at 40 hours. Using the arrival rate and setting
the other parameters resulted in "fixing'" the shop utilization
at approximately 81%. Thus, an average of 4.25 jobs arrived
to the shop in an eight hour scheduling period. These same
distributions were used in research by Conway [13,14,15],
Nanot [44], and Jackson [27,32].

The jobs had an equal chance of starting their proces-
sing on any of the ten machines. The remaining operations
of the machines were generated with a probability transition
matrix such that each machine had an equal probability for
the subsequent operation, regardless of which machine they
were on during the current operation. This type of machine
assignment is characteristic of the pure job shop.

The processing time per operation was generated with
a truncated exponential distribution with a mean of 2.48
hours, but no operation was completed in less than one hour
or lasted longer than nine hours. The number of operations
for a job was generated once a job arrived at the shop. The
distribution is shown below in Table 3.

A job due date was assigned to each job as it entered

the shop. The due date was determined by adding the current
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Table 3. Number of Operation Assignments

Number of Operations Probability of Occurrence
4 .15
5 .20
6 .30
7 .20
8 .15

time and the work content of the job plus a random number
generated from the uniform distribution between 0 and 150.
The foregoing paragraphs have described the parameters
of the model. Now the simulation program will be discussed.
The model was written in the GASP II language which was
developed by Pritsker and Kiviat [50]. This simulation
language is a collection of Fortran IV subroutines designed
to run discrete event simulations., Because of this design
characteristic, it is very appropriate for use in a job
shop application. The basic GASP II routine performs those
functions of simulation that are independent of a particular
problem. The user himself must write the subroutine to model
the processes relating to his application. The primary
functions handled by the GASP 11 subroutines are the

maintenance of the simulation clock, the handling of
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independent files, the ranking of elements in the files, the
placing and removing of elements from the files, the random
variable generation, and the maintenance of the simulation
to include the production of summary output. A complete
description of the GASP II language is available in [50].
The operation of the job shop simulator is shown in
Figure 2. A description of the user programs written for
this simulation are given in Appendix C. The Fortran IV
list of the subroutines changed for this research are found
in Appendix D. For a complete listing of the model, see
Irastorza [26], Appendices B, D, and E. Appendix E is a

listing of simulation output.

4.3 Model Verification and Validation

The design of the simulation experiment and the
validation process conducted by Irastorza will be discussed
in this section. The verification of the model is to show
that the simulation model operates as the experimenter
intends. Validation is to show the agreement between the
behavior of the simulation model and a real system. To
insure that proper statistical design was employed, there
are several books that provide comprehensive tests. These
books are by Naylor, Balintify, and Chu [46], Schmidt and
Taylor [51], and Tocher [62]. As a guide to complement
these books are the works of other researchers, e.g.

Deane [16], Conway [15], and Nanot [44], and papers in the
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literature, e.g. Fishman [18] and Van Horn [64].

The problems of primary concern in the verification
process include testing the random number generator,
starting conditions, run in period, run length, and number
of replications.

The random number generator used in this model
employs a 17 bit multiplicative congrential method. The

general formula is:

N.

i+l T ANi (mod m)

and m = 217

where A=35
The maximum attainable period with this generator is 32,768.
This model needs close to 30,000 random numbers for each run.
The random number generator was tested for goodness of fit
to a uniform distribution, first order serial correlation,
total number of runs, and number of runs of each run length.
This research uses 5 of the 12 seeds that passed all of
these tests.

The starting conditions are a general consideration
for attaining equilibrium and in conjunction with the run in
period will render the simulation in steady state. There
is no known way to determine good starting condition., Some
use the final conditions of a run for the initial conditions

while others guess at representative conditions. The closer
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one comes to the equilibrium state, then the less time
required for run in. Nanot [44] cautions against a typical
starting condition such as starting with an empty system

or starting with the expected equilibrium values. This
model preloads the shop with a number of jobs that would
give approximately the same number of hours of work in
process in the shop as the hours of work in process observed
at the end of several trial runs.

The run in period serves two purposes: (1) to render
the state probability distribution independent of the
starting conditions, (2) to insure the system is stationary
before taking statistics. Deane [16] says that without a
run in period, the first jobs leaving the system will have
biased statistics. The run in period used was 400 hours
(50 periods) during which 175 jobs traversed the shop
(approximately 1200 operations). This number of hours was
determined by comparing the statistics from several runs of
different lengths. Also, this number satisfies the rule of
thumb (Tocher, [62]) that the operation with the longest
cycle be executed three or four times. The longest cycle
in this model is the time a job spends in the shop, and as
stated, 175 jobs left the shop during the run in period.

The determination of run length is to attain a
balance between unnecessary variability in the results and
excessive computer run time. Tocher [62] says that the

variability associated with the measurements of even very
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simple simulation models is discouragingly large. However,
the analysis that is desired is the relative comparison of
results, rather than absolute results. The run length is

kept at manageable length by using identical events sequences.
The sequence depends only on the seed used in the random
number generator and, therefore, is exactly reproducible.

This enables the experimenter to reproduce identical condi-
tions to test different alternatives. This 1s a situation

the physical experimenter can only approach and never achieve.
A run length of 4000 hours (500 periods) reduced the

variance of the measures considerably compared to a run
length of 800 hours (100 periods). Longer runs would have
required more computer time and it was not justified since a
relative analysis was to be made,

The number of replications was determined from a
practical point of view, rather than an analytical one. The
tradeoffs are the precision desired in the results and the
computer time available. Since in this research and the one
conducted by Irastorza, the intent is to compare the values
of a group of statistics, it was not practical to say that a
certain precision was required and then determine the number
of runs required to achieve it. Instead, the quantity of
five replications was selected as acceptable to both points
of view. Another related consideration is whether successive
runs should be started with new random number seeds, or

whether they should be started with the final calculation of
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one run as the beginning of the next one. The advantage of
the first approach, and the one used here, is a reduced
chance of autocorrelation. The second approach eliminates
the need for a run in period in the second and succeeding
replications as well as providing good starting conditions
for each replication after the first one.

The validation process should be one of comparing the
results obtained from this model to real shop data. Since
this was not possible, it is fortunate that there are other
job shop models that have been verified and reported in the
literature. The validation for this model was conducted by
comparing the results from this model to the results
reported by Conway [14] and Deane [16]. The comparative
analysis indicated the reasonableness of this job shop model.

A detailed description and test results of the design
of the statistical experiment and validation can be found

in the dissertation by Irastorza [26].

4.4 Design of the Experiment

The primary purpose of this research has been to
investigate the differences in discrete network flow
patterns as the dispatching rule changes, and to compara-
tively analyze the effectiveness of network measures with
the traditional measures and the shop balance measures. This
experiment was conducted with three different loading

approaches to the shop; uncontrolled, pool with mathematical
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algorithm, and pool with heuristic algorithm. The three
different loading approaches provided a capability to isolate
the arrival process for investigation. A total of five
replications, each dependent upon a different random number
sequence, was made for each loading approach using each of
the six dispatching rules. A total of 90 runs was required.

For a higher shop utilization, the experiment was
conducted with only two loading approaches, uncontrolled and
pool with mathematical algorithm. The primary purpose of
this portion of the research was to determine the effect of
higher utilization on the performance measures; that is,
whether or not they deterioriate in capability to measure
effectiveness., To accomplish this test, it was necessary
first to investigate the differences in network flow as the
dispatching rule changed as in the main experiment. A
comparative analysis of the performance measure for each
class was also made. The due date dispatching was omitted
in this segment of the research. A total of 50 runs were
necessary for this additional test.

Another determination that was available to be made
was the applicability of Jackson's decomposition principle
when other than first come, first served queue discipline
was used. For answering this question all loading approaches
were employed with a different machine and random number
sequence for each. Using FCFS the distribution of the

interarrival times to the selected machine was tested to
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insure the data conformed to the negative exponential distri-
bution. With this verified, the other dispatching rules

were tested using the same machine and random number
sequence.

The statistical hypotheses and the techniques that
were used for testing them are discussed below.

(a) To test the null hypothesis that there were no
significant differences in dispatching rules, the Kruskal-
Wallis nonparametric one-way analysis of variance (ANOVA) by
ranks was used. The Kruskal-Wallis test assumes that the
variable under study has an underlying continuous distribution.
It requires at least ordinal measure of that variable. The
test has 95.5% of the power to the parametric ANOVA. The
test was applied to each of the performance measures for
each loading approach. A total of 120 tests were required
for the low and high utilization studies.

(b) To test the null hypothesis that any pair of
performance measures did not have the same information content,
the nonparametric Spearman rank correlation coefficient was
calculated for each pair of measures. Rejection of the null
hypothesis determines that the two variables are associated.
The technique requires that both variables be measured in at
least an ordinal scale so that the variables under study may
be ranked in two ordered samples, A total of 828 coefficients
were calculated.

{c) To determine the most efficient order of
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employing the dispatching rules for each measure, the mean
value for the five replications were used to rank the
dispatching rules. Thus, only a simple ranking was achieved
and significant statistical differences were not tested.

(d) To determine the most efficient order for using
the dispatching rules for a set of performance measures, a
binary comparison procedure for combining multiple sets of
ordered data was employed. The comparison of the ordering
of a class of performance measures to another class can be
made visually from Table 9 in Chapter V.

{e) To test the null hypothesis that the interarrival
times to a machine center conforms to an exponential distri-
bution, the Chi-square goodness of fit was used.

(f) To test the null hypothesis that there was no
difference in the effectiveness of performance measures at
higher levels of utilization than at lower levels, the
Spearman rank correlation coefficient was calculated between
each criterion at the low utilization with each criterion
at the high utilization. A total of 576 coefficients were
calculated.

The statistical tests used in this study have been
primarily nonparametric. Many of the performance measures
studied have dealt with the '"variance'" of a factor; thus, a
normality assumption for the data could not be justified.
However, the tradeoff for relinquishing some of the power of

the parametric tests is in the generality in which the
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conclusions can be stated. The procedures for all of the
nonparametric tests except the binary comparison procedure
are covered comprehensively in Siegel [56] to include a
description of the method, the rationale, procedures, an
example with small sample size, and an example with large
sample size. The binary comparison procedure is explained
in [2].

All results from the simulation runs are contained
in Appendix F. The next chapter describes the results of

the experiment,
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CHAPTER V

RESULTS AND ANALYSIS OF THE EXPERIMENT

5.1 General

The results of the computer simulation runs will be
discussed in this chapter. The statistical tests performed
have been summarized and are presented in tables to provide
a complete picture of the relationships found. The most
significant results are discussed where appropriate. The
chapter has been divided into six sections, The second
section discusses the dispatching rule differences and the
order for efficient application of the rules for various
performance measures. The third section will discuss the
analysis of the information content of performance measures
and the effect of the lcading approach on the measures. The
fourth section is devoted to the results of the binary
comparison procedure. Section five discusses the results
with high utilization. The final section will present the

findings pertaining to the Jackson decomposition principle.

5.2 Dispatching Rule Differences and the Order

For Efficient Application

To provide the statistical information for testing
for the differences in dispatching rules for each performance

measure the Kruskal-Wallis ANOVA was applied. The average
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shop utilization was determined to be of no significant
difference, which indicates that the parameter was held
constant as intended across the replications and the
dispatching rules. For each of the performance measures in
each loading approach, the ANOVA was calculated and the
results appear in Table 4. In this set of calculations, it
was desired to have significant differences and such was the
case for all but two of the measures. The variance of
interarrival times, average (machine) indicated differences
in the dispatching rules for the uncontrolled arrival process,
but for the other two loading approaches the results did

not indicate sufficient differences. The math pool had a
computed "H" of 14.27 compared with the critical value of
size .05 of 11.07. But, for size .01, the critical value
was 15.09. The pool heuristics approach had still less
differences between dispatching rules with a computed "H" of
7.44. The suspected reason for this lack of differences is
that the pool will have some effect in smoothing the arrival
process to the shop. Since the pool attempts to minimize
the deviation between desired workload and actual workload
regardless of the inherent fluctuations caused by the
dispatching rule, more jobs will be sent to underloaded
machine thereby smoothing the interarrival distribution. The
variance of interarrival times {(shop)} was found to have the
exact results as the other interarrival time measure, but

this is not surprising in view of the way the measures were
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Kruskal-Wallis "H" Values for Dispatching

Rules--Low Utilization
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calculated, (See Chapter III.)

Once it was determined that there were significant
differences in the dispatching rules, it was desired to
determine the ranking of the rules in order of efficiency
for each measure. This was accomplished by using the mean
of the five replications with the most efficient rule being
listed first. The efficiency ordering of the dispatching
rules for each loading approach is in Table 5 and provides
direct comparison of the rules across the loading approaches
and across the performance measures.

Initially, it is interesting to note that the ordering
of shop utilization appears random for different loading
mechanisms., For the work in process measures: average
number of jobs in the shop (2), average number of operations
for jobs in the shop (3), average work done in hours for
jobs in the shop (4), average work in process in hours (5),
time spent in the system (6), and time spent in the shop
(7), there is similarity in the way the dispatching rules
should be applied. However, EWIQ is last for measures 3 and
4, whereas for the other work in process criteria it is
third. Evidently, EWIQ is fairly effective in lowering the
levels of work awaiting processing for early operations on
a job, but it is not getting jobs that are nearing completion
out of the system. For the due-date measures: average job
tardiness (8), variance of job tardiness average (9), average

lateness (10), and variance of lateness average (11), three
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Table 5. Efficiency Order for the Dispatching Rules;
1-DS, 2-DSOP, 3-EWIQ, 4-SPT, 5-DD, 6-FCFS--
Low Utilization
No Math Pool
Pool Pool Heuristics
1. Average Shop Utilization 513624 125364 153642
2. Average Number of Jobs in Shop 543162 543612 543162
3. Average Number of Operations '
for Jobs in the Shop 541263 541263 451263
4. Average Work {(Hours) Done for
Jobs in Shop 541263 541263 451263
5. Average Work in Process (Hrs) 543126 543162 543162
6. Time Spent in the System 543162 543612 543612
7. Time Spent in the Shop 543162 543612 543162
8. Average Job Tardiness 215436 541236 215436
9. Variance of Job Tardiness,
Average 125643 125643 125463
10. Average Lateness 543162 543612 543612
11. Variance of Lateness, Avg. 126543 126543 216543
12, Machine Balance Measure 126453 126453 216435
13. Shop Balance Measure 162453 126453 126453
14, Queue Workload Balance 543162 543612 453162
15. Period Queue Balance 541236 541623 541362
16. Variance of Waiting Time Per
Operation, Average 654123 654123 654123
17. Average Queue Length in
Number of Jobs (Shop) 543162 543612 543162
18. Variance of Queue Length in
Hours of Work, Avg. (Machine) 316254 612345 316245
19, Variance of Interarrival
Times, Average {(Machine) 162345 162345 613245
20. Variance of Interarrival
Times (Shop) 162345 162345 613245
21. Variance of Work Arrived Per
Period, Average (Machine) 321654 316245 321654
22, Variance of Work Arrived Per
Period (Shop) 126345 126453 126354
23, Variance of Output, Average
Machine 541623 451623 456123
24, Variance of Qutput (Shop) 162354 126453 126453




64

of the measures 8, 9, 11 would use the dispatching rules in
one order for the best results, but measure 10 would do
something different for the best results. Measure 10
resembles the ordering encountered in the work in process
measures, (2-7). The difference in the ordering for measure
10 is a surprise since there is a direct relationship
between tardiness and lateness. Possibly, this difference
between measures 8 and 10 can be attributed to the manner

in which tardiness is calculated, that is, tardiness is
equal to the maximum of zero and lateness. Thus, lateness
can range down into the negative numbers whereas tardiness
is limited by zero on the lower side and lateness on the
upper side. This truncation effect could result in the
observed differences. Also, DD attempt to meet all due
dates in the shop, enabling lateness to perform well since
it is the difference in flow time and allowance time. The
dynamic dispatching rules, on the other hand, look for jobs
with the least slack and thus, move jobs ahead when their
slack becomes critical., Neither of these arguments however,
explain why DS is best for the uncontrolled loading and DD
is best for the mathematical pool unless one considers that
the pool attempts to maintain a desired workload in the shop
and meet all due dates. This reasoning is supported by the
results with the pool heuristics since it only moves jobs
from the poocl when a machine center is underloaded, thus

enhancing unjiformity of network flow. The variance measures,
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9 and 11, are inversely related to measure 10 in that
dispatching rules that perform well with lateness as the
criterion such as SPT, alsoc disturb the smooth flow of the
shop operation, creating sporatic work flow and thereby
increasing the variability of this measure. This conjecture
is supported by the observation that measures 9 and 11 have
different rankings than measure 10.

The balance indices: Machine Balance Index (12),
Shop Balance Index (13), Queue Workload Balance Index (14),
and Period Queue Balance Index (15), provided antithetical
results. Measures 12 and 13 would use the dispatching rules
in one order and measures 14 and 15 would use nearly the
opposite order. The difference between measures 12 and 13
with measures 14 and 15 is easy to understand when one
examines the mathematical formulation, The first two
measures, 12 and 13, are indices of the work done, implying
uniform work flow. Thus, since the work has been accomplished,
the queue lengths are short. Measures 14 and 15, on the
other hand, are indices of the queue length in number of jobs,
and the work to be done is awaiting processing and due
dates become more critical. Hence, an inverse relationship
can be seen for if the work is in queue, then it could not
possibly have been completed and vice versa. Still this
inverse relationship was not suspected until this analysis,
as it was thought that the balance indices would give

substantially the same results.
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The network flow measures defined for this research
have given mixed results as was anticipated and desired.

The network flow measures are: variance of waiting time per
operation, average (16), average queue length in number of
jobs (17), variance of queue length in hours of work, average
(18), variance of interarrival times to a machine, average
(19), variance of interarrival times to the shop, average
(20), variance of work arrived per period to a machine,
average (21), variance of work arrived per period to the
shop (22), variance of output for a machine, average (23),
and variance of output for the shop (24). Measure 16 is the
only measure that uses FCFS first and beyond that, the only
measure that has a similar application for the dispatching
rules is 23, Measures 17 and 23 are used in about the same
order and they correspond to the work in process measures,
average lateness, and partially to the balance measures.
Measures 18 and 21 are used in about the same order. In
fact, they are the only measures that use EWIQ first. There
is no apparent correspondence with any other measures.

It is reasonable that the look ahead dispatching rules
would perform best with criteria 18 and 21 since they are
both oriented to the variance of hours of work at a machine.
This rule, by its inherent capability to ascertain the future
workloads at the machine centers, will tend to smooth the
work flow, thus reducing the variance of hours of work at

the machine in the next period. Measures 19, 20, 22, and 24




67

are very similar in the ordering of the rules and show
strong correspondence to the ordering of measures 9, 11, 12,
and 13, Measures 19, 20, 22, and 24 are all measures that
are indicative of uniform work flow, and since the other
measures 9, 11, 12, and 13 have been seen to perform best
with dispatching rules that produce uniformity of flow; i.e.
the dynamic rules, it is evident that the rankings should
be similar,

Now let us reverse the role of the performance
criteria and dispatching rules to determine which performance
criteria to use, given that a dispatching rule has been
selected. For the dynamic rules it has been observed that
the uniformity of network flow has been enhanced. Thus, to
measure this uniform work flow, the network flow criteria,
19, 20, 22, and 24 would provide good measures of a steady
flow. The uniform flow, however, will create higher work in
process levels in order to maintain the uniformity. These
higher work in process levels would be detrimental to the
work in process criteria which attempt to move the work
through the shop quickly and at low levels of work in process.
Similarly, one could expect due date measures, 8, 9, and 11
to provide good results due to their inverse relationship
with the work in process criteria as previously discussed.
Balance measures, 12 and 13, also perform well when uniform
work flow is imporfant. Where the DD rule is used, possibly

because of high penalty costs for late jobs, or if customer
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satisfaction is paramount, then the work in process criteria
have been shown to be good. Again, this is because they are
enhanced by fast flow of work through the network which
results in highly variable network flow. SPT has been shown
to be similar to the DD rule in that this rule moves work
through the system rapidly, but at the cost of increasing
the variability of network flow. Where FCFS is employed
because of its ease of implementation and implicit fairness,
the network flow measures which indicate uniformity of
processing would perform well as the performance criteria.
However, for this rule, the variance of the waiting time has
given the best results.

Many criteria can be selected for a given rule with
the use of Table 5, not only by using the positive relation-
ships, but also by utilizing antithetical techniques. The
foregoing discussion has been primarily intended to interpret
the effect of the rules on the flow of work.

The analysis has shown that for the various performance
measures, each of the dispatching rules has been best for
some of the measures. This fact is of interest in that it
corresponds to findings in other studies found in the litera-
ture. The only major exception to the results is that SPT
is not the best dispatching rule for time spent in the shop,
average number of jobs in the shop, average work in process,

and average lateness as indicated in Table 5. This can be

attributed to the function for the due dates; that is, too
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much time could have been allowed for the jobs from their
release time until their due date. These loose due dates
would enable the DD rule to be highly efficient as is demon-
strated., For the work in process measures, one would expect
the ordering of the rules that has resulted since these
measures all attempt to move the work through the shop fast,
and at low levels. Recall the discussion in Chapter III
about the inverse relationship between work in process and
due date criteria; thus, a different order is expected. Even
the result that DS would be best in that category is expected
because of the manner in which DS operates directly with the
due date. The conjectures of Gere listed in Chapter III are
also reflected in the results obtained. EWIQ is the better
dispatching rule for minimizing the variance in measure 18
and in measure 21, yet measures 14 and 15 that attempt to
balance the queue lengths have better results with DD and
SPT. This could be attributed to the fact that EWIQ does
not attempt to balance. Rather, it selects the job that will
move to the queue with the least work. When an order for
all measures was determined, except for DD as explained
above, the fact that DS was better than SPT again supports a
conjecture of Gere's that for the dynamic shop, DS is better

than SPT,
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5.3 Analysis of the Information Content

of the Performance Measures

The primary purpose of this research has been to
investigate the differences in discrete network flow patterns
under various dispatching methodologies and to identify
relevant measures of network flow. This section will focus
on the results with regard to the capability of the network
flow measures to provide the same information as the tradi-
tional measures and the balance indices. The Spearman rank
correlation coefficient was used to determine the association
of two measures. Since the ordering of the rules was not of
primary importance here, all 30 observations for each perfor-
mance measures for each loading approach was used to compute
the coefficients. Two levels of significance were used:
for size .01, T, = 0.4250 and for size .001, r, = 0.5490.
Both positive and negative correlations were determined.
Table 6 contains the results for the uncontrolled loading
approach. Table 7 displays the results of the mathematical
pool. Table 8 has the results for the pool heuristics. The
results of this correlation study coupled with the efficient
ordering of the dispatching rules, reveals considerable
redundancy in the information content of the performance
measures., Each performance measure but one has been found
to correlate positively at size .001 across the loading
approaches. The one exception was the correlation of the

variance of work arrived per period, average (machine}.
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Between uncontrolled and the mathematical pool, and uncon-
trolled and the pool heuristics, the correlation was
insignificant at size .001, but the correlation between the
mathematical pool and the pool heuristics was only signifi-
cant at size .007.

As expected, there is a high degree of positive
correlation among the work in process measures. For the due
date criteria there is high positive correlation in all but
average lateness., Average lateness has no significant
correlation with the other due date criteria except the
variance of the lateness, average and that was negative
correlation at a significance of size .00l1. However, average
lateness was found to have high positive correlation with
the work in process measures. The balance criteria had high
positive correlation between the machine balance measure and
the shop balance measure, but each had high negative corre-
lation with the queue workload balance index and no signifi-
cant association with the period queue balance index. However,
the period queue balance index and high positive correlation
with the work in process measures and average lateness. The
queue workload balance had high positive association with the
period queue balance index as well as the work in process
criteria and average lateness.

The results with the network flow measures were mixed
similar to the results with the dispatching rules. This was

expected and the only surprise came with the variance of




75

waiting time per operation, average. Since the mean

waiting time criteria was known to be good, the second

moment was thought to be good and as such was formulated as

a network flow measure. However, it has shown very little
association at the significance desired with any of the

other measures. The only high correlation computed with this
measure was with the variance of the work arrived per period,
average for a machine, and it was negative. The next worse
network measure was the work arrived per period, average for
a machine. It produced high negative correlation with two
work in process measures and high positive correlations with
variance of the queue length in hours of work, average for

a machine, Fortunately, all of the network measures were

not that deficient in information content. The average

queue length in number of jobs for the shop had high positive
correlation with all work in process measures, average
lateness, queue workload balance index, and the period queue
balance index. The variance of the output, average for a
machine had significant correlation with the same measures as
the average queue length, but the results were mixed between
significance size .01 and size .001. The remaining network
flow measures had significant high correlation with part of
the work in process measures, due date criteria and balance
indices, but the correlations were both positive and negative
corresponding in sign, and consistent with the measures

previously discussed. This is made readily apparent upon
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examination of the tables.

5.4 Combining Multiple Sets of Ordered Data

With a Binary Comparison Procedure

The solution procedure discussed herein was used by
Ford {20] in developing his technique for combining sets of
partially ordered data. The binary comparisons procedure
is a method for determining a single rank order for the
problem in which there is less than perfect agreement by all
judges.

A win-loss matrix, A, is computed for each set of M
judges and their preferences for N objects. The matrix can

be represented as:

0 a;, a3 a1y

an 0 3,3 2N

A= lagz; ag, 0 azy
ayy Ay Ay 0

In the matrix, aij represents the number of times

object i has been preferred to j. The win-loss percentage
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for object i is computed as the sum of row i observations
divided by the sum of the observations in row i and column 1i.
A computerized program for computing the win-loss matrix was
developed by Andrews and Pelz [2] and used in this research.
Using this procedure with the program, not only is an overall
ranking of the goals provided, but in addition, the relative
magnitude of the win-loss percentages provide more insight
into how much one object is preferred to another. These
percentages are seldom on an equal interval continuum as
provided in most scoring models.

To ascertain the composite ordering of the rules for
similar groups and also to determine overall ordering for
classes of measures, the binary comparison procedure was
applied. The composite results show the final rankings for
groups of measures and eliminates minor inconsistencies.

The results in Table 9 are for groups of measures that have
a high degree of similarity in information content and for
the known classes of measures. Direct comparison can be made
for any measure from Table 5 to the selected groups.
Additionally, the win-loss percentage as computed is given
from the win-loss matrix which is indicative of the degree
of preference between dispatching rules.

The rankings for the work in process measures and
criteria from other classes were consolidated in combination
2. The composite ranking was the same for this group as it

was for the work in process measures. However, for the




Table 9. Efficiency Ordering of Dispatching Rules
with the Win-Loss Percentages

No Pool Math Pool
Criteria . .
Combination Order Win-Loss % Order Win-Loss %
2,3,4,5,6,7 541362 * %, .778,.667,.278,.278 543162 k% .667,.611,.500,.222
2,3,4,5,6,7,10, 541362 * % .788,.667,.303,.242 543162 .982,.818,.382,.364,
14,15,17,23 .345,.109
8,9,11 125643 .933,.867,.533,.333, 125463 .867,.667,.667,.400,
.267,.067 .333,.069
8,9,10,11 125463 .800,.650,.650,.400, 512463 .750,.700,.500,.500,
.300,.200 .350,.200
18,19,20,21,22, 162354 .900,.667,.633,.600, 162345 .033,.733,.633,.367,
24 .100,.100 .267,.067
12,13,14,15 154263 .750,.600,.600,.450, 154623 .700,.600,.600,.500,
.400,.200 .450,.150
8,9,11,12,13 126543 .960,.800,.480,.400, 125643 .920,.920,.480,.440,
.320,.040 .400,.040
8,9,11,12,13,19, 126543 .078,.733,.600,.244, 126453 .956,.711,.556,.356,
20,22,24 .244,.200 .311,.111

®
Universally Superior

8L
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loading approaches there was a difference in the ranking of
EWIQ (3) and DS (1), which is attributable to DS being
better than EWIQ, FCFS, and DSOP in the uncontrolled loading
approach than in the math pool approach. The win-loss
percentage of EWIQ is the same for both lecading approaches
whereas, DS has a higher win-loss percentage in the
uncontrolled approach than in the math pool approach,.

For the due date criteria in combination 4, there is
a difference in the rankings for the loading approaches. For
the uncontrolled loading the DD rule is third, but in the
math pool the DD rule is first. Upon examining the individual
rankings, one sees that the DD rule was first in three due
date measures for the math pool which is caused by the loading
algorithm meeting the DD constraints. In the uncontrolled
approach, the dynamic rules perform better than the DD rule
since the dynamic rules enhance uniformity of flow enabling
better performance to be realized for these measures. The
win-loss percentages for combination 4 in the math pool are
generally lower than without the pool which is indicative of
more inconsistencies in individual rankings.

For the workload balance class of criteria the
difference in composite ranking is between positions four
and five where DSOP and FCFS are interchanged. Similar
rationale as used above would explain the differences;
however, since the win-loss percentages for these rules is

low in both loading approaches neither rule would be
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suggested for use.

Over all the composite rankings DS has attained the
highest win-loss percentage in six of the eight combinations.
Even in the other two composite rankings it had a high
win-loss percentage although DD and SPT were universally
superior. Since this rule will reduce the variability of
network flow as well as maintain workload balance and
produce good results with the due date criteria it might be
the best rule to use for overall shop performance. The work
in process levels would probably be a little higher, but DS
has also been shown to perform well with those measures.
This result with DS supports the conjecture of Gere [22]
that the dynamic slack rule will give good performance in

the dynamic shop.

5.5 Results of the Experiment with High Utilization

At the high level of shop utilization, the capability
of the performance criteria to measure effectiveness is of
primary concern. The higher utilization was obtained by
increasing the parameter of the interarrival time distri-
bution from .53 to .60, and resulted in a utilization of
approximately 91%. Additionally, the desired management
load factor for the job pool was increased from 4.25 to
6.00, which enables a more realistic evaluation of the
process, since the loading algorithm works on the deviation

of the actual shop load with the desired shop load. Clearly,
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the load is increased by the change in the parameter of the
interarrival time distribution,

The first test applied to the data was to determine
if there was a significant difference across the dispatching
rules for each measure in each loading approach. The results
of the test are contained in Table 10. There were three
measures, 12 and 21, for the uncontrolled loading and 18
for the math pool, that had no difference at size .01l. One
of them, 12, had no significant difference at size .05.
Measure 12 had a computed "H" statistic of 3.64 compared with
the critical values of 9.49 for size .05 and 13.28 for size
.01. Measure 18 had a computed "H'" statistic of 13.09 and
measure 21 also had a computed "H'" statistic of 13.09. For
measure 12, this means that the dispatching rule had little
influence on the overall machine average of the deviation of
work done on a machine per period to the mean work done over
time. For measure 18, the dispatching rules had little
effect on the variability of queue length in hours of work,
which could be expected, since more work was available to
process compared with the same service rate. Measure 23
would suffer because of the same rationale; that is, the
variance of the work arrived per period for a machine is
higher and less control is realized by the dispatching rule,.
As previously mentioned, the DD rule was not used in this
test. Similar to the main experiment, the ranking of the

rules for each criterion in order of efficiency was next done.




Table 10. Kruskal-Wallis 'H' Values for Dispatching

Rules--High Utilization
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No Math
Pool Pool
Average Shop Utilization 13.35 20.84
Average Number of Jobs in Shop 18.70 17.54
3. Average Number of Operations for Jobs 18.85 22.24
in the Shop
4, Average Work (Hours) Done for Jobs in Shop 18.60 22.24
5. Average Work in Process (Hours) 17.66 14.%4
6. Time Spent in the System 19.59 20.86
7. Time Spent in the Shop 19.59 18.08
8. Average Job Tardiness 20.74 19.81
9. Variance of Job Tardiness, Average 22.56 20.36
10. Average Lateness 19,83 20.77
11, Variance of Lateness, Average 22.16  22.39
12, Machine Balance Measure 3.64 19,28
13. Shop Balance Measure 18.42 17.51
14. Queue Workload Balance 19.41 19.44
15. Period Queue Balance 15.39 12.44
16. Variance of Waiting Time Per Operation, 22.16 22.15
Average
17. Average Queue Length in Number of Jobs 18.90 17.66
(Shop)
18, Variance of Queue Length in Hours of 18.51 13.09
Work, Average (Machine)
19. Variance of Interarrival Times, Average 15.89 17.22
{Machine)
20. Variance of Interarrival Times (Shop) 15.82 17.15
21, Variance of Work Arrived Per Period, 13.09 13.31
Average (Machine)
22. Variance of Work Arrived Per Period (Shop) 21.13 15.32
23. Variance of Output, Average Machine 18,75 15.12
24, Variance of Output (Shop) 18.51 16.15

Critical Values
o = .05 H

a = ,01 H

9.49
13,28

1l
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The rankings can be found in Table 11. An initial observa-
tion is that the ranking of the shop utilization was the
same, whereas at the low utilization, it appeared more
random. Possibly, this could be attributed to the random
number generator more so than the dispatching rules since
utilization is a measure of the ratio of work load to the
capacity, which would imply an ordering of the amount of
work.

The work in process measures have some variation from
the rankings obtained at low utilization. Most noticeable
is that the DSOP and DS rules have moved to the first position
for measures 2 and 3. For the remaining measures, SPT and
EWIQ retain their predominance. For the due date criteria,
only the average tardiness differed significantly from the
ranking obtained at low utilization. At higher utilization
SPT moves ahead of DSOP and DS which is understandable because
there would be less slack time available for each of the
jobs. Thus, each job would be in more competition with the
others for selection. For the balance indices, the only
significant difference is with the Machine Balance Measure
which obtained a completely opposite ranking as compared to
low utilization. This result is caused by the lack of the
dispatching rules to elicit any difference in performance
and since the rankings are determined by the observation
mean, it would be suspect to give any meaning to this

finding. For the network flow criteria there was some
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Table 11. Efficiency Order for the Dispatching Rules;
1-DS, 2-Dsop, 3-EWIQ, 4-SPT, 6-FCFES--
High Utilization

No Math
Pool Pool
1. Average Shop Utilization 21643 21643
2. Average Number of Jobs in Shop 43126 436012
3. Average Number of Operations for Jobs 21463 24163
in the Shop
4. Average Work (Hours) Done for Jobs in 21463 24163
the Shop
5. Average Work in Process (Hours) 43126 43162
6. Time Spent in the System 43126 43612
7. Time Spent in the Shop 43126 43612
8. Average Job Tardiness 42136 43612
9. Variance of Job Tardiness, Average 12643 12643
10. Average Lateness 43126 43612
11. Variance of Lateness, Average 12643 12643
12. Machine Balance Measure 34621 34612
13. Shop Balance Measure 12643 16243
14. Queue Workload Balance 43126 43612
15. Period Queue Balance 41236 46123
16. Variance of Waiting Time Per Operation, 61243 061423
Average
17. Average Queue Length in Number of 43126 43612
Jobs (Shop)
18. Variance of Queue Length in Hours of 12634 61243
Work, Average (Machine)
19, Variance of Interarrival Times, Average 26134 34621
(Machine)
20, Variance of Interarrival Times (Shop) 26134 34621
21. Variance of Work Arrived Per Period, 32614 36421

Average (Machine)
22. Variance of Work Arrived Per Period (Shop) 12634 21643

23. Variance of Output, Average Machine 42613 46123
24, Variance of Output (Shop) 21634 61243
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variation in the rankings with a trend for DSOP and DS to
give better performance at high utilization than at low
utilization. Measure 18 had the biggest change, with EWIQ
moving to fourth from first, and DS and DSOP moving to the
top of the list. This could be attributed to the increased
congestion in the shop and fluctuation of queue lengths
undermining the look ahead feature of EWIQ.

A comparative analysis of the performance measures at
the higher utilization was also conducted. This analysis
was performed by computing the Spearman rank correlation
coefficient for all pairs of measures for the uncontrelled
approach and for the mathematical loading approach for the
data collected at the high utilization. The correlation
coefficient was also computed for the same measure between
loading approaches. To ascertain the effect of the high
utilization on the capability of the criteria to measure
effectiveness, the rank correlation coefficient between the
corresponding measures of a lcading approach at each level
of utilization was computed. In order to calculate this
coefficient the data for the DD rule was removed from each
set of data at the low utilization. Two levels of signifi-
cance were used throughout this analysis: for size .001,
r, = 0.5980 and for size .01, T, = 0.4660. The results of
this analysis are found in Table 12 for the uncontrolled
approach and Table 13 for the mathematical pool approach.

Generally, within high utilization, the results of
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this analysis were the same as for the low utilization. There
was a consistent pattern of correlation between the pairs of
corresponding measures from the loading approaches similar

to that found before. However, from the foregoing discussion,
it is obvious that there are some measures that no longer

are correlated. There is no longer any correlation between
average tardiness, variance of interarrival time to machine
and shop, nor between the variance of work arrived per

period to a machine. For average tardiness, this corresponds
to the change in application of the dispatching rules. The
lack of correlation of the variance of the work arrived per
period to a machine could be attributed to the inability to
distinguish between dispatching rules. But the lack of
correlation between the variances of interarrival time must
be attributed to the capability of the pool to filter the
randomness enabling a more effective control of the shop.

For the individual correlations within a loading approach,
the first observation is a decrease in the number of
correlations between the network flow measures for the pool,
which implies that the pool has an effect on the network
flow measures. Another observation is that measures 12 and
21 for the uncontrolled have a distinct lack of correlation
with the other measures as expected from the Kruskal-Wallis
test. Measures 17 and 22 still have good correlations

with the other measures, but measure 23 has deteriorated in

capability to have the same information content as it did at
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the lower level.

With respect to the correlations between levels of
utilization that will enable a determination of the effect
of high utilization, the results are good. That is, there
is not much deterioration in the criteria to measure effective-
ness. For the mathematical pool, there are high correlations
with all measures except 8, 12, 19, 20, and 21. From the
previous discussion concerning the pool effect on network
parameters, it is not surprising that 19, 20, and 21 did not
correlate. Additionally, there was no difference across the
dispatching rules for 19 and 20. Measure 8 had little
correlation with the other measures at low level, but had a
number of correlations at the high level. For the negative
correlation computed for measure 12, the author could think
of no reason that could be justified to account for the
result. For the uncontrolled approach, there were high
correlations between all the measures except 12, 18, 19, and
20, The explanation for measure 12 in this loading approach
is simply that it did not differentiate between dispatching
rules at the high level, whereas there was a significant
difference at the low level. The lack of significant
association in measure 18 is that the high level had more
congestion in the system in general and more fluctuation
in the queue length in hours of work because of the heavier
workload throughout the system. For the failure of the

variances of the interarrival times to correlate, the only
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plausible reason is that the higher utilization reduces the
amount of variation between arrivals, whereas there is more

variation at the low level.

5.6 Jackson's Decomposition Principle

Jackson's work in networks of queues has been
previously discussed in Chapter II, but for the benefit of
the reader, the essential assumptions of the decomposition
principle will be reiterated.

(1) Jobs are assigned to machine M on a first come-
first served basis.

{2) Arrivals from outside the shop are in a poisson
type time series.

(3) A job leaving one machine center goes to another
or is finished according to a probability distribution
associated with the center it is leaving.

(4) Process times are negative exponentially
distributed.

Given that these assumptions hold, the joﬁ shop will
act like a collection of independent machines that can be
analyzed individually.

The first three assumptions were known to hold, but
the fourth assumption had to be verified. Thus, the
frequency distribution of the interarrival times was collected
during the simulation runs for this analysis. For each

loading approach using different random number sequences, a
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machine was picked at random and the frequency distribution
analyzed to determine if it was a good fit to the negative
exponential distribution. The Chi-squared goodness of fit
test was used. The results are in Table 14,

Once the fit of the frequency distribution to the
negative exponential distribution was verified for the FCFS
rule, it was desired to ascertain the goodness of fit for the
other five dispatching rules. Those results are also
contained in Table 14,

Of the 18 tests performed to determine the conformity
of the frequency distribution to the negative exponential
distribution, only five were rejected by the goodness of
fit test at size .01, and at size .05 none were rejected.
The only consistent pattern for the rejection was with the
DD rule and the mathematical pool missed being rejected at
size .05 by .47, which could be attributed to the random
variation in the model. The rejection of the DD rule could
be attributed to the function which assigns the due date
since it has already been shown to give results contrary to
results reported in the literature. For the results with
the other rules, the author conjectures that (except for the
DD rule) if the machine centers in a network can be analyzed
independently, then the dispatching rule has no effect on
the nature of the distribution of the arrivals to a machine.
However, the loading approach does have relevance to the

parameter of the distribution. As seen in Table 14, the




Table 14. Statistical Results of Jackson's

Decomposition Principle.

Values of the test statistic in

92

determining if the interarrival times

at a machine follow the negative

exponential distribution,

No Math Pool

Pool Pool Heuristics
Dynamic Slack 38.66 48.45 32.56
Dynamic Slack/Opn 36.72 29.73 45,80
Expected Work in Next Queue 31.89 40.93 34.55
Shortest Processing Time 29.95 43.03 46.61
Due Date 44 .80 43.33 48.41
First Come-First Serve 25.58 17.68 32.55
Mean Parameter . 3315 .3023 . 3001

Critical Values: x2.05,30 = 43.80
2

x~.01,30 = 50,90
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parameter computed from the data for the two pool approaches
are lower than that for the uncontrolled arrival process,
which adds credence to the conjecture that the pool loading

approaches filter out part of the randomness.
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CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

The purpose of this research has been to investigate
the differences in discrete network flow patterns under
various dispatching methodologies and to identify relevant
measures of network flow, This has been accomplished by
determining which of the network flow measures defined
contain the same information as previously used measures.
From the comparative analysis it is now known that network
flow measures contain as much information as previously
used performance criteria. The two best network flow measures
identified in this research are average queue length in
number of jobs for the shop and the average machine variance
of the output. These two are called the best because they
had consistently high positive correlation. However, the
following network flow measures also had high correlation
although the association was mixed between positive and
negative; variance of interarrival times, average for a
machine; variance of interarrival times to the shop; variance
of work arrived per period to the shop; and variance of

output from the shop. All of these measures could be used

to reduce the variability of work flow in the network.
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Additionally, several other conclusions are possible
from this research. This experiment has indicated which
dispatching rules provide the best results for a given
performance criterion, a class of criteria or a logical set
of criteria. This ranking of the tested dispatching rules
not only has the ordinal ranking, but also the win-loss
percentage which gives a degree of preference of one rule
over another.

From studying the arrival process as varied by the
loading approach, it has been shown that the ordering of the
dispatching rules is independent of the loading approach.
Although not addressed in this research, the job pool concept
will give better results for a performance measure than with-
out a pool. For details see [26]. The job pool concept is
an effective variance reduction technique, but does not
reduce the variance enough to change the nature of the
arrival process, although it does change the parameter of the
distribution.

In this research it was shown that the Jackson decompo-
sition principle also applied to DS, DSOP, EWIQ, and SPT,
which implies that once a system is verified to have
independent machine centers, then the dispatching rule has
no effect on the nature of the interarrival distribution to
a given machine. The results for the DD rule kept it from

being included in these remarks. It is not known whether

the results for DD are attributable to the nature of the rule
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or the nature of the function used to assign due dates.

The effect of high utilization on the information
content of the performance criteria is that generally there
is no difference. There were some measures that responded
adversely, but in general, this was not the case. The
mathematical pool had the most detrimental effect on the
network flow measures, but there were still measures that
correlated with previously used criteria. The average queue
length in number of jobs for the shop remained as the best

network measure.

6.2 Recommendations

There are other areas of research that could be under-
taken as extensions of this research with profitable results.
Since the network flow measures are known to be as good as
other criteria in evaluating a schedule, other good network
flow measures need to be identified. This research focused
on "variance'" type criteria whereas the mean value might
have been as good or better.

Jackson's decomposition principle has revealed that
this model could be analyzed analytically as ten separate
machines. Possibly as an extension of this research, one
of the machines could be randomly selected and the model used
again to generate the job patterns through the shop for
analysis in the one machine setting. The results could then

be used to make inferences or generalizations pertaining to
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the ten machine shop. A complicating factor is the reduction
of the parameter of the arrival distribution.

A study similar to this one could be performed as a
research topic using fewer performance criteria (selected
from the grouping in this research) and more dispatching
rules (from Appendix B} to provide more insight into the
relative power of the rules. Additionally, coupling the job
pool with the mathematical loading algorithm with Deane's
flow controlled methodology could be included to determine
the effectiveness of the combined approaches. Research of
this nature could possibly result in dispatching rules that
produce better performance than attained to date.

A good loading algorithm for the job pool would be a
parallel server queueing system with as many servers as the
shop has machines. The algorithm would necessarily have to
operate stochastically with state change feedback from the
job shop. In this case, the variance of the arrival process
would be reduced sufficiently to disturb the nature of the
distribution, which could be verified by Jackson's decompo-
sition principle. Research to find such a loading algorithm
coupled with the job pool that could perform this well,

would open an entire new realm of study for the job shop.
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The notion used in defining these measures is:

number of
number of
number of
number of
subscript
subscript
subscript
subscript

number of

APPENDIX A

operations

hours in a scheduling period
jobs in the simulation
scheduling periods

for machines

for periods

for jobs

for operations

operations done at time t

time allowance for job k

interarrival time for machine 1

interarrival time to machine i for shop

completion time for job k

due date for job k

output for machine i in period j

efflux or

output per period for machine 1

time spent in the system

time spent in the shop for job k

lateness for job k

machine balance measure index for machine 1

number of

jobs in the shop at time t
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Pi X processing time on machine i for job k
]

period queue balance index for period j

j
i queue workload balance index for machine i
Rk release time for job k to the system which includes
the pool, if used
Rﬁ release time for job k to the shop
Ty tardiness for job k
02 the form of the equation is the reason for this
notation. There is no statistical meaning implied.
Wi work done by machine i in period j
wi.' work awaiting processing in hours for machine 1 in
J period j

w(t) work done in hours for jobs in the shop at time t
w'(t) work awaiting processing in hours at time t

W. walting time in queue i for job k (i=o is for the
ik .
job pool)

The performance measures are:
1. Average shop utilization--This is the ratio of
the total work load to the shop machine capacity for a given

period.

=,
L}
|
™1
™
=

2. Average number of jobs in the shop--This is the

ratio of the sum of the number of jobs for each instant of
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time to the total time of the simulation.
— 1 t
N(t) = ff N{t)dt
o

3. Average number of operations performed per job
in the shop--This is the ratio of the sum of the number of
operations performed for each instant of time to the total

time of the simulation.

4, Average work done in hours for jobs in the shop--
This is the ratio of the sum of the work done in hours for
each instant of time to the total time of the simulation.
— 1 ¢t
w(t) = ¢ ] w(t)dt
]
5. Average work in process in hours--This is the
ratio of the sum of the work awaiting processing in hours
for each instant of time to the total time of the simulation.
A job is in process at any time between the beginning and the

end of its processing.

t '
ﬁ'(t) = _:_lt_ J' w (t)dt
o
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6. Average time spent in the system for job k--This
can be defined in two ways: (a) The ratio of the sum over
all machines and all jobs of processing time at the
requisite machines and the waiting time in each machine
queue prior to processing to the total number of jobs. If
a job pool is used, the time spent waiting prior to entry
into the shop must be included, i.e. when i=o, the job is in
the pool awaiting entry into the shop; (b) The ratio of the
sum over all jobs of the difference between completion time

and system release time to the total number of jobs

= 1
a F, = = I r (P. + W )
kTn Ll s Vit Mk
- 1 1
b. F, == I (C, - Ry)
k n o2 k k

7. Average time spent in the shop for job k. This
can be defined in two ways: (a) The ratio of the sum over
all machines and all jobs, of processing time at the
requisite machines and the waiting time in each machine queue
prior to processing to the total number of jobs; (b} The
ratio of the sum over all jobs of the difference between
completion time and shop release time to the total number of

jobs.
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(Ck - R]'(J

]
S
Ut~

8. Average job lateness--This is the ratio of
difference between completion time and the due date of a
job, or the difference between job flow time and job allow-

ance time to the total number of jobs.

k k k k
_ 1 I
(a) T == ¢ (C, - D)
N oy k k
1 B
(by T == I (F, - A.)
n oy k k

9. Variance of the lateness distribution--This is
the ratio of the sum over all jobs of the square of the
difference between each job lateness and average job lateness

to the total number of jobs less one.

1
[0} = —
L n'l k

L e W)
—~~
=

10, Average job tardiness--This is the ratio of the
maximum of 0 or the job lateness to the total number of

jobs.

Ty = max (0, Lk)
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1
t
S

Tk

U=

k=1

11. Variance of the tardiness distribution--This is
the ratio of the sum over all jobs of the square of the
difference between each job tardiness and average job

tardiness to the total number of jobs less one.
2 _ 1
9T T n-1

12. Machine Balance Measure--This is the "variance"
in the work done by each machine over all time periods.
Then an overall index is obtained by averaging overall

machines.

P _
My =2 E (.. - W)’
P j=1 J
1 M
MWB == £ M
m . i
i=1

13. Shop Balance Measure--This is the '"variance"

of the work done in the shop as a whole taken over time.

SWB

I
=

o
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14. OQueue Workload Balance--This is the '"variance" of
the queue size in number of jobs for each machine taken over
time. An overall index is then obtained by averaging over

all machines,

P
1 T 42
Q. == T (1,. - )
i D j=1 ij i
1 m
QWB = & I Q;
i=1

15. Period Queue Balance--This is the "variance'" of
queue size over all machines for each time period. An over-
all index is then obtained by averaging over all time

periods.

PQ

]
|
neg
Fatm Y
[

]
—

L —

ro

PQWB

n
o
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APPENDIX B

A LIST OF COMMONLY USED DISPATCHING RULES FROM [42]

1.

10.

*11,

12,

13,

14.
*15.

16.

Random selection for service
First-come, first-served
First-in-system, first-served
Last-come, first-served

Shortest imminent operation (may include set-up
considerations)

Static slack: due date minus the time of arrival at
the machine center

Static slack per remaining number of operations
Due date

Dynamic slack: due date minus the remaining expected
flow time minus the current date

Dynamic slack/remaining processing time
Dynamic slack/remaining number of operations

Two class shortest operation: select first-come,
first-served within each of two classes defined by
operation length

Truncated shortest operation: jobs which have waited
more than k units of time take precedence

Alternate shortest operation, first-come, first-served

Subsequent operation (look ahead): select job which
will go to a queue with less than k time units of work
waiting. Use shortest operation among jobs for the
critical queue.

Two class truncated shortest operation: take shortest
operation within critical class based on negative
dynamic slack; if critical c¢lass is empty, take
shortest operation



17.

18.

19.
20.
21.
22,

23.
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Cost/time: pick critical job (negative dynamic slack)
by shortest operation; for late, but not critically
late, pick largest cost of lateness/operation time; for
early jobs, use shortest operation

Dynamic slack among all imminent jobs: the dynamic
slack rule is applied to all jobs in the queue and also
to those jobs that are in process and will join the
queue after their current operation is complete

Fewest remaining operations

Longest imminent operation

Least work remaining

Most work remaining

Greatest total work for all centers on the routing

*Dispatching tules used in the research.
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APPENDIX C
USER PROGRAMS FOR THIS SIMULATION MODEL

A description of the user programs written for this
simulation of the job shop.

(1) Subroutine ARIVL: This subroutine is called
when a new arrival time is reached. The subroutine then
generates the job attributes, number of operations, the
machine number and processing time for the first operation,
the remaining sequence of machines and their respective
processing times, and with the information known, finally a
due date. The job is then given a file location and placed
in it. The next arrival time is then generated and the time
is placed in the GASP file as the next arrival event.

(2) Subroutine CLEAR: This subroutine reinitializes
all statistical arrays after a prescribed run-in period without
disturbing its shop status.

(3) Subroutine COLL: This subroutine is used at the
end of every scheduling period. Primarily, it calculates
and updates the statistics kept on a scheduling period basis.
When a job pool is used, this subroutine will call the matrix
generator subprogram. Additionally, the routine acts on end
of run in period and end of simulation conditions.

(4) Subroutine DYNAM: This subroutine is utilized
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in conjunction with the dynamic dispatching rules, dynamic
slack, and dynamic slack per remaining operations. Each

time a job is to be selected from a machine queue, subroutine
DYNAM is called to compute the priorities.

{5) Subroutine ENDSV: This subroutine is called
when an end of service has been reached for a machine.
Statistics are then taken for the job depending on its
completion posture, If all of the processing for the job has
been completed, terminal job statistics are collected and
the job is removed from the system. On the other hand, if
there are remaining operations to be done, the job attributes
are updated and subroutines are called to move the job in
its next queue. After these actions are completed the
subroutine then checks the queue to determine which job to
bring in for processing. This action depends on the
dispatching rule being used. If the queue has one or more
jobs, statistics on job waiting times and shop workload are
calculated. When the queue 1is empty, machine utilization 1is
updated.

(6) Subrouting ENSIM: This subroutine is called at
the end of the simulation to calculate and print the results.
There is also an option to begin another simulation run with
a different dispatching rule. When the option is envoked,
ENSIM must reinitialize the non-GASP variable and call GASP

to start the new run.

(7) Subroutine EVNTS: This subroutine directs GASP
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to the proper subroutine to handle the transactions associated
with starting the simulation, an arrival to the shop, an end
of service, or to collect statistics at the end of a

schedule period.

(8) Subroutine EWIQ: This subroutine is used in
conjunction with the expected work in next queue dispatching
rule. The routine indicates the job in queue which will
proceed to the machine with the least expected work in queue.

(9) Subroutine GENMAT: This subroutine generates
the matrix required by the loading algorithm to select those
jobs to be moved from the pool to the shop. The matrix
generation is accomplished by using job attributes from the
job file. When the pool is not being used, this routine is
not active. However, when it is used, it calls the loading
algorithm which has been selected, either the loading
heuristics or the mathematical program.

{10) Subroutine JOBDEC: This subroutine uses the
answer from LPI to decide which jobs to load from the pool
into the shop, specifically the appropriate machine queue.

(11) Subroutine LPI: This routine is essentially
a linear programming code extended to include a bounded
variable feature. JOBDEC is called from this routine.

(12) M™MAIN PROGRAM: This is the program that gets the
simulation started. In MAIN, the value of the parameters are
read, the non-GASP variables are initialized, and the

executive subroutine, GASP, is called to take over control of
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the simulation.

(13) Subroutine POOLHE: This is the loading heuristic
subroutine that uses "rules of thumb" to select jobs from
the pool to load into the shop.

(14) Subroutine PTJOB: This subroutine places the
jobs in their destination position, either job pool, machine
queue, or on the machine. Which action is taken is dependent
on whether the job is a new arrival, if a pool is being used,
and on the status of the machine. Interarrival times to the
pool and each machine are collected. If a job is put on a
machine, the workload in the machine status is changed. 1If
the machine was idle, the time of the completion event is
set.

(15) Subroutine START: This subroutine generates
arrivals to preload the shop and pool if one is being used.
New arrivals continue to be generated until the shop and
pool have reached their proper number of jobs. Then the

clock is set to zero to begin the simulation.
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APPENDIX D

FORTRAN LISTING OF SUBROUTINES CHANGED

FOR THIS RESEARCH

The following list contains the variable parameter
conditions as set for this research:
(1) NM--number of machines, 10

(2) NTOTPD--number of periods the simulation is to
Tun, 500

(3) NRSET--number of runs in periods for the
simulation, 50

(4) PLEN--length of one scheduling period in hours, 8

(5) ISEED--random number seed to use
Run 1-329963 Run 2-411719 Run 3-392819
Run 4-349387 Run 5-900131

(6) ITYPE--not used

(7) N RULE--dispatching rule to use

Dynamic Slack

Dynamic Slack per Operation

Expected Work in Next Queue

Shortest Processing Time

Due-Date
First Come-First Served

[oa ¥y B N I

(8) IDUE--method of job due date generation, 1
(9) NLDR--1loading approach to use
0 no pool

1 mathematical pool
5 pool heuristics




follow.

(10)

(11)
(12)
(13)
(14)
(15)
(16)

(17)

(18)
(19)
(20)

(21)
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ARATE--arrival rate

Low utilization . 5300
High utilization .6000

NARR--type of arrivals, 1

FACDUD--weights for the due dates, 80
SINPER--number of periods in sine curve, 16
NPREL--number of jobs to preload in shop, 45
NPREP--number of jobs to preload in pool, 25

NDESL--switch to determine c¢alculation of
aggregate desired load, 1

DESLF¥--factor for calculation of desired manage-
ment load for math pool

Low utilization --4.25
High utilization --6.00

NDML--switch to calculate queue load, 1
DMLF--factor for queue load calculation, .40

TIMEF--factor to extend the time generated for
a machine operation, 1

CAPM--machine capacity, machine j,8

The subroutines that were changed for this research
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BELLER=RICHA*SHOPQUZVE,COLL

SUBROUTINE COLLINSET)

£ EVENT SUIRQUTINE TO COLLECT STATISTICS AT
*s4  THE END OF EVERY SCHEJULING PERIQD AND TO
x¢*  CALL THE LOADING ROUTINE

OO0 O0

DIMENSION NSET(35¢1),S0PLI2(10)+QLOAD2(10) rXAV|_(35)

COMMON IO, IMyINITJEUNTeJ"NIT,HFA,MSTOP I suxC ,NCLET,
ZISEED ) TNOW. TREG+ TFIN MY X, NPRMT e NCROR s NEP»yNG(25) ¢
JKOF pKLE»KOL» ATRIB (33} ENQ(25) , INN(25) ,JCELS(20,32)
UKHRANK(25) s JCLReMAYNG(25) , MFE(25) ,MLC{25) v MLE(2 ),
5 NCELS(20) 4NR(25) rPARAMI4Ne4) s OTIVE(25) ¢ SSUMA( 15,5)
ErSUMAT130,5) ,NAME(6H) y NPROJ P MON» NDAY s MYR
LeARS(35)

COMMON PLEN/NTPIS/NTOTPO N XISYS, XWKSYINUE,
LITYPE s MNEXT e NENeNLY ¢ NHELD ¢ WE{10) ,waM{10)rx(10s10)»
e BUS(10) rNRSET+NRULE r MNOW,NRST ,NENPS,NHAL »NRL ,
SWWH{10)SEED,ARATZLOC(200) r MAXPAR(1])

COMMON NPREL yNPREPs/NDESL,MDML +CAPM(10)+DESL(10),
103L(10) »DESLF ¢ DMLF»QLOAD(10) y XOPS, XWKS»TIMEF (1)
ZNSTSWINLDRyNARRYSHOPLD (10)

COMMON AL25.200)+KBVI(15),C(200) rFACDUD

COMMON ICOUNT NCOUNT,SINPERsMSW(10),AVGLDg

#x%  SCHEDULE THE NEXT DATA COLLECTION POJINT

OO0

ATRIB(2)=3,0
ATRIB(1)=TNOW+PLEN
CALL FILEM {1,NSET)
NTPDSZNTPOG+)
ISCALE=GCALE+, 000001
NTP=NTP)S=]
T5=p,0
T0T=0,0
Crxaxxx
Coxwxx COLLECT DATA ON THE WwORK ARRIVED PER PERIOD Ta A MACHINE
Casnex COLLECT DATA ON YHE WORK ARRIVED PER PERIOD Tn THE SHOP
Chpmnn
DO 11 T =1 , NM
183=1+8p
DAR=ARS(I)
CALL COLCT (DAR»IB3,NSET)
I9NZ 0341
122=1+2)
CALL COLCTIARS(I22),I94+NSET)
ARS(I22)=p,0
11 ARS(I)=p0.0
DAR =aARg(11)
CALL COLCT(DAR+93sNSET)
ARS(11) = p.0
CALL COLCT (ARS{32),104¢NSET)
ARS5(32) = 0.0

#%%  UPDATE TIME INTEGRATZD STATISTICS ON MACHTNES
kx%  AND COMPUTE STATISTICS ON FACILITY UTILIZATION

OO0
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109
110
111
112
113

onNoOoD

Qoo

1o

12
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=%  SURIN THE PERIOD

APZ0,0
BP=0,0

CALL TYST (BUS(I)eTNOW,I,MSET)
UT=SSUYA(L 3y /PLEN®100,0

w3 (I)=wa({1)/PLEN2100,0
TS=TS+SSUVMA (T 3)

WRM{T) =B (1) +SSUMA LT 3) «SSUMA(T, 3)
TOT=TOT+wW3(Y)

WA (Il swww(T)+WB(I)

CALL COLCT (UT+IsNSET)
APSAP+SSUMALT» 3)
BP=BP+SSUMA (T, 3)*#SSUMA(T,3)
w3l11=0,0

SSUMALT,;31=p,0

APSAP/FLOAT (NM)

BP=BP/FLDAT{NM)

BP=pp=APs 22

CALL COLCT(BP¢70¢NSET)

cPzp

DP=0

NMI=NV+1

DO 12 T1=2,NML

[1=[=1

XNG=NQ(])

XC(END (I ) +XNQ= ( TNOW=QTIMZ (1))
IF (TNOW,LE,D,001) XAvi(11)=0,0
AVG= (XCaXxAyL(I1))/PLEN
CP=CP+AVE

DPZDP+AYQ %2

XAVL(I1)=XC

CP=CP/FLOATI{NM)

DP=DP/FLOAT (NM)

DPZDP=CPex2

CALL COLCT(DP»TL1eNSET)
ATSZTS/FLOAT(NM)
ATOT=TOT/FLOAT (NM)

CALL COLLT (ATSr14sNSET)

CALL 4ISTD (ATS520,5,0,5+3+NSET)
AT=ATOT

CALL HISTD (AT16.006.044sNSET)

#x%x  CHECK IF A JOB POOL 15 REING USED

R66ZNG(12)
CALL COLCT (REBPEGINSET)
IF (NLDR.,EG,0} GO To 39

x%%  POoL IS5 BZING ysSED, CALL SUBROUTINES TO L~AD THE
®xx  S5HOP

IF (N3(12),EQ.0) GO TO 39
CALL GENMAT (NSET)
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116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
162
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170

s NaNse

o000

OO0

39

15

20

25

40
45

60

70

75
80
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s%*  ADJUST AGGREGA
: TE SHOP LoaD F
Y = nq EAC .
QUEUZ LOAD FOR PARTIALLY CoprETEDHJg;gHr'E AN

R6ET=NG(12)
EEL% uQLCT (RET+BTINSET)
Ir (:id(ﬂ).E0.0) GO TO 4o
=0 (12} ,LT,1) GO TO &40
N1ZMFE (32
JaJday 12)
NFIRST=FLOAT
(NSET(11+N1))/5CA
iF_(BBS(NFIRST)) 25¢25,20 Le+.0001
N1.NE,7T77T) G
50 TO 40 °To 1
2=MSZTIMYeN1)
CALL RMDVE(N1¢12/NSET)

-CALL COLCT(1.,0069/NSET)

11+0,0001
CALL PTJO *
(FLOAT(NSET(2sN1
- ))/SCALE,GT.1

;itEFT-(NSET(loNl))/SCALE_TQOW .0) GO TO 60
SOPLBg?$(N§ET(11.N1))/scALE+'0°0001

ATTIHI HN It HN (TILEFT*CAPM{M1))/8.0
N1ZNSET (vx,N1) 1)+ (TILEFT*CAPM(M11)/A40

"k
* CALCULATE DEVIATIONS FROM BALANCE

DBALT=0,0
BSAEU J=1 ) NM
=D -
N30=J+30 ESL (J)=SOPLD2(J)
D30=D3AL
CALL COLCT (D30N
30

830A3=nast030) PNSET)
CEELT:DBALT+D30AB

L COLCT (DBALT +U41sNSET?

#x*  CALCULATE ADDITI E
- : ONAL DEVIATI
wk X I - ONS FR M .
REQUIREDsDEPENDING ON LOADING RuLsoqugLA'CE’IF
- .

DBALRT=0.0
ggAzs J=1,NM
6 =I6L(J)1-GLO

LS 53 LOADZ (J)
EEB:DSALQ

LL CoLecT ¢
assaa=n35<05§?3'“53'“557’
SECLQI;DBALQT+053AE
4 l(.h COLCT (DBALQTOﬁ“INSET)
ir (dTPDS.GE.NRST) CALL CLEAR (NSET)

TPAS. LT NTOTPD) RETURN )
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171 CALL ENgIM {NSET)
172 RETUR:N
173 END -

IPRT SHOPGQUEUE,ENISV
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BILLER=RICHA#SHOPQUEUE, £ 195y

-
OVUD~NTWREFE LN

11

P b e s et pb s
V@~ REF WD

]
o

[a2aXaNel

Cxexx
Cxusx
Cxxxax
Chkay

OO0

1o

SUSROUTINE ENDSVY (NSET)

##%  TVENT SU3ROUTINE CALLED WwHEN Ay END nF SEqVICE
#+% HAS OCCURREZD FOR A JOB OPZRATION

DIMENSION NSET(35+1)

COMMON IO IM, INIT#JEVNT» IMNIT,MFA,METOP» My s MxC,NCLCT,
INHIST o 10 ) MORPT P NOT g NPRHS « NRUN» NRIINS e NSTAT 01T, SCALE,
2ISEED e THOW, TREG e TF T, MX X MPRNT ¢ NCRNR yNEP vwatac).
3KOF »KLEZ o K0L s ATRIB{33) sENNI25) s INNI2S) ,JCELS(20,32),
SKRANK (25) y JCLRyMAXNG (25}, “Fftasr.wLC(zslouLF(as}.

5 NCELS(20)¢NO(25) 1 PARAYM(UDrY) ¢QTIVE(25) 1 SEUMA (15, 5)
6rSUMA(L130¢5),NAME{6) s NPROJ*MONsNDAY,NYR
1, ARS {35}

COMMON PLEN(NTPDS«NTOTPD,MMs XISYS, XvKSY IDUE,
LITYPE» MNEXTeNENINLVNHELD # W3 {10} p0Bv (30) ex{10e10) 0
2 BUS{10) e NRSET»NRULE f MNOW, NRSTNENDS s NHOL P NRL ,
IWWA(L0))STEDARATEJLOC (200} ¢MAX» AR (11)

COMMON NPREL ,NPREP,NDESL,NIML,CAPM{10) +DECL ()0,
10GL110) ,DTSLF#DMLF,QLOAD(10), XOPS, XWKS» TIMEF (1)
2NSTSWeILOR,NARRY SHOPLD(10)

COMMON A(25,200) KBV (15),C(200)FACDUD

COMMON ICOUNT-NCOUNT.SINPER.MSW(IU)cAVGLDQ

MNOW=ATRIZ(11)+0,00001

MNEXT=ATRIB(13)+0,00001

CALL TYST (XOPSerTNOW,13+NSET)

XOPS=X0PS+1,0

Chl TYST (XwKSeTNOW, 14¢NSET)

XWKSsXIKS+ATRIR(L2)

ATRIB(32)=ATRIB(32)+ATRIB(12)

ATRIB(S)=ATRIB(5)=1,0
x
+ COLLECT JATA ON THE OUTPUT OF A MACHINE
# COLLECT DATA ON THE OUTPUT FPow THE SHOp
*

I22 = 21 + MNOW

ARS{122) = ARS{IZ22) + 1

ARS{32) = ARS(32) + 1

IF (ATRIB(S)) 10+/10460

*#*  COLLZCT STATISTICS ON THE JO3 LEAVING THE SYSTEM

TISYS=TNOW=ATRIB(3)

CALL COLCT (TISYSe11,NSET)
NOPZATRIB(10}+0.00001
NP23="i2p+22

CALL COLCT (TISYS/NP23,NSET)
CALL TIST (XISYSeTNOWs 12,NSET)
XISY5=XISYS~1,0

CALL THST (XwXSYsTNOWr11,NSET)
XWKSYSXwKsY=ATRIB(O}
DOU=ABS{TNOW=-ATRIB(4))

CALL COLCT (DDDe15¢NSET)
TLATESTNOw=ATRIB(Y)

CALL COLCT (TLATE»12,NSET)
CALL HISTD (TLATE»=10,0r2+001,NSET)
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20

30
40

50

60

70

B0

ga

TARDY=TLATE

IF (TLATZ,LT.0.0) TARJY=0.0
CALL COLCT (TARDYr13,NSET)
TSYNPL=TNOW=-ATRIB(33)

CALL COLCT (TSYNPL,u2eNSET)
NPUN=OP+39

CALL COLCT (YSYNPL,NP4QsINSET)
TIPOOL=ATRIB(33)}=ATRIZ (3}
CALL COLCT (TIPOOL,uB¢NSET)
PERPOL=TIPOOL/PLEN+D,S
NPEPDL=PERPOL

CALL HISTD (NPEPOLr1,0s1,0¢16,NSET)
NPYgp=NOP+45

CALL COLCT (TIPOOLsNP4&INSET)
B=FLOAT(NTPOS=1)*PLEN
BDUE=ATRI(4)

IF (3DUE,LT,3) 60 TO 30

IF (B0US,LT.,TNOW) GO TO 29
LP= {TNOW~BDUE/PLEN)=,9999999
GO TO 4p

LP=0

GO T 4o
LP={B=3DUE)}/PLEN+,999999
XP=Lp

CALL HISTH (XPs=~10,5¢1,0,2¢NSET)
XOPS=X0PS=ATRI3{10)
XWKS=XWKS=-ATRIB{9)

NLV=NLV+1

JOB=ATRIS(30)+,001

LOC(JOHY=

IF (JOB,NE,MAX) G0 TO 80
MAX=MAX=1

JOoBz=J0B-1

IF (LOC{JORY,LE+0) GO TO 50
G0 TO Ao

xx% THE JOB IS NOT LEAVING THE SYSTEM
wx% UPDATE THE JO3 ATTRIBUTES

IF (NRULE,LE,3) ATRIB(6)=ATRIB(6)~ATRIB(12)

LRM=ATRIB(5)+,001
LR=2«LRM+0

DO 70 I=11,LR.2
ATRIB(I)=ATRIB(I+2)
ATRIB(Y+1)=ATRIB(I+3)
ATRIS(LR+2)=0,0
ATRIB(LR+3)=0,0

CALL PTJD3 (2sNSET)

+*%x  CHECK MACHINE QUEUE FOR ANY JOBS
x%* AVAIABLE FOR PROCESSING

IF (NQ(UNOW+1)) 9N+50,100
s+* THERE ARE NO JoBS IN TuE GUEUE

CALL TYST (BUS(MNOW), TNOW+MNOWeNSET)

119



120

114 BUS{MNIK)=0.0

115 IF (M54(2),ER.0) 50 TO 93

116 IF (NLDR,%Z0,0) GO TO 93

117 CALL COLCT(1,0,68/NSET)

118 IF (NG(12),LT.1) 50 TO 93

119 IF (M5¥(3),E0,0) GO YO 8a

120 c IF (SSUMA (MNOW»3) ,GE,AVGLDI) GO TO 93

121

12§ E *x* TRy TO MQVE JO3 FROM POOL TO EMPTY MACHINC
12

124 88 J=0

125 N1=MFE(12)

126 91 J=J4+1

127 NFIRSTZFLOAT(NSET(11,N1))/SCALE+,0001

128 IF (NFIRST,EQ.NOW) GO TO 92

129 NI=NSET (MX,N1)

131 c

152 g *%%  NO JOB wAS FOUND THAT CouylD HELP IDLE MACHINE
133

134 GO TO 93

135 ¢

133 E x%x%x  PUT Jo3 FROM Pool IN IDLE MACHINE

13

138 92 CALL RMOVE(N1s12/NSET)

139 CALL COLCT (1,0069sNSET)

140 MNEXTSATRIB(11}+,00001

141 CALL PTU0R(3,NSET)

142 93 RETURN

143 ¢

144 ¢ xx*  MORE THAN ONE JOB IS AVAIABLE, COMPUTE
145 c *%x* PRIORITIES AND BRING IN THE Jom wITH THE
1"? g *x% HIGHEST PRIORITY FROM THE QUEUE,

14

148 100 MN1=ZMNOw+t

149 IF (NG(YN1},E0,1) GO TO 120

150 IF (NRULE,EQ,D.OR.NRULF,GT+3) GO T 120

151 IF (NRULE,GT,2) G0 TO 110

152 CALL DYNAM (M3EST.NSET)

153 CALL RYOVE (MBEST+MN1»NSET)

154 GO TO 130

155 110 CALL WKING (MBEST'NSET)

156 IF (M3E5T,£0,0) GO TO 120

157 CALL RYOVE (MBEST«MNI,NSET)

158 GO TO 130

159 c 120 CALL RMOVE (MFE(MN1},MN1,NSET)

160

161 c *x%  COMPUTE THE WAITING TIME FOR THE JOB AND
162 E *x+% DECREASE THE WORKLOAD IN THE MACHINE QUEuU=,
163

164 130 WISTHOJ=-ATRIB(B)

165 ANIBZUNOW+1S

166 CALL COLCT (WT»MN1S/NSET)

187 Cxeuns

168 Crxwns COLLIZT THE THE DATA ON THE QUEUS LENGTH IN HAURS OF WORK ##%%*
169 Crawax COLLECT DaTa ON THE QUEUE LENGTH IM HOURS OF «QRK TG THE SHOP

170 Cornax



174
172
173
174
175
176
177
178
179
180
181
182
183
184

185
WPRT SHOPQUEUE,ENS

M15 = 14+MNOw
M1l2 = 11+49NOW
XXXZARS(M12)
CA;L TUGT{XXX e TNO“sM15,NST)
gED(M12):ARS(“12)-ATRIB(12’
SHOAD(ﬂNow):oLoAD(MNOWJ-ATRIﬂtlz)
TIMPLJiMNOW):SHOPLD(MNON)-ATRIB(12)
T REVTﬁATRIB(IE) *(8,0/CAPMIMNOW ))
T_IB!i):TNow+TIMEvT
3;318(2):1,0

=ATRIS
tgﬁ(aoa§=&gg)+'0°1

L FILEM
RETURN L (1|NSET,
END
IM

121
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SELLER=RICHA®SHOPQUEUE , TSI ¢

[
GNFODOVOEYJO N FUN -

¢
c
c

10

12
13

SUZROUTINT ENSIM (NSET)
#x*  SUIROUTINE USED To pPRINT SIMULATION RESULTS

DIMENSION NSET(35:1)

COMMON ID, IM, INITHJSYNT o JUNIT ) MFA, MSTOP» MY MXC ,NCLCT,
INHIST D0, NORPT » NOT ,NORMS» NRUN P NRIMG , MSTAT»OUT, SCALE,
2ISEED s YHOW, TIEGe TRIN MXX,NPRNT o NCRORSNEP  yNQ(2R) »
3KOF s KLZpKOL»ATRIB(33)ENGQI25) o INN(28) ,JCELS(20,32),
BKRANK (25) » JCLLRs MAXNAQ(25) ,“FE(25) yMLC(25) rMLE(25) »
5 NCELS(20) ,NQ{25) ¢ PARAM{UDr &) ¢GTIME(25) 1 SSUMA (254 5)
6¢SUMA(130,5) yNAME (6) , NPROJ* MON NDAY ¢ NYR
1rARS(35)

COMMON PLENINTPDSeNTOTRPD, NMy XISYS, XWKSY INUE,
LITYPE e MNEXTeNENPNLVoNHELD ¢ W3 (10) »wB¥{10) s x {100 10) ¢
2 BUS{10) P NRSETHNRULE s MNOW,NRST  NENDS,NHAL ¢ NRL
SWWwW(10) »STED,ARATEHLOC(200) e MAXVAR(11)

COMMDN NPREL ,NPREP,NDESL,NOMLCAPM(10) +DESL(10)
1CGLCL0) »DSSLF» DMLF »QLOAD(1D) » XOPS s XWKSITIVEF (19)
2NSTSWeNLDR,NARRYSHOPLD(10)

COMMON A(25+200) ¢XBV(15),C(200) +FACDUD

COYMON ICQUNT#NCOUNT,SINPER,MSW(10)+AVGLDO

PRINT 160,NLDReNRULE

CALL TYST (XwKSYsTNOWr11,NSET)

CALL TMST (XISYS»TNOWs12,NSET)

CALL TMST (XOPS+TMOW,13sNSET)

CALL TH¥ST (XWKSeTNOW,14¢NSET)

DO 10 I=1,NM

CALL TIST (BUS{I)sTNOW,I,NSET)

NTPDS=zNTPHS=NRSET

NNTP=NTOTPD=NRSET

WRITE (&r170) NMsNRSET,NNTP¢PLEN

WRITE (gs171) (MSW(J)eJd=1010)

IF(MSW(8),6T,.0) GO TO 13

WRITE (ge172)

XNENTPDS

DO 12 I=1sNM

J30=30+1

XM1=SU1A(J30,1) /FLOAT(NTPOS)

J53=253+1

XM2=5UMA (J53, 1) /FLOAT(NTPDS)

WRITE (69173) TeXM1lyxXM2

CONTINUE

XM3ZSUA(L4]1r1)

XM4=SUALRG 1)

XNIZSUAA (G419 3)

XNB=SUAA (Bl 3)

XS3=SUA(U41+2)

XSH=SUA(BRe2)

AVE3ZK A3/ NS

AVOHZ L fy/XNY

VARBZ L (X 3aXS3) m (X A36XM3) ) /(X3 {XN3=1,0)))

VARG ([ (XU eXSu b ={XaexXMa ) Z (XNGx{XN4=1=0) 1))

WRITE (gr174)

WRITE {6y175) AVGZsVARD

WRITE (6r176)



123

57 WRITE (6¢175) AVGU,VARY

58 J=11

59 00 16 I=1,3

60 XMBZ5JA(Jy 1)

61 XS32SUIA (S, 2)

62 XNLZ5UIA (Y, 3)

63 AVSBZ L5/ XNS

&4 VARSZ{ { {XM5aX55) = { X 15aXME} )/ (XNS» (XNS=1,0}))
65 IF (I.57.1) GO TO tu

66 WRITE (er177)

67 Jzug

68 GO TO 16

69 14 IF (I.,57,2) 60 TO 15

70 WRITE (gr178)

71 J=42

72 50 T ie

73 15 WRITE {6,179)

74 16 WRITE {6r175) AV3SsVARS

75 XMT7=SU%A(66r1)

76 XHTZ5U 1A (860 3)

77 XS7=SUYA (gB6r2)

78 AVGT=XMT7/XNT

79 VART=(( (XNT72XST) = (XMTxXMT7) I/ (XNT = {XNT=1,0)})
a0 STD=S3RT(ABS(VART))

8l WRITE (5,185) AVGT»STO

82 XM7=SUA(6T7s 1)

a3z XNT=SUA{ET 3)

a4 XS7=5UM8(6T7r2)

85 AVGT=X 17/XNT

a6 VARZS{ ({X1T7aXST) ={XM7:XM7) I/ (XNTx (XNT=1,0)})
a7 STOZSQRT(ABS(VART))

a8 WRITE (6,186) AVGT.S5TD

89 IF(MSW(5),5T,0) 60 TO 17

90 WRITE (g,180)

91 17 CONTINUE

92 XNENTPOS

93 DO 20 I=1,NM

94 AB= SUMA(TI,1)/FLOAT{NTRDS)

95 WWW LI Zwww (1) /FLOAT(NTPDS)

96 WEM{T S (wIv(T) € XN~SSUMACT #2) % x2) /7 (XN* (XN~1.01})
97 IF{MSN(5) ,6T,0) 60 TO 20

98 WRITE {69r190) IrA3+wBM(I)

99 20 CONTINUE

101 DO 30 I=1,/NM

102 30 TwBZTw3+w3M{I)/FLOAT(NM)

103 SBM={SUMA{14,2) #XN=SUMA{16e 1) x%2) / (XNx{XNal,0))
104 WRITE (6r200) TWBsSaMeNENSNLY

105 DO 40 I=12,14

106 - XSISUYA(I1)

107 X55=8Ua{1,2)

108 XNSSUAA (I, 3)

109 AVEGZXS/ X

110 VARS{ ({XNeX55)~ (XSeXS) )/ {XN&{XN=1,0}))
111 IF (I.2Q.12) PRINT 210 AVGG,VAR

112 IF (I.EQ.13) PRINT 220, AVGG,VAR

113 IF {1.E6.14) AVGGZAVGG/PLEN®100,0



114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170

4o

50

51

52
53

1911
1912

1982

124

IF (I.%G.,14) PRINT 230, AVGG
CONTINUE

DO 50 I=11,14

XT=55U4A(1,1)~TBEG

XSES5U AL, 2)

XS5=53MA(T+3)

AVBG=XAS/XT
STOS(X5S5/XT~-AVEG*AVGE)
STU=SIGN(SORT(ABS(STD) }e5TD)

IF (1.29.11) PRINT 240, AVGG,STD
IF (1.EQ,12) PRINT 250, AVGG,sTD
IF (1.,5Q,13) PRINT 252, AVGG,5TO
IF (I.E0.14) PRINT 254, AVGG,STD
CONTINUE

TIME = ELOAT (NTPDS ) = PLEN
PRINT 260r NTPDS.TIME

IF (MSw{5),6T,0) GD TO 51

PRINT 270, (I+WAW{I),I=1,NM)
CONTINUE

WRITE (61361)

WRITE (8+362)

WRITE (6,363)

ewB=0

MAXQ=0

NMIZNY+1

DO 53 Iz=2,.NM1

XNG=NQ(1)

XES(ENG(I)+XNO* (TNOW=QTIME(I)} )/ (TNOW-TBEG)
VERE=L(YNQ(I)+XNO#XNQ* (TNOW=QTIME(T) )} )/ { THOW-TREG) =XExXE)
IF (MAXNBR(I).GT+MAXQ) MAXIZMAXNQ(I}
IF{MS4(5),6T,0) GO TO S2

I112]1=1

WRITE (5,364) I1,XE,VARE,VAXNG(I)

CONTINUE

XX=XX+XE

QWBZRW3+VARE

XXEXX/FLOAT (NM)

OwI=Qu 3 /FLOAT(NY)

WRITE (g,365) XXsOWB,MAXQ
PwBISUA(TO 1} /SUMALTE )

WRITE (6,367) PWB

PR3ZSUMALTLe1) /7SUMALTL3)

WRITE (he368) PQS

WRITE (6r10911)

FORMAT (///)
1sT= 15
SUM = 3,0

DO 1988 IIs = 110

IIT = IsT+ 1IS

X5 = SUvMA (I1T.1)

XSS = SUMA (IIT#2)

XN = SUvMA (I1T.3)

N = XN+ ,c01

IF { N=1)1982,1982,1983
VSTD = 0.0

GO TD 1988



171
172
173
17%
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204%
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227

1983 VSTD = (((XNeXSS)I={XS*XS) )/ (XH*(X1=1,0)))
19688 SUY = Suv ¢+ ysTO
ASUM = su/10,0
IF ¢ IST ,NE, 15 )Y 50 TO 1990
WRITE {6y1089) ASUM
1989 FORMAT(r VARIANCE' OF MACHINE WAITING TIME+r ,F19,3)
IST = 71
GO TO 1912
199p IF (IST ,ME, 71) GO TO 19955
WRITE (ps2001) ASUM
2001 FO?MAT {* VARIANCE oOF MACHINE INTERARRIVAL TIMzG *t » F12,3 )
vsTD = 0,0
VSTD =({(SUMA(B2,3) «SUMA(B2s2) }=(SUMA(82+ 1) #SUA{B21)) )/
C (SUMA(B2»3) % (SUMA(8213)=1.0)))
WRITE (gs2989) VSTD
2989 F0$MAT { * VARIANCE OF SHOP INTERARRIVAL TIMES r,F12,3)
IST = 82
GG TO 1912
1995 IF (IST ,NE. 82) GO0 To 1996
WRITE (ge2002) ASUM
2002 FORMAT ( r VARIANCE OF WORK ARRIVED PER PERIOD ,F12,3)
VSTD = 0.0
VSTD=( ( (SUMA {93+ 3)xSUMA {931 2) 1={SUMA (G, 1)*SUMA{93,1)))/
C (SUMA(93,3)x(SUMA(93¢3)=le0)))
WRITE (gy3002) VSTD

3002 FORMAT (' VARIANCE OF SHOP WORK ARRIVED PER PEQIOD ', F12,3)

IST = 93
GO TO 1912
199 WRITE (&,2003) ASUM
2003 FORMAT( * VARIANCE OF QUTPUT PER PERIOD *,F12,3)
vSTD = 0.0
VSTDS(( (SUMA 204+ 3) xSUMA{104,2))~(SUMA(104¢1) xgUMA(LQl 1)) )/
C (SUMAL104,3) = {SUYA(104s3)}=1,0)))
WRITE (g)»3003) VSTD
3003 FORMAT( v VARIANCE OF SHOP OUTPUT PER PERIOD +,F12,3)
5 = 0.0
DO 2010 I =1%,24
XT = SSyMa(I,1)=TBEG
XS = Ss5uva(I,2)
XS5 = SSuva (I.3)
AVG = X5/xT
2010 S S(XSS/XT=AYGXAVG)+S
ASS = 5/10,0
WRITE (6y2009) ASS
2009 FORMAT(+ yARIANCE OF QUEUEZ LENGTH IN HOURS OF wORK *,F12,3)
IF { NRUN ,GT, 1) GO TO 69
1IF(MSW(S),6T,0) GO TO &9
PRINT 280
. DO 80 I=1,NM
60 WRITE (/e290) (X{I,J)erd=1eNM)
WRITE (pr»300)
wRITE (/e210) IDUZ, ITYPELSEED»ISEED,NLLDR
RRATEZ1,0/ARATE
WRITE (pr320) ARATE
wRITE (By321) RRATE
XMOZSUMA (651 1)
XNEZSU A (654 3)



126

223 AVGE=X16/XNG

229 wRITE (6r322) AVGH

230 wRITE (gs»330) NPREL,NPREP.NDESL#DESLF
231 WRITE (o335} NIUL,DMLFINARR
232 WRITE (pe336) FACIUD,SINPER
233 WIITE (59340)

234 WRITE (g+290) (TIVEF(J)edT1oNM)
235 WRITE (gs305)

236 WRITE (ge200) (CAPM{J) sJd=1sNM)
237 Wil TE (e 350)

238 WRITE (5s290) (JESL{J).Jz=1rNM)
239 wRITE (ges355)

240 WRITE (g¢290) (DQL(J)sJ=1eNN)
2ui C

242 c #x%  SET Up FOR NEXT RUN, CHANGE DISPATCHING RuLE,.
243 o #%%x  [MNITIALYZE STATUS VARIABLES,
244 c

245 69 NRULE=YRULE +1

246 c *s* 17 I5 DESIRED TO SKIP RULE 5 (DUE DATE)
247 IF (NRULE,.EQ,5) NRULE=6

248 IF (NRULE.LE.#) GO TO 120

249 IF (NRULE,GT,5) GO TO 80

250 B 70 I=2.,11

251 70 KRANK(I)=zy

262 GO TO 120 )

253 80 IF (NRULE.GT.6) GO TO 150

254 DO 90 I=2r11

255 90 KRANK({I)=g

256 G0 TO 120

257 12¢ CONTINUE

258 DO 130 I=1,NM

259 arR{1)=0,0

260 w3(1)=0,0

261 WBM(11=0.0

262 www (1)=0,0

263 BUS(I)=0,.0

26% SAOPLI(I)=0.0

265 130 aLOAD(I)=p,0

266 MAX=0

267 DO 140 1=1,200

268 149 LOC(I)=p

269 Cxaxnsx*xTHIS 15 IS TO ZEROQ THE ARR SUYM ARRAY
270 DO 145 I= 1,35

271 145 ARS({I)=0,0

272 AR(11)=0.0

273 X0Ps=z0,0

275 XISYS5=2G,0

274 XWKSY=0,0

217 NEN=Q

278 NLV=0

279 NPOOL3=p

280 NPOOLA=p

281 NRELD=0

282 NTPDS=Q

283 XXSD=DORAND (ISEED)

284 NRSTaNRSET




285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
3pe
303
304
305
306
307
308
309
310
311
312
313
314
315
316

317

318
319
320
321
322
323
324
325
326
327
328
329
330
33l
332
333
334

338
339
340
341
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150 MSTOP==y

RETURN

160 FORMAT (1H1» 36HVARIOUS APPROACHES FOR JOn 540> LOAD
19 37HINS USING DIFFERENT DISPATCHIMNG RiLES,/Z20%,3H LO
2¢21HAJING APPROACH NUMBER» IS, /20X, 15HDISPATCHIIG RUL
3¢91E WUMBER ,14//7)

172 FORMAT (1M ////5Xs THMACHINE, 13X, 16HDEVIATION ~ROM B
1)6HALANCE,, /21 Xr L4HAGGREGATE LOAD, 14X, 10HGUEUE | 0AD)

173
174
175
176
177
178
179
252

FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT

(Sx, 160 10X sF12.304XeF12:3)

(/75X 37THOTVIATION FROM BALANCE,AGGREGAT= LOAD)
(1H »SX» 7THAVERAGE 2% eF 10,30 BHVARIANCE ,Sv,F10.3)
(/5% 33HDEVIATION FROM BALANCE,QUEUE 1.0AD)
(/7775%e 24ATIME SPENT IN THE SYSTEM)
{/5Xe26HTIME SPENT IN THE JOrR POOL)

(/5X» 38HTIVE SPENT IN THE SYSTEM W/0 PONL TIME)
(10Xy 37Hw'IOPO(AVERAGE OPTRATIONS PERFARMED P

122HER JpH IN THE SHOP),/15XeSHAVGZ #F10,3,6H <TD=¢F10.3)
254 FORMAT{10X,39HW.I.P,(AVERAGE HOURS OF WORK DON- FOR J
1174035 IN THE SHOP),/1S5XeSHAVGE yF10.3¢6H STDI=0F10.3)
179 FORMAT (5%, 37H NUM3ER OF MACHINES IN THE SIMULATED

154HSHOP

vI6/5Xe26H NUMAER OF RUN IN PERIQDS +18,5Xe

246H NUVBER OF TIME PERIODS SIMULATED AFTER RUN INe
3I6/5Xr 284 LENGTH OF EACH TIME PERIQD (F8,2)

171 FORMAT {1+ »5Xxs1B6HSPECIAL FEATURES,uX,1011)

180 FORMAT (141////75%r THMACHINE, 184 UTILIZATION BAL
1,12HANCE MEASURE)

185 FORMAT (//1H +37HJ035 IN THE POOL SEFORE LOADING AVG

IF7e2:64

STD ¢F7.42)

186 FORMAT (//1H »371J08S IN THE POOL AFTER LOADING AVG

1F7.2¢6H

STD F7.2)

190 FORMAT (5%,16)F12,3,F14,3)

200 FORMAT (///10Xs 25HMACHINE BALANCE MEASURE =,F12.3/
110X, 224SWOP BALAMCE MEAGURE =¢F12,3/10Xy
23CHNUM3ER OF J03S ENTERING SHOP =,17/10%»
329HNUMIER OF J0O3S LEAVING SHOP = »17)

210 FORMAT (10Xs 23HAVERAGE J28B LATENESS = »F10,2/10X»
12RHAVERAGE LATENESS VARIANCE = »F10,2)

220 FORMAT {1axer 23HAVERAGE JOB TARDINESS =+F12,3/10Xs
1 2BHAVERAGE TARDIMESS VARIANCE =,F12,3)

230 FORMAT (10Xs26HAVERAGE SHOP UTILIZATION =,F12,7)
240 FORMAT (10X%s 3IYHAVERAGE Wel.P.(IN HOURS OF wORv) =,
1F12,301%,F14,3)

250 FORMAT (10%e 3ISHAVERAGE NUMBER OF JOBS IN THE gHOP,
124 =eF12,3,F12,3)

260 FORMAT ({10xXs 29HLENGTH OF SIMULATION RUN wAS +,10X%,

115+ 154

TIME PERIDIS » 1H(rF1041+s G4 HOPRS ) )

270 FORMAT (///7715%s THMACHINE $3Xe 13HAVG INPUT/PN,/
1(15X014,BX,F7.2))

280. FORMAT (1H1//79Xr 324THE JOB SHOP PROBABILITY TrANSIT
10 10HION MATRIX://7/)

290 FORMAT (3x,10F6+3)

300 FORMAT (//7//+ 34H I0LE 000 1TYE

1,23H

SEEN ISEED NI )

310 FORMAT (/5XrI&4rBXeTXeOXe15¢2YeF10,4»3xeI8,14Y

320 FORMAT (/5X» 26HMEAN INPUT ARRIVAL RATS = »F7,u0
1 16H ARRIVALS/HOUR )

321 FORMAT (5x,29HMEAN TIME BETWEEN ARRIVALS = »F7, 4,



342
343
344
345
246
347
248
349
350
351
352
353
354
355
356
3s?
358
359
360
361
362

363
9PRT SHOPQUEUE,PTJOB

128

18H  HOURS)

322 FORMAT (5x,36HACTUAL MEAN TIME PER OPERATION =
1IF7e4¢ 74 HOURS)

330 FORMAT (14 //3XeTHNPREL= o+ I5,3Xe 7HNPREPZ , 15,3+ 3HNDE
L14HSLT 2159 3%, THOESLFz ,F1043)

335 FORMAT (14 #3IXsBHNDMLE oI5 3Xe6HIMLF= ¢F1g,3,3v,3HNAR
13rR=z »15)

336 FORMAT (1H +3X¢BHFACDUD= +FR,2¢3X1AHSINPERT ,Fa,2)

340 FORMAT (14 ///5Xe334JOR OPERATION TIME FACTORS FOR EA
110HCH MACHINE)

345 FORMAT (1H //7/710Xs32HVMACHINE CENTER CAPACITIES PER PE
14HRIOD)

350 FORMAT (1~ ///10Xs34HDESIRED AGGREGATE LOAD PEx MACHINE)

355 FORMAT (14 //10X»30HDESIRED QUEUE LOAD PER MACHINE)

361 FORMAT (///5%»22HOTHER BALANCE MEASURES/)

362 FORMAT (/5X»27HMACHINE QUEUE RALANCE INDEX}

363 FORMAT (3%, 7HMACH NO,7X» 7HAVERAGE, 12X, 3HQWB» 8X, THMAXIMUM)

364 FORMAT (5x%,Iy,2F15,3,10%X,I5)

365 FORMAT (/5X,4H ALL»2F15,3¢10%,1I5)

367 FORMAT (/5X»25HPERIOD WORX BALANCE INDEXeuXe6HoWB = »F9.3)

368 ESSMAT {(/5X+26HPERIOD QUEUE BALANCE INDEX,4X,64PQB = ,F9,2)
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3ZLLER-RICHA*SHOPQUEUE,PTu03

1 SUYROQUTINE PTJOB (INP#NSET)
2 C
3 c *x*%  SUIRNUTINE WHICH MOVES J0B TO NEXT “ACHINES
4 c k%%  CTMNTER
5 c
6 DIMENSION NSET(35:1)
7 COMMODN ID,IM, INIT JEYNT»JUNIT, MFA, USTOP My sMxC,NCLCT,
8 INAIST et 106, FORPT INDT » NPRMS e NRUN P NRUMS o NSTAT e 0T, SCALE,
9 2ISEED» TNOW, TREGe TFIN,YXX,NPARNT¢NCADRNEP» yNQ(25) »
10 3KOF yKLE,KOL»ATRIBI33}+ENQ(25)» INN(25) »JCELS(20,32)
11 UKRANK(25) s JCLRyMAXNQG(25) 4 MFE(25) yMLC(25) yMLE(25) »
12 5 NCELS(20) ,NQ(25) ¢ PARAM{40¢4) »QTIVE(25) pSSUMA(5,5)
13 6rSUMATL30,5) » NAME () 4 NPROJYMONY NDAY o NYR
14 1,AR5(35)
15 COMMON PLENSNTPDS NTOTPD N¥e XISYS, XwKSY» IDUE,
16 LITYPE»MNEXTrNENsNLYNAELD W (10) »wW3W(10)rx{10e10)
17 2 BUS(10) P NRSET e NRULE r MNOW, NRSTy NENNS yNHAL P NRL
18 SwWW(10),SSED, ARATELOC(200) s MAX,AR(11)
19 COMMON NPREL yNPREPHDEZSL,MOML,CAPM(10)¢DESL(10)
20 1DGL(10) 4 DESLF e+ DMLF,QLOAD(10) » XOPS»XWKS TIMEF{10)»
21 2NSTSWeNLDR,NARR»SHOPLD (10)
22 COMMON A(25,200)+K3Yy(15).C{200)FACDUD
23 c " COMMON ICOQUNT»NCOUNT,SINPER/MSW{10)AYGLDg
2“ . -
25 c sx% CHECK IF JOB IS & NEW ARRIVAL
26 c
27 IF (INP,NE,1) GO TO 10
28 ATRIB(3)=TNOW
29 NEN=NEN+1
30 ¢
31 g #x%x NEW ARRIVAL., CHECK IF A JOB PooL IS pEING USED
32 .
a3 IF (NLDR,EG.D) 6O TO 20
34 c
35 c sxx  CHECK IF SHOP IS REING PRELOADED AND JOB pOOL
316 c xx%k  HAS AEEN COMPLETED
37 c
38 IF (NSTSW,EQ,1) GO TO 20
39 c
G0 ¢ **%  PUT ARRIVING J08 IN THE POOL IF OP. 1 MAC:y IS NOT IDLE
41 )
42 ATRIB(A)=TNOW
43 JOBSATRIB(30)+0.001
44 LOC(JOB)y=uFA
45 c
46 o #x%  COLLECT STATISTICS oN INTERARRIVAL TIMES TO
47 c =%  TdE JoB POOL
43 ¢
49 USTNON=AR(11)
50 CALL HISTO (DrDe5r0.5115sNSET)
51 AR(11)=STNOW
52 NFIRST=ATRIB(11)+0,.00001
53 IF (MS.J(1),56,0) GO TO 4
54 IF (TNOw,LE,0.,0001) GO To 4
55 IF {BUS(INTIRST)) S¢5,4

56 4 CALL FILEM{12sNSET)
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57 G0 TO 70

58 ¢

59 ¢ x«* IF FIRST OPERATION MACHINE IS IDLE,CoNSIDrR THE
60 E ®%x% 03 AS COMINS FROM POOL AND PUT IN THE SH9P

6l

62 5 CONTIWUE

63 IF (MSA4(3),E0.0) 50 TO 6

64 IF (SSJUMA{NFIRST*3),GE.AVGLDS) GO TO &

65 & MNEXT=NFIAST

66 CALL COLCT (1,0r69¢NSET)

&7 GO TO 20

68 C

69 c &%  JOB IS NOT A NEW ARRIVAL, CHECK IF IT IS rOMING
70 c x%* FROM THE POOL

71 <

72 10 IF (INP,EQ,2) GO TO 40

73 ¢

T4 c *x*% J23 IS COMING FROM THE PoOL,

75 c *%% ALSO NEw JOBS WwHEN A POOL IS NOT USED ARRIVE
76 ¢ wx® AT THIS POINT

77 c *x%  UPDATE STATUS OF WORK IN SHOP AND ALSO UPHATE
78 E *x* AGGREGATE LOAD IN SHOP QUEUES FOR EACH MArHINE,
79

80 20 CALL T¥ST (XISYS:TNOWr12,NSET)

81 CALL TMST (XWKSYrTNOWr11,NSET)

82 XISYSSXISYS+1,0

a3 XWKSY=XWKSY+ATRIB(9)

B4 ATRIB(33)=TNOW

8s NANZ9,0+2,%ATRIB(10)+,00001

Bé DO 37 I=11,NNNe2

a7 J=ATRIB(I)

ag . 37 SHOPLD{J)=SHOPLO(J) #ATRIB(I+1)

8 .

90 ¢ *x¥  JO3 IS5 NOT GOING INTO THE POOL, COLLECT STATISTICS
91 g *x*  ON INTERARRIVAL TIMES ¥0 THE CURRENT MACHINE
92 -

93 40 DSTNOW=AR(MNEXT)

94 MNYSMNEXT 4

95 Crewyx

95 Crxnpx COLLECT DATA ON THE INTERARRIVAL TIMES To THE SHOP
97 Cxexxx COLLECT DATA ON THE INTERARRIVAL TIMES To A MACHINE
98 Crpmpk

99 M72 = MNEXT + 71

100 CALL COLCT (DyMT2/NSET)

101 CALL COLCT ( DiB2/NSET)

102 ARS (MNEXTI=AQS(MNEXT)+ATRIB(12)

103 ARS(11)=ARS(11)+ATRIB(12)

104 CALL AISTD (Dr0¢500,50 NG eNSET)

105 . AR{MNEXT)=TNOW

106 c

107 c =x%  CHECK ON THE STATUS OF MACHINE FOR NgXT

103 o x#%  JjO3 OPERATIONM

109 Cc

110 IF {(BUS{MNEXT)) B0¢60+50

111 c

112 c xk®  NEYT MACHINE IS BUSY., JO3 CAM MOT 3E PUT aN
113 c MACHINE
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115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
IFIN
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50 ATRIB(&)=TNOW

MXI=MTX T+

JOSSATRIB(30)+0.001

LOC(JORY=uFA

OLOAD (MNEXT) =QLOAD (MNEXT)+ATRIB(12)
Coexens
Ceexp+r HOURS OF WORK IN QUEUE I
Crurype

M19SzZ14+uNEXT

MOLDZMNEXT#+11

XXXZARS (M3LD)

CALL TMGT(XXX»TNOWeM15,NSET)

ARS (MOLN) ZARS(MALD) +ATRIR(12)

CALL FILEM (MX1+NSET)

GO TO 70

%%  NEyxT MACHINE IS NOT BUSY,
®xF%  JOR VMAY BE PUT ON MACHINE

OO0 0

60 CALL TMST (BUS(MNEXT)» TNOWrMNEXT,NSET)
BUS{MNEXT)=1,0
WT=0,0
MX1S=vNEXT+1%
CALL COLCT (WTeMX15,NSET)
TIMEVT=ATRIB({12) *{3,0/CAPMIMNEXT))
ATRIB(1I=TNOW+TIMEVT
ATRIB(2)=1,0
JEATRIZ(1L1)
SHOPL I () =SHOPLD {J) =ATRIB (12)
JOBZATRIB(30)+0.001
LOCtJ03)=vFA
CALLFILEM (1,NSET)
70 NSTSW=0
RETURN
END
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APPENDIX E

SAMPLE LISTING OF SIMULATION OUTPUT
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VARTIOUS APPPROACHES FOR JUB SHOP LOADING USING PTFFEREMT DTSPATCHING RULFS

LOANING APPPOACH HUMUER 0
DISPATCHING RULF NUMBER 1

NUMABER OF MACHINES IN THE SIMULATED SHOP 10
NUMBER OF RUN IN PFRIONS 50
NUMBER OF TIY“E PERTONS SIMULATED AFTER RUM LN 500
LENGTH OF FACH TIMF PERIOD 8,00
SPECIAL FFATURES NoNNOONO0ND
MACHINE GEVTATIN:. FROM BALANCE
AGGREGATE LD JUEUE L0An

1 o,_557 -5,814

2 u,98n =-8,997

3 13,192 =4,721

" R.537 -7.858

5 1n,517 -5.717

6 .61A -6.,312

7 5.974 -8,4n5

8 17.21% -3.318

9 11,751 -5.0%3

10 12.09% -5.549

DEVIATION FROM RALANCE»AGGRFGATE LOAD
AVERAGE 171.367VARTANCF 4140.55u

OEVIATION FROM BALANCE»PUEUF LOAD
AVERAGE 69. TUSVARTANCE 639, 08R

TIME SPENT IN THE SYSTEM™

AVERAGF 65.636VARTANCF l416.966
TIME SPFNT IN THF Jo PNOL

AVERAGE +ONNVAIRTANCE 000
TIME SPFNT IN THF SYSTEM 4W@/0 POOL TIME
AVERAGE 65.636VARTANCT 1416.96A

<URS IN THE POOL REFORE LOANING AVG 00 <Tu .00

JORS IN THE POOL AFTER LOAPLIIG AVG «00 <TU .00
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MACHINE UTILIZATION BAL ANTE MEASURE

1 84,056 k698

2 Y, 294 0,593

3 76,999 5.769

4 83,654 n.673

5 8n,.696 4,731

6 831,769 4.617

7 85,457 h,120

8 77.269 5.622 .

9 77.564 S5.848

10 7e.n9y 5.329

MACHINF RALANCF MEASURF = 5.000

SHOP RALAMCE MFASUPE = «641

NUMBER OF JORS ENTFRINS SHOP o 2111

NUMBER OF JOR3S LEAVING SHAP = 2114

AVERAGF JOR LATENESS = =26, 46

AVERAGF LATENFESS VARIAMCE = 798,31

AVERAGF JOB TARLINFSS = 1.189

AVERAGE TARDINFSS YARIAKCE = 12.277

AVEHAGF SHOP UTILIZATING = 81,28~

AVFRAGF W,I.P.(IN HOURS OF WORK) = 570.95% 171.421

AVERAGF MUMRER OF J03S It THE SHOP = I4,613 1,544

W.T.P.IAVERAGE CPERATINNS PERFORMED PFR JOR IN THE SHOP).

AVG= 71.6R2> STD= 20.271
W.T.P.LAVERAGE HOURPS OF VWORK DO FOR JQUBS IN THF SHOP)Y,
AVGZT 1A3.473  <TDz 55.522

LEMGTH OF SIMULATINN R'I WAS

500 TIME PERLIODS | 4000.,0 HOURS )

MACHINE AVG INPHT/ZPD.
B4.20
R34.75
TT.04
84.1‘1
81,."0G
Bj-nﬁ
5.7t
7720
77,90
79.42

DBH~NNTITNFE AV

—
-

UTHER BALANCE MEASURLS
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MACHINE QUFUE BALANCE IMDEX

MACH NO AVFERAGFE Qwr MAATMUM
1 2.578 7.138 15
2 3.585 15.375 17
3 2.179 12,603 21
4 3.135 15,900 21
5 2.533 9,825 t4
6 2.788 9,734 15
7 3.685 19,791 22
8 1.599 4,351 12
9 2.218 8,010 16
10 2.205 8.u56 15
ALL 2.650 11,118 22
PERIOD WORK BALANCE INDFX PwB = q.414
PERIOD BUEUFE RALANCF INPEX PQE = 26,9
VLRIANCE OF MACHINE WAITING TIMF 250,409
VARTANCE OF MACHIME INTFRARPIVAL TIMES o.825%
VARIANCE OF SHOP THTERARRIVAL TTHES 9.814%
VARIANCE OF WORK 3RRIVED PER PERION 27.264
VARIANCE OF SHOP WORK ARKIVED PCR PERIOD 264,595
VARIANCE OF OUTPUT PER PERIND 1.965
VARIANCE OF SHOP OUTPUT PER PERTOD 26,268

VARIANCE OF QUEUE LEMGTH IN HOURS OF WORK 86,939
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THF 003 SHOP PROGADTLITY TRANSITION MATRIX

L100 L2000 L300 .400 500 ,&Q0Nn L7000 LARUD  .900 1,000
<100 200 L300 L4400 L5070 ,60n L7700 A0 .9n0 1,000
100 .200 .300 400 500 ,600 L7000 L,BUO .900 1,000
«100 .200 300 L4000 .500 600 .700 LBUO L9900 1,000
160,200 L300 .40n  ,50n ,AQ0 .700 LBuD .900 1,0N0
«ind 200 L30N L4un WB0N 600 L7600 JRUG L900 1.0N00
Lin0  .200 J300 L4000 .50 600 L7000 LBU0 .00 1,000
100 .200 L300 400 500,600 L700 LBUO .00 1,000
L100  .200 L300 L4000 .50Nn L6600 L7700 L,BU0  .900 1,000
«1no .20n0 .308 L4000 L.500 ,60n L.700 ,8U0 .300 1,000

IDUE onon ITYPE SEED ISFFU NLPR
1 1 « 0000 9387 0

MEAN INPUT ARRIVAL RATE = .5300 ARRIVALS/HOUR

MEAN TIME RETWEEN ARHIVALS =  1.8868 HOUPS

4CTUAL MEAN TIME PER OPFRATTON = 2.585a HOURS

NPREL= 45 HPRFEP= 25 NDESL= 1 DESLF= 6.000

NOML= 1 NMLF= «4N0 NARR= P
FACDUD=z Ap.0g0 SINPEP= 16.00

JOR OPERATTON TIME FAaCTNRS FOR EACH MACHINF
1.000 1,000 1.000 1.n00 1,000 1,000 1.000 1,000 1l.000 1.000

MACHINE CENTER CAPACITIES PER PERIOD
8.000 R. 000 R.DOO R.n00 A,000 £,000 8,000 8.000 9,000 8,000

DFESIREN AGGREGATE LOAD PER MACHINE
48,00048,00048,N0048,n004R, 00MuH,N00L8.00048,0U048,.00n4R,000

NESTRED JUFUF [ OAD PER »ACHINE
3.200 3,200 3.200 3,200 3,200 3,200 3.200 3,200 3.200 3,200

THE FIRST CAPD HNOT READ NURIMG EXLCUTION wASE
n 1 n 7 n.onn in.,0n0s9yQ
103 ADDYITIOMAL CARDS WEPE MNOT READ.


http://48.00
http://04ri.00
http://0u8.0004B.O0
http://04R.00OuH.00048.00048.0U04B.0004B.000
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APPENDIX F

RESULTS OF SIMULATION RUNS



Table 15.

Simulation Results

18.

19.

20.
21.

22,
23.
24.

1 i 3 4 Avg.
. Average Shop Utilization 81.25 81.53 81.33 81.29 81.08 81.30
Average Number of Jobs in Shop 37.50 37.21 36.11 34,61 36.54 36.39

. Average Number of Operations for Jobs

in the Shop 74.24 74,28 73.18 71.68 73.30 73,34

Average Work (Hours) Done for Jobs in Shop 176.01 175.73 173,08 168.47 173.20 173.30
. Average Work in Process (Hours) 617.44 611.64 595,56 570.96 602.86 599.69
Time Spent in the System 71.39 70.40 68.55 65.64 69.46 69.09
Time Spent in the Shop 71.39 70.40 68.55 65.64 69.46 69.09
. Average Job Tardiness 2.07 1.93 1.63 1.19 1.86 1.74
. Variance of Job Tardiness, Average 26.15 23.94 18.05 12.38 21.90 20,48
. Average lateness -20.82 -21.78 -23.47 -26.46 -22.67 -23.04
. Variance of Lateness, Average 765.88 760,00 794,65 798.31 805.16 784.80
. Machine Balance Measure 5.183 4.98 5.10 5.00 5.21 5.09
. Shop Balance Measure . 730 .78 .73 .64 .75 .73
. Queue Workload Balance 13.72 12.19 12.60 11.12 12.75 12.48
. Period Queue Balance 37.67 61.11 26.45 26.94 19.54 34.54
. Variance of Waiting Time Per Operation,
Average 310.90 287.45 281.42 250.41 289.01 283.84
. Average Queue Length in Number of Jobs

(Shop) 2,94 2.91 2.80 2.65 2.84 2.83
Variance of Queue Length in Hours of Work,

Average (Machine) 104,84 91.94 99.25 87.27 100.65 96.79
Variance of Interarrival Times, Average

(Machine) 9.89 9.80 10.36 9.83 10.30 10.04
Variance of Interarrival Times (Shop) g,87 9.78 10.34 g.81 10.28 10.02
Variance of Work Arrived Per Period,

Average (Machine) 27.22 27.98 27.72 27.27 28,07 27.65
Variance of Work Arrived Per Period (Shop) 299.77 275.37 292.33 269.60 297.02 286.82
Variance of Output, Average Machine 2.03 1.95 2.03 1.97 2.05 2.01
Variance of Output (Shop) 27.91 26.91 29.11 26.27 31.89 28.42

Conditions:

Low Utilization, No Pool, Dynamic Slack (1)

8¢T



Table 16.

Simulation Results

1 2 4 5 Avg.

1. Average Shop Utilization 81.47 81.70 81.22 81.09 81.91 81.48
2. Average Number of Jobs in Shop 38.59 38.20 37.68 38.10 37.65 38.04
3. Average Number of Operations for Jobs

in the Shop 92.57 95.60 93.73 95.21 93.19 94.06
4., Average Work (Hours) Done for Jobs in Shop 222.57 232.13 225.46 230.25 224.60 227.00
5. Average Work in Process (Hours) 626.81 621.34 612.59 621.85 ©615.55 619.63
6. Time Spent in the System 73.32 72.22 71.86 72.23 71.25 72.18
7. Time Spent in the Shop 73.32 72.22 71.86 72.23 71.25 72.18
8. Average Job Tardiness 2.14 1.26 1.22 1.67 1.54 1.57
9. Variance of Job Tardiness, Average 35.21 15.15 15.15 20,02 19,06 20.92
10. Average Lateness -18.90 -19.92 -20.38 -19.79 -20.98 -19.99
11. Variance of Lateness, Average 848.27 741.21 744.32 802.70 854.56 798.21
12. Machine Balance Measure 5.25 5.09 5.22 5.12 5.03 5.14
13. Shop Balance Measure 1.04 .91 1.04 .92 .89 .96
14. Queue Workload Balance 13,92 13.62 13.41 14.78 13.80 13.91
15. Period Queue Balance 50.27 76.51 34.36 38.02 48.76 49,58
16. Variance of Waiting Time Per Operation,

Average 299.23 284.66 277.31 288.56 287.42 287.44
17. Average Queue Length in Number of Jobs

(Shop) 3.05 3.00 2.96 3.00 2.95 2.99
18. Variance of Queue Length in Hours of Work,

Average (Machine) 103.66 103.32 99.92 111.28 107.22 105.08
19. Variance of Interarrival Times, Average

(Machine) 10.59 10.21 10.57 10.20 10.13 10. 34
20. Variance of Interarrival Times (Shop) 10.57 10.23 10.56 10.19 10.11 10.33
21. Variance of Work Arrived Per Period,

Average (Machine) 27.70 27.79 27.35 27.12 27.53 27.50
22. Variance of Work Arrived Per Period (Shop) 369.97 322.01 336.59 302.23 300.25 326.21
23. Variance of Output, Average Machine 2.09 2.06 2.06 2.03 2.02 2.05
24, Variance of Output (Shop) 35.01 30.52 32.61 31.18 31.04 32.07

Conditions: Low Utilization, No Pool, Dynamic Slack Per Operation (2)

6¢T



Table 17. Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 81.62 81.56 81.17 81.15 81.11 81.32
2. Average Number of Jobs in Shop 33.21 32.86 32.67 32.54 33.23 32.90
3. Average Number of Operations for Jobs

in the Shop 108.94 107.59 107.10 105.17 109.06 107.57
4. Average Work (Hours) Done for Jobs in Shop 257.69 257.03 258.59 253.58 262.69 257.92
5. Average Work in Process (Hours) 552.47 549.90 549.45 544,57 556.26 550.92
6. Time Spent in the System 63.29 62.88 63.75 62.12 63.13 63.03
7. Time Spent in the Shop 63.29 62.88 63.75 62.12 63.13 63.03
8. Average Job Tardiness 12.95 13.07 13.66 12,25 12.60 12.91
9. Variance of Job Tardiness, Average 1239.04 1254.22 1594.76 1028.39 1009.91 1225.26
10. Average Lateness -28.,87 -29.25 -28.34 -29.98 -29.03 -29.09
11. Variance of Lateness, Average 4048.24 4056.33 4433.78 3750.91 3719.21 4001.69
12. Machine Balance Measure 5.44 5.184 5.37 5.44 5.50 5.39
13. Shop Balance Measure 1.53 1.13 1.46 1.62 1.62 1.47
14, Queue Workload Balance 8.73 9.43 9.19 8.31 .00 8.93
15. Period Queue Balance 65.71 106.29 48.05 42.97 16.41 55.89
16. Variance of Waiting Time Per Operation,

Average 394,28 395.75 465.50 348.31 360.99 392.97
17. Average Queue Length in Number of Jobs

(Shop) 2,51 2.47 2.46 2.44 2.51 2.48
18. Variance of Queue Length in Hours of Work,

Average (Machine) 90.57 99.95 95.23 86.81 88.16 92.14
19. Variance of Interarrival Times, Average

(Machine) 10.88 9.92 10.34 10.48 10.60 10.44
20. Variance of Interarrival Times (Shop) 10.87 5.88 10,32 10.46 10.57 10.42
21. Variance of Work Arrived Per Period,

Average (Machine) 26,94 26.39 25.90 26.19 26.00 26.28
22. Variance of Work Arrived Per Period (Shop) 450.36 353.83 419.58 446.07 437.01 421.97
23. Variance of Qutput, Average Machine 2.10 2.01 2.11 2.10 2.07 2.08
24. Variance of Output (Shop) 43.84 34.18 42.27 41,57 42.40 40.85

Conditions: Low Utilization, No Pool, Expected Work in Next Queue (3)

OvT



Table 18,

Simulation Results

[T S

—
o e R e e B e R

11.
12.
13,
14.
15.
16.

17.

18.

19.

20,
21.

22.
23.
24,

1 2 3 4 Avg.

. Average Shop Utilization 81.63 81.52 81.63 81.20 81.47 81.49

Average Number of Jobs in Shop 24.79 25.32 26.10 24,71 24,75 25.13
Average Number of Operations for Jobs

in the Shop 63.70 65.29 66.98 63.67 64.44 64.82
Average Work (Hours) Done for Jobs in Shop 145.89 150.31 154,18 145.03 147.25 148.63
Average Work in Process (Hours) 460,53 473,49 489.26 459,66 458,51 468.29
Time Spent in the System 47.69 48.82 50.62 47.09 46.78 48.20
Time Spent in the Shop 47.69 48.82 50.62 47.09 46.78 48.20
Average Job Tardiness 7.01 8.13 8.68 6.61 6.28 7.34

. Variance of Job Tardiness, Average 629.33 816.70 1125.43 534.05 464.64 714.03

. Average Lateness -44.47 -43.30 -41.,66 -45.05 -45.27 -43.85
Variance of Lateness, Average 3200.08 3503.52 3850.73 3060.41 2963.93 3315.73
Machine Balance Measure 5.18 5.30 5.35 5.40 5.23 5.29
Shop Balance Measure .93 1.21 1.33 1.40 1.10 1.19
Queue Workload Balance 3.60 3.79 4.05 3.38 3.61 3.69
Period Queue Balance 16.00 45.16 17.81 14.17 6.75 19.98
Variance of Waiting Time Per Operatioen,

Average 207.18 265.26 326.68 205.88 191.49 239.30
Average Queue Length in Number of Jobs

(Shop) 1.66 1.72 1.79 1.66 1.66 1.70
Variance of Queue Length in Hours of Work,

Average (Machine) 125.91 141.12 156.92 117.10 126.36 133.48
Variance of Interarrival Times, Average

(Machine) 10.57 10.67 10.94 11.23 10.62 10.81
Variance of Interarrival Times (Shop) 10.55 10,64 10.91 11.15 10.60 10.77
Variance of Work Arrived Per Period,

Average (Machine) 27.97 28.84 28.30 28.87 28.44 28.48
Variance of Work Arrived Per Period (Shop) 402,49 450.24 468.19 459.54 434,59 443,01
Variance of Output, Average Machine 1.94 1.97 1.98 2,05 1.96 1,08
Variance of Output (Shop) 40.02 44 .06 47,96 47,77 42,31 44,42

Conditions: Low Utilization, No Pool, Shortest Processing Time

(4)

vl



Table 19. Simulation Results

18.

19.

20.
21.

22.
23.
24.

1 2 3 4 Avg.
. Average Shop Utilization 81.27 81.52 81.16 81.28 81.12 81.27
Average Number of Jobs in Shop 24.90 24.98 24.78 24.72 25.14 24.90
. Average Number of Operations for Jobs
in the Shop 64.09 64.56 64.48 63.23 65.63 64.40
. Average Work (Hours) Done for Jobs in Shop 146.10 148,76 147.79 144.99 151.82 147.89
. Average Work in Process (Hours) 462.65 465.56 462.14 457.90 469.42 463.53
Time Spent in the System 47.67 47 .25 47.18 46.92 47 .84 47,37
. Time Spent in the Shop 47.67 47,25 47,18 46.92 47.84 47,37
. Average Job Tardiness 6.91 6.60 6.53 6.48 6.93 6.69
Variance of Job Tardiness, Average 567.10 536.60 474,41 521.55 541.07 528.15
. Average Lateness -44,50 -44.83 -44.92 -45.18 -44.24 -44.73
. Variance of Lateness, Average 3103.47 2096.28 2986.31 3029.95 3086.38 2060,.48
. Machine Balance Measure 5.30 5.28 5.37 5.29 5.52 5.37
. Shop Balance Measure 1.30 1.28 1.27 .98 1.32 1.23
. Queue Workload Balance 3.47 3.69 3.58 3.70 3.61 3.61
. Period Queue Balance 12.47 17.00 7.93 10.79 5.04 10.65
. Variance of Waiting Time Per Operation,
Average 204.68 211.68 192.84 202.00 200.37 202.31
. Average Queue Length in Number of Jobs

(Shop) 1.68 1.68 1.67 1.66 1.70 1.68
Variance of Queue Length in Hours of Work,

Average (Machine) 121.50 132.77 128.79 132.33 126.31 128.34
Variance of Interarrival Times, Average

(Machine) 11,02 10.81 10.77 10.54 11.18 10.86
Variance of Interarrival Times (Shop) 11.00 10.78 10.75 10.53 11.15 10.84
Variance of Work Arrived Per Period,

Average (Machine) 27.095 28.29 28.66 27.76 28.74 28.28
Variance of Work Arrived Per Period (Shop) 447.92 457.27 443.09 393.01 474.933 443.24
Variance of Output, Average Machine 1.96 1.99 1.91 1.88 2.00 1.95
Variance of Output (Shop) 44 .98 43.46 45,87 36.13 48.23 43.73

Conditions:

Low Utilization, No Pool, Due Date

(5)
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Table 20.

Simulation Results

18.
19.

20.
21.

22,
23.
24.

1 2 3 Avg.
. Average Shop Utilization 81.26 81.34 81.74 81,34 81.23 81.38
. Average Number of Jobs in Shop 37.22 38.21 37.69 38.99 37.55 37.93
. Average Number of Operations for Jobs

in the Shop 97.34 100,32 98.33 102.59 98.42 99.40
Average Work (Hours) Done for Jobs in Shop 234 .88 242.67 237.76 249.10 238.42 240.57
Average Work in Process (Hours) 619.63 636.13 628.12 650.39 624.24 631.70
Time Spent in the System 70.81 72.63 71.18 74,37 71.23 72.04
Time Spent in the Shop 70.81 72.63 71.18 74.37 71.23 72.04
Average Job Tardiness 12.78 13.40 12,63 14,28 12.70 13.16
Variance of Job Tardiness, Average 565.26 608.14 542.54 670,28 556,11 588.47

. Average Lateness -21.29 -19.47 -21.08 ~-17.76 -20.%0 -20.10
. Variance of Lateness, Average 2824,.60 2850.79 2775.19 2944.88 2768.67 2832.83
. Machine Balance Measure 5.19 5.25 4,97 5.31 5.17 5.18
. Shop Balance Measure .97 .99 .68 1.00 .96 .92
. Queue Workload Balance 13.20 13.78 13.72 13.91 13.77 13.58
. Period Queue Balance 61.96 128.93 65.77 74.20 25.60 71.29
. Variance of Waiting Time Per Operation,

Average 105.26 109.41 109.18 109.15 111.44 108.89
. Average Queue Length in Number of Jobs

(Shop) 2.91 3.01 2.95 3.09 2.94 2.98
Variance of Queue Length in Hours of Work,

Average (Machine) 100.32 104.05 104.28 104.12 105.84 103.72
Variance of Interarrival Times, Average

(Machine) 10.00 10.43 9.96 10.42 10.27 10.22
Variance of Interarrival Times (Shop) 9.98 10.41 9.95 10.40 10.25 10.20
Variance of Work Arrived Per Period,

Average (Machine) 27.35 28.29 28.10 27.63 28.19 27.91
Variance of Work Arrived Per Period (Shop) 337.83 334.99% 313.99 354.47 326.06 333.47
Variance of Qutput, Average Machine 2.03 1.98 2.06 2.06 1.99 2.02
Variance of Qutput (Shop) 32.29 31.22 28.60 33.01 31.76 31.38

Conditions: Low Utilization, No Pool, First Come First Served (6)
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Table 21.

Simulation Results

18.

19.

20.
21.

22.
23.
24,

1 2 3 4 Avg.

. Average Shop Utilization 81.02 81.32 81.16 80.82 81.07 81.08

Average Number of Jobs in Shop 30.92 31.74 31.34 30.77 31.65 31.28
Average Number of Operations for Jobs

in the Shop 67.96 67.71 68.46 67.35 68.42 67.98
Average Work (Hours) Done for Jobs in Shop 158.59 159.41 160.75 157.59 161.82 159.63
Average Work in Process (Hours) 500.92 513.08 S506.39 499.70 513,13 506.64

. Time Spent in the System 81.05 87.82 81.21 77.75 84.81 82.53
Time Spent in the Shop 58.65 58.97 58.49 58.70 60.12 59.39
Average Job Tardiness 6.77 10.73 5.95 4.46 8.37 7.26

. Variance of Job Tardiness, Average 114.85 200.66 86.49 60.61 142,15 120,95

. Average Lateness -11.07 -4.22 -11,03 -14.38 -7.39 -9.62

. Variance of Lateness, Average 1038.68 1075.97 901.88 842.27 1029.05 977.57

. Machine Balance Measure 5.12 5.047 5.04 5.22 5.19 5.12

. Shop Balance Measure .66 .60 .58 .54 .63 .60

. Queue Workload Balance 8.20 8.22 8.21 7.90 9.06 8.32

. Period Queue Balance 14.15 25.21 15.67 18.79 12.19 17.20

. Variance of Waiting Time Per Operation,

Average 13.15 190.59 184.51 183.55 204.19 189.20

. Average Queue Length in Number of Jobs

(Shop) 2,28 2.36 2.32 2.27 2.36 2.32
Variance of Queue Length in Hours of Work,

Average (Machine) 54.57 52.58 54.44 52.08 58.80 54.49
Variance of Interarrival Times, Average :

(Machine) 9.80 9,86 9.91 10.12 10.03 9.94
Variance of Interarrival Times {Shop) 0.78 9.83 9.87 10.10 10.01 9.92
Variance of Work Arrived Per Period,

Average (Machine) 25.06 25.01 25.59 25.19 25.33 25.24
Variance of Work Arrived Per Period (Shop) 209.19 193.13 216.72 191.13 212.50 204.53
Variance of Qutput, Average Machine 1.90 1.97 1.99 1.99 1.99 1.97
Variance of Output (Shop) 23.28 25.04 25.09 25.32 25.22 24.79

Conditions:

Low Utilization, Math Pool, Dynamic Slack (1)
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Table 22. Simulation Results

[Z2 I S I

18.

19.

20.
21.

22.
23.
24,

1 2 3 Avg.

. Average Shop Utilization 80.23 81.42 81.32 80.61 82,52 81.22

Average Number of Jobs in Shop 32.42 33.10 32.01 32.54 34.93 33.02
Average Number of Operations for Jobs

in the Shop 75.71 77.22 80.61 81.79 72.43 77.55
Average Work (Hours) Done for Jobs in Shop 178.83 182.58 192.73 194.94 168.18 183.45
Average Work in Process (Hours) 523.10 532.14 519.29 526.02 588.68 537.85

. Time Spent in the System 89.10 89.38 77.99 79.95 106.01 88.49
Time Spent in the Shop 61.94 62.52 60.75 62.07 65.52 62.56
Average Job Tardiness 12.58 10.71 3.97 4.78 22.89 10.99
Variance of Job Tardiness, Average 405.21 267.90 67.51 77.69 569.84 277.63

. Average Lateness -2.90 -2.68 -14.19 -12.22 13.89 -3.62

. Variance of Lateness, Average 1442.10 1082.26 885.36 874.13 1428.87 1142.54

. Machine Balance Measure 5.53 5.21 5.15 5.26 4,83 5.20

. Shop Balance Measure .89 .66 .84 .68 .539 .72

. Queue Workload Balance 9.21 9.24 8.66 8.34 10.44 9.38

. Period Queue Balance 18.39 38.96 17.60 20.56 14.37 21.98

. Variance of Waiting Time Per Operation,

Average 203.10 208.08 181.77 200.70 223.22 203.37

. Average Queue Length in Number of Jobs

(Shop) - 2.44 2.50 2.39 2.45 2.69 2.49
Variance of Queue Length in Hours of Work,

Average (Machine) 57.68 60.06 56.08 61.88 66.80 60.50
Variance of Interarrival Times, Average

(Machine) 10,57 10.31 10.14 10.09 9.76 10.17
Variance of Interarrival Times (Shop) 10.54 10.28 10,13 10.08 9,75 10.16
Variance of Work Arrived Per Period,

Average (Machine) 25.76 25.76 27.02 26.11 25.81 26.09
Variance of Work Arrived Per Period (Shop) 241.58 216.37 259.29 215.93 202.09 227.05
Variance of Output, Average Machine 2.04 1.98 2.02 2.02 1.92 2.00
Variance of Output (Shop) 30.08 26.02 29.51 27.30 22.69 27.12

Conditions: Low Utilization, Math Pool, Dynamic Slack Per Operation (2)
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Table 23.

Simulation Results

3]

18.

19.

20.
21.

22,
23.
24.

1 2 3 4 Avg.
. Average Shop Utilization 81.71 81.52 81.26 81.06 81.09 81.33
Average Number of Jobs in Shop 29.86 29.45 29.26 29.80 29.40 29.55

. Average Number of Operations for Jobs

in the Shop 95.22 95.06 93.71 96.31 93.69 94 .80
Average Work (Hours) Done for Jobs in Shop 228.10 226.48 222.42 231.06 222.83 226.18
Average Work in Process (Hours) 496.48 487.75 485.40 493.99 486.71 490.07
Time Spent in the System 65.17 64.28 63.82 64.39 63.32 64.20
Time Spent in the Shop 56.80 56.31 55.41 56.57 55.80 56.18
Average Job Tardiness 12.14 12.27 11.63 11.50 11.03 11.71
Variance of Job Tardiness, Average 892.83 901.18 862.36 769.36 754.56 836.06
Average Lateness -27.04 -27.79 -28.38 -27.76 -28.83 -27.96

. Variance of Lateness, Average 3446.71 3529.03 3391.39 3249.30 3218.43 3366.97
. Machine Balance Measure 5.52 5.22 6.65 5.57 5.55 5.50
. Shop Balance Measure 1.52 1.06 1.51 1.48 1.60 1.43
. Queue Workload Balance 6.23 6.90 6.08 6.56 6.12 6.38
. Period Queue Balance 17.91 65.64 18.75 18.35 11.74 26.48
. Variance of Waiting Time Per Operation,

Average 245,85 262.12 237.51 226.84 224,78 239.42
. Average Queue Length in Number of Jobs

(Shop) 2.17 2.13 2,11 2.17 2.13 2.14
Variance of Queue Length in Hours of Work,

Average (Machine) 59.29 67.05 59.51 60.74 62.54 61.83
Variance of Interarrival Times, Average

(Machine) 10.91 9.58 10.27 10.19 10.48 10.29
Variance of Interarrival Times {Shop) 10.85 9.57 10.25 10.76 10.45 10.26
Variance of Work Arrived Per Period,

Average (Machine) 24 .86 24 .67 24.69 24.79 24.64 24,773
Variance of Work Arrived Per Period (Shop) 381.42 331.29 362.41 379.04 394.40 369.71
Variance of Output, Average Machine 2,01 1.97 2.07 2.05 2.09 2.04
Variance of Qutput (Shop) 41.29 35.27 41.47 39.11 42.44 39.92

Conditions: Low Utilization, Math Pool, Expected Work in Next Queue (3)
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Table 24.

Simulation Results

1 2 3 4 5 Avg.

1. Average Shop Utilization 81.79 81.67 81.74 81.14 81.46 81.56
2. Average Number of Jobs in Shop 22.73 23.08 23.24 22.70 22.82 22.91
3. Average Numher of Operations for Jobs

in the Shop 58.45 59.84 59.56 58.16 58.44 59.09
4. Average Work (Hours) Done for Jobs in Shop 134.24 138.05 135,61 135.13 134.19 135.44
5. Average Work in Process (Hours) 412.66 421.03 421.42 412.16 412.83 416.02
6. Time Spent in the System 51.92 53.61 54.78 51.53 51.63 52.69
7. Time Spent in the Shop 42.97 43.85 44,07 43,17 43,06 43.42
8. Average Job Tardiness 6.49 7.40 7.66 6.33 6.27 6.83
9. Variance of Job Tardiness, Average 398.64 494,52 583.42 399.00 338.89 442.29
10. Average Lateness -40.34 -38.71 -37.39 -40.68 -40.44 -39.51
11. Variance of Lateness, Average 2734.40 28%94.62 2965.62 2690.39 2652.96 2787.59
12. Machine Balance Measure 5.19 5.40 5.51 5.62 5.27 5.40
13. Shop Balance Measure .90 1.16 1.25 1.41 1.02 1.15
14. Queue Workload Balance 2.68 2.80 2.58 2.49 2.73 2.66
15. Period Queue Balance 6.01 16.46 5.33 5.02 3.50 7.26
16. Variance of Waiting Time Per Operation,

Average 118.42 129.31 131.95 112.14 113.66 121.10
17. Average Queue Length in Number of Jobs

(Shop) 1.46 1.49 1.51 1.46 1.47 1.48
18. Variance of Queue Length in Hours of Work,

Average (Machine} 80.58 86.36 75.72 71.90 78.30 72.57
19. Variance of Interarrival Times, Average

(Machine) 10.07 10.33 10.64 10.59 10.27 10.38
20. Variance of Interarrival Times (Shop) 10.04 10.31 10.62 10.58 10.25 10.36
21. Variance of Work Arrived Per Period,

Average (Machine) 27.12 26.59 26.53 27.07 26.75 26.81
22, Variance of Work Arrived Per Period (Shop) 314 .58 342,79 323,92 342.94 339.58 332.76
23. Variance of Qutput, Average Machine 1.91 1.89 1.92 1.93 1.82 1.89
24. Variance of Output (Shop) 33.98 36.71 36.23 41,22 35.06 36.64

Conditions: Low Utilization, Math Pool, Shortest Processing Time (4)
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Table 25.

Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 81.31 81.49 81.17 81.24 8§1.07 81.26
2. Average Number of Jobs in Shop 22.72 22.89 22.77 22,57 22.63 22.72
3. Average Number of Operations for Jobs

in the Shop 59.24 59.65 58.18 58.06 59.03 58.83
4. Average Work (Hours) Done for Jobs in Shop 136.090 137.37 133.48 132.42 135.97 135.07
5. Average Work in Process (Hours) 412.82 416.61 412.89 407.37 411.55 412.25
6. Time Spent in the System 52.16 52.39 51.99 51.20 51.62 51.87
7. Time Spent in the Shop 43.14 43.20 43.23 42.84 42.98 43.08
8. Average Job Tardiness 6.79 6.68 6.69 6.03 6.47 6.53
Q. Variance of Job Tardiness, Average 429,77 374.28 394,74 335.41 378.59 382.56
10. Average Lateness -39.93 -39.70 -40.05 -40.91 -40.50 -40.22
11. Variance of Lateness, Average 2774.20 2726.33 2738.24 2621.62 2698.90 2711.86
12. Machine Balance Measure 5.48 5.52 5.52 5.40 5.55 5.49
13. Shop Balance Measure 1.30 1.19 1.20 1.0 1.33 1.20
14. Queue Workload Balance 2,52 2.53 2.66 2.70 2.58 2.60
15. Period Queue Balance 5.93 9.40 4.20 6.84 3.04 5.88
16. Variance of Waiting Time Per Operation,

Average 122.31 112.78 121.26 114.15 112.98 116.70
17. Average Queue Length in Number of Jobs

(Shop) 1.46 1.47 1.47 1.45 1.45 1.46
18. Variance of Queue Length in Hours of Work,

Average (Machine) 73.79 73.96 80.23 79.79 73.43 76.24
19. Variance of Interarrival Times, Average

(Machine) 10.79 10.59 10.92 10.54 10.95 10.76
20. Variance of Interarrival Times (Shop) 10.77 10.57 10.89 10.51 10.93 10.73
21. Variance of Work Arrived Per Period,

Average (Machine) 27.26 26.74 27.11 27.50 26.73 27.07
22. Variance of Work Arrived Per Period (Shop) 360.43 342.84 324.78 333.70 358.39 344.03
23. Variance of Output, Average Machine 1.96 1.91 1.91 1.89 1.90 1.91
24. Variance of Output (Shop) 40,67 38.29 40.06 34.91 38.93 38.57

Conditions: Low Utilization, Math Pool, Due Date (5)
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Table 26.

Simulation Results

w N
.

—
S We

11.
12,
13.
14.
15.
16.

17.

18.

19.

20.
21.

22.
23.
24,

1 2 3 4 5 Avg.
. Average Shop Utilization 81.22 81.55 81.71 81.15 81.27 81.38
Average Number of Jobs in Shop 30.89 30.45 31.36 31.01 31.04 30.95

. Average Number of Operations for Jobs

in the Shop 80.62 79.21 81.64 80.24 80.91 80.52
Average Work (Hours) Done for Jobs in Shop 192.29 188.37 194.02 189.88 193.16 191.54
Average Work in Process (Hours) 511.42 504.65 518.87 512.47 515.26 512.53
Time Spent in the System 73.82 73.13 73.48 75.78 74,24 74.09
Time Spent in the Shop 58.62 57.54 59.01 58.86 58.79 58.56
Average Job Tardiness 12.63 12.16 12.25 13.48 12.79 12.66
Variance of Job Tardiness, Average 445.70 394.79 416.02 450.19 434.68 428.28

. Average Lateness -18.37 -19.07 -18.77 -16.31 ~-17.87 -18.08
Variance of Lateness, Average 2556.12 2462.82 2445,39 2539.92 2524.29 2505.71
Machine Balance Measure 5.47 5.24 5.12 5.31 5.20 5.27
Shop Balance Measure .91 .97 .61 .87 .82 .84
Queue Workload Balance 6.94 6.17 7.76 7.30 8.00 7.23
Period Queue Balance 13,66 35.05 14.18 19.83 13.54 19.25
Variance of Waiting Time Per Operation,

Average 53.92 47 .14 68.44 57 .38 63.78 58.13
Average Queue Length in Number of Jobs

(Shop) 2,28 2.23 2.32 2.29 2.29 2.28
Variance of Queue Length in Hours of Work,

Average (Machine) 51.62 45,125 57.55 52.02 60.11 53.31
Variance of Interarrival Times, Average

(Machine) 10.41 10.38 9.95 10.25 9.73 10.14
Variance of Interarrival Times (Shop) 10.40 10.36 9.93 10.24 9.72 10.13
Variance of Work Arrived Per Period,

Average (Machine) 26.43 25.23 23.28 25.72 26.50 25.43
Variance of Work Arrived Per Period (Shop) 290.94 267.09 235.29 253.45 250.38 259.43
Variance of Output, Average Machine 2.01 1.99 1.94 2.01 1.93 1.98
Variance of Output (Shop) 31.59 32.88 25.06 27.82 26.20 28.71

Conditions: Low Utilization, Math Pool, First Come First Served (6)
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Table 27,

Simulation Results

18.

19.

20.
21.

22.
23.
24.

1 2 3 5 Avg.
Average Shop Utilization 81.05 81.47 81.26 81.15 81.16 81.22
Average Number of Jobs in Shop 33.54 33.70 32.69 32,40 33.19 33.10
Average Number of Operations for Jobs

in the Shop 70.81 71.54 70.14 63.39 70.27 70.43
Average Work (Hours) Done for Jobs in Shop 168.58 169.56 166.71 164.52 166.72 167.22
Average Work in Process (Hours) 552,65 554,91 540.30 535.06 546.25 545.83

. Time Spent in the System 78.34 78.63 74.76 73.20 77.12 76.41
. Time Spent in the Shop 63.59 63.63 61.95 61.40 63.02 62.72
Average Job Tardiness 4.77 4,91 3.60 2.96 4.46 4,14
. Variance of Job Tardiness, Average 68.77 71.02 46.77 34.87 66.75 57.64
. Average Lateness -13.75 -13.41 -17.46 -18.91 -15.09 -15.72
. Variance of Lateness, Average 871.78 824.78 882.84 799,06 905.56 856.80
. Machine Balance Measure 5.27 5.29 5.22 5.27 5.27 5.26
. Shop Balance Measure .75 .84 .70 .64 .70 .73
. Queue Workload Balance 10,27 9.06 9.48 8.98 9.60 9.48
. Period Queue Balance 22.02 34.35 16.17 23.25 13.24 21.81
. Variance of Waiting Time Per Operation,
Average 237.40 215.43 208.79 211.30 222.25 219.03
. Average Queue Length in Number of Jobs

(Shop) 2.54 2.56 2.46 2.43 2.51 2.50
Variance of Queue Length in Hours of Work,

Average (Machine) 71.18 65.04 68.02 68.34 67.55 68.03
Variance of Interarrival Times, Average

(Machine) 10.49 10.11 10.16 10.22 10.46 10.29
Variance of Interarrival Times (Shop) 10.47 10.09 10.14 10.21 10.45 10.27
Variance of Work Arrived Per Period,

Average (Machine) 27.28 27.93 26.58 27.30 26,91 27.20
Variance of Work Arrived Per Period (Shop) 291.85 298.95 271.82 275.72 266.89 281.05
Variance of Output, Average Machine 1.94 1.99 1.97 1.97 1.98 1.97
Variance of Output (Shop) 27.32 27 .64 28.06 28.75 27.67 27.89

Conditions:

Low Utilization, Pool Heuristics, Dynamic Slack (1)
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Table 28.

Simulation Results

1 2 3 5 Avg.

1. Average Shop Utilization 81.33 81.63 81.22 81.12 82,22 81.50
2. Average Number of Jobs in Shop 34.30 34 .56 34.39 34.59 35.05 34.58
3. Average Number of Operations for Jobs

in the Shop 85.49 87.72 86.95 88.18 84.59 86.59
4. Average Work (Hours) Done for Jobs in Shop 206.78 212.06 210.96 212.68 202.72 209.04
5. Average Work in Process (Hours) 558.48 563.68 562.17 564.10 573,98 564.48
6. Time Spent in the System 78.18 77.22 77.04 76.81 82.06 78.26
7. Time Spent in the Shop 65.00 65.27 65.30 65.67 65.94 65.44
8. Average Job Tardiness 3.76 3.21 2.70 2,81 6.23 3.74
9. Variance of Job Tardiness, Average 64.46 41.97 35.81 37.76 122.66 60.53
10. Average Lateness -13.91 -14.85 -15.12 -15.38 -10.05 -13.86
11. Variance of Lateness, Average 841.13 791.16 753.13 760.01 972.27 823.54
12. Machine Balance Measure 5.43 5.18 5.37 5.28 4.96 5.24
13. Shop Balance Measure .97 .79 .93 .81 .75 .85
14. Queue Workload Balance 9.79 9.97 10,22 10.44 10.73 10.23
15. Period Queue Balance 22.18 43.25 24.65 31.54 24.57 29.24
16. Variance of Waiting Time Per Operation,

Average 206,17 221.70 220,95 224.98 245.53 223.87
17. Average Queue Length in Number of Jobs

(Shop) 2.62 2.64 2.63 2.65 2.68 2.64
18. Variance of Queue Length in Hours of Work,

Average (Machine) 65.30 70.93 71.46 75.62 76.71 72.00
19. Variance of Interarrival Times, Average

{Machine) 10.48 10.36 10.60 10.26 10.09 10.36
20. Variance of Interarrival Times (Shop) 10.45 10.34 10.58 10.25 10.07 10.34
21. Variance of Work Arrived Per Period,

Average (Machine) 26.80 27.34 26.95 27.35 26.66 27.02
22. Variance of Work Arrived Per Period (Shop) 303.83 307.71 311.05 301.43 303,53 305.51
23. Variance of Qutput, Average Machine 2.01 1.98 1.906 1,94 1.98 1.97
24. Variance of Output (Shop) 31.70 27 .35 31.58 29.92 29.03 29.92

Conditions: Low Utilization, Pool Heuristics, Dynamic Slack Per Operation (2)
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Table 29.

Simulation Results

1 2 5 Avg.

1. Average Shop Utilization 81.66 81.52 81.20 81.11 81.09 81.32
2. Average Number of Jobs in Shop 30.32 29.62 29.75 29,53 29.39 29.72
3. Average Number of Operations for Jobs

in the Shop 57.96 95.46 95.20 95.94 94,37 95.79
4. Average Work (Hours) Done for Jobs in Shop 234.12 229.22 226.73 230.41 226.72 229.44
5. Average Work in Process (Hours) 504.13 495.40 494.73 495.72 488.90 495.78
6. Time Spent in the System 66.94 64.58 65.58 64.32 63.93 65.07
7. Time Spent in the Shop 57.75 56.12 56.50 56.09 55.77 56.44
8. Average Job Tardiness 12.91 12.00 12.35 12.16 11.54 12.19
9. Variance of Job Tardiness, Average 1005.34 831.99 984.11 884.80 763.76 894.00
10. Average Lateness -25.43 -27.59 -26.54 -27.78 -28.23 -27.11
11. Variance of Lateness, Average 3590.22 3365.37 3511.10 3450.12 3286.99 3440.76
12. Machine Balance Measure 5.48 5.17 5.48 5.50 5.64 5.45
13. Shop Balance Measure 1.50 1.04 1.45 1.50 1.58 1.41
14. Queue Workload Balance 6.70 7.11 6.71 6.65 6.43 6.72
15. Period Queue Balance 15.52 54.71 24.39 18.56 10.93 24.82
16. Variance of Waiting Time Per Operation,

Average 268.63 259.78 257.35 203.19 229,94 243.78
17. Average Queue Length in Number of Jobs

(Shop) 2,22 2,15 2.16 2.14 2.13 2.16
18. Variance of Queue Length in Hours of Work,

Average (Machine) 63.50 74 .09 64.16 67.14 66.49 67.08
19. Variance of Interarrival Times, Average

(Machine) 10.86 9.60 10.42 10.14 10.62 10.33
20. Variance of Interarrival Times (Shop) 10.83 9.58 10.42 10.12 10,59 10.31
21. Variance of Work Arrived Per Period,

Average (Machine) 26.51 24 .91 24.77 24 .88 25.18 25.25
22. Variance of Work Arrived Per Period (Shop) 378.14 337.41 400.06 374.23 395.56 377.08
23. Variance of Output, Average Machine 2.05 1.98 2.03 2.10 1.99 2.03
24, Variance of Output (Shop) 41.08 33.83 42.00 41,07 41.45 39.89

Conditions: Low Utilization, Pool Heuristics, Expected Work in Next Queue (3)
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Table 30,

Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 81.63 81.58 81.65 8§1.15 81.49 81.50
2. Average Number of Jobs in Shop 23.04 23.62 23.48 22.93 23.22 23.26
3. Average Number of Operations for Jobs

in the Shop 59.94 61.27 60.17 58.82 59.97 60.03
4. Average Work (Hours) Done for Jobs in Shop 138.16 141.43 138.35 134.26 137.13 137.87
5. Average Work in Process (Hours) 421.33 429.59 429.68 417.12 422.09 423,96
6. Time Spent in the System 52.10 54.13 54,63 51.89 52.27 53.00
7. Time Spent in the Shop 43,63 45.15 44.78 43,51 43.86 44,19
8. Average Job Tardiness 6.68 7.81 7.79 6.44 6.98 7.14
9, Variance of Job Tardiness, Average 410.04 592.49 616.65 377.47 485.72 492.47
10. Average Lateness -40.16 -38.16 -37.67 -40.24 -39.80 -39.15
11. variance of Lateness, Average 2749.44 3025.23 3022.81 2684.18 2854.74 2867.28
12. Machine Balance Measure 5.25 5.35 5.48 5.55 5.34 5.39
13. Shop Balance Measure .97 1.18 1.28 1.39 1.09 1.18
14. Queue Workload Balance 2.83 3.05 2.76 2.59 2.92 2.83
15. Period Queue Balance 6.17 15.87 7.03 6.43 3.41 7.78
16. Variance of Waiting Time Per Operation,

Average 145,43 173.86 160.06 126.14 145.36 150.17
17. Average Queue Length in Number of Jobs

(Shop} 1.49 1.55 1.53 1.48 1.51 1.51
18. Vvariance of Queue Length in Hours of Work,

Average (Machine) 92.36 100.02 88.95 77.46 92.68 90.29
19. Variance of Interarrival Times, Average

(Machine) 10.35 10.47 10.64 10.83 10.46 10.55
20. Variance of Interarrival Times (Shop) 10.32 10.44 10.62 10.81 10.43 10.52
21. Variance of Work Arrived Per Period,

Average (Machine) 26.99 33.67 26.74 27.70 26.59 28.34
22. Variance of Work Arrived Per Period (Shop) 378.86 376.63 388.06 389.83 371.24 380.92
23. Variance of Output, Average Machine 1.90 1.91 1.86 1.90 1.82 1.88
24. Variance of Output (Shop) 37.91 37.43 39.17 40.98 36.89 38.48

Conditions: Low Utilization, Pool Heuristics, Shortest Processing Time (4)
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Table 31,

Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 81.29 81,51 81.15 81.29 81.04 81.26
2. Average Number of Jobs in Shop 23.10 23.39 23.33 22,77 23,27 23.17
3. Average Number of Operations for Jobs

in the Shop 60.04 60.098 60.07 58.97 60.31 60.07
4. Average Work (Hours) Done for Jobs in Shop 138.21 141.53 139.15 136.33 139.77 139.00
5. Average Work in Process (Hours) 421.60 428.20 427.70 416.11 425.47 423.82
6. Time Spent in the System 52.67 52.62 52.78 51.10 53.04 52.44
7. Time Spent in the Shop 44,05 44,19 44,26 53.15 44.18 43,97
8. Average Job Tardiness 7.07 7.07 6.98 6.24 6.98 6.87
9. Variance of Job Tardiness, Average 480.49 453.44 446.18 427.64 421.27 445.80
10. Average Lateness -39.59 -39.47 -39.53 -40.91 -39.17 -39.73
11. Variance of Lateness, Average 2852.13 2830.47 2827.95 2731.83 2767.16 2801.91
12, Machine Balance Measure 5.49 5.41 5.53 5.37 5.57 5.47
13. Shop Balance Measure 1.28 1.20 1.21 .99 1.27 1.19
14. Queue Workload Balance 2.74 2.81 2.87 2.86 2.94 2.84
15. Period Queue Balance 5.73 8.99 3.87 7.33 3.06 5.80
16. Variance of Waiting Time Per Operation,

Average 145.63 141.90 145.86 139.85 142.11 143.07
17. Average Queue Length in Number of Jobs

(Shop) 1.50 1.51 1.52 1.46 1.52 1.50
18. Variance of Queue Length in Hours of Work,

Average (Machine) 87.05 88.33 93.62 92.52 92.73 90.85
19. Variance of Interarrival Times, Average

(Machine) 11.07 10.36 10.85 10.34 10.78 10.68
20. Variance of Interarrival Times (Shop) 11.04 10,35 10.84 10.31 10.76 10.66
21. Variance of Work Arrived Per Period,

Average (Machine) 27.36 26.99 28.23 28.09 28.11 27.76
22. Variance of Work Arrived Per Period (Shop) 373.30 382.95 372.25 357.81 413.17 379.90
23, Variance of Output, Average Machine 1.92 1.86 1.95 1.86 1.90 1.90
24. Variance of Output (Shop) 38.53 37.14 40.03 37.19 39.94 38.57

Conditions: Low Utilization, Pool Heuristics, Due Date (5)
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Table 32,

Simulation Results

1 2 3 4 Avg.
1. Average Shop Utilization 81.16 81.37 81.66 81.32 §1.23 81.35
2. Average Number of Jobs in Shop 33.25 33.83 33.72 33.34 33.45 33.52
3. Average Number of Operations for Jobs
in the Shop 87.37 88,67 88.81 87.57 87.83 88.05
4. Average Work (Hours) Done for Jobs in Shop 209.38 213.21 213.24 208.68 211.34 211.17
5. Average Work in Process (Hours) 551.63 559.95 559.60 551.94 555.20 555.66
6. Time Spent in the System 73.92 75,33 74.37 74.74 73.88 74.45
7. Time Spent in the Shop 63.06 64.11 63.49 63.24 63.38 63.46
8. Average Job Tardiness 12.97 13.50 13.37 13.44 13.05 13,27
9. Variance of Job Tardiness, Average 499,20 511.34 507.05 511.93 510.11 507.93
10. Average Lateness -18.24 -16.80 -17.86 -17.44 -18.31 -17.73
11. Variance of Lateness, Average 2583.44 2584.73 2623.20 2633.76 2621.95 2609.42
12. Machine Balance Measure 5.34 5.31 5.16 5.39 5.27 5.29
13. Shop Balance Measure .99 . 86 .64 .99 .87 . 89
14. Queue Workload Balance 9.07 9.04 10.19 8.94 10.20 9.49
15, Period Queue Balance 18.28 60.95 23.59 25.74 14.66 28.64
16. Variance of Waiting Time Per Operation,
Average 71.98 71.58 80.91 73.75 81.78 76.00
17. Average Queue Length in Number of Jobs
(Shop) 2.51 2,57 2.56 2.52 2.53 2.54
18. Variance of Queue Length in Hours of Work,
Average (Machine) 68.17 60.69 77.05 65.82 77.29 69.80
19. Variance of Interarrival Times, Average
(Machine) 10,22 10.17 10.10 10.53 10.20 10,24
20. Variance of Interarrival Times (Shop) 10.21 10.14 10.09 10.52 10.17 10.23
21. Variance of Work Arrived Per Period,
Average (Machine) 26.92 27.66 27.94 27.06 27.85 27.49
22. Variance of Work Arrived Per Period (Shop) 311.99 309.40 287.90 322.21 323.14 310.93
23. Variance of Qutput, Average Machine 1.98 1.98 1.94 1.96 1.92 1.96
24. Variance of Output (Shop) 30.64 31.01 25.19 33.64 29.69 30.03
Conditions: Low Utilization, Pool Heuristics, First Come First Served (6)
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Table 33.

Simulation Results

1 2 3 4 5 Avg.
1. Average Shop Utilization 90.61 90.72 01.25 91.29 91.43 91.06
2, Average Number of Jobs in Shop 74.01 79.39 74.78 71.89 77.52 75.52
3. Average Number of Operations for Jobs
in the Shop 112,15 118.02 112.50 111.21 115.24 113.82
4. Average Work (Hours}) Done for Jobs in Shop 274.87 288.47 275.50 271.55 282.04 278.49
5. Average Work 1n Process (liours) 1189.76 1270.28 1198.74 1155.66 1243.85 1211.66
6. Time Spent in the System 125.07 134.13 125.81 120.06 129.78 126.97
7. Time Spent in the Shop 125.07 134.13 125.81 120.66 129.78 126.97
8. Average Job Tardiness 37.05 45.65 36.15 30.68 39.80 37.87
9. Variance of Job Tardiness, Average 1062.65 1431.29 750.43 571.36 776.04 918.35
10. Average Lateness 33.31 41.84 33.52 27.77 37.46 34,78
11, Variance of Lateness, Average 1463.70 1948.92 1036.12 857.76 1046.84 1270.67
12. Machine Balance Measure 2.80 2.85 2.72 2.67 2.65 2.74
13. Shop Balance Measure .31 40 .29 .27 .28 31
14. Queue Workload Balance 42.41 51.60 40.06 35.99 41.79 42.37
15, Period Queue Balance 92.37 155.07 78.89 70.51 60.25 91.42
16. Variance of Waiting Time Per Operation,
Average 1039.13 1223.97 1014.83 897.63 1064.58 1048.03
17. Average Queue Length in Number of Jobs
(Shop) 6.50 7.03 6.57 6.28 6.84 6.64
18. variance of Queue Length in Hours of Work,
Average {Machine) 307.16 360.35 286.21 267.27 302,01 304.60
19, Variance of Interarrival Times, Average
(Machine) 7.08 8.07 7.78 7.88 8.05 7.95
20, Variance of Interarrival Times (Shop) 7.97 8.05 7.77 7.87 8.04 7.94
21. Variance of Work Arrived Per Period,
Average (Machine) 31.86 30.69 30.13 31.29 31.11 31.02
22. Variance of Work Arrived Per Period (Shop) 304.49 268.19 264.79 251.35 275.45 272.85
23. Variance of Output, Average Machine 2.06 2.12 2.00 2.04 2.15 2.09
24, Variance of Output (Shop) 23.82 26.13 23.01 21.66 24.08 23.74
Conditions: High Utilization, No Pool, Dynamic Slack (1)
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Table 34,

Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 90.64 90.88 90.92 91.08 91.51 91.01
2. Average Number of Jobs in Shop 73.82 78.12 75.20 74.47 78.30 75.98
3. Average Number of Operations for Jobs

in the Shop 113.66 113.77 112.82 111.99 112.25 112.90
4. Average Work (Hours) Done for Jobs in Shop 278,01 277.71 275.67 271.75 274.46 275.52
5. Average Work in Process (Hours) 1195.91 1262.67 1214,10 1202.12 1264.64 1227.89
6. Time Spent in the System 124.08 131.21 126.77 123.64 130.66 127.27
7. Time Spent in the Shop 124.08 131.21 126.77 123.64 130.66 127.27
8. Average Job Tardiness 35.47 41.69 36.61 33.72 39.59 37.42
9. Variance of Job Tardiness, Average 1671.51 1617.28 1441.71 1133.84 1192.93 1411.45
10. Average Lateness 32.54 39.09 34.65 31.57 38.12 35.19
11. variance of lLateness, Average 1987.05 1955.09 1645.58 1376.60 1357.18 1666.30
12. Machine Balance Measure 2.88 2.76 2.71 2.69 2.54 2,72
13. Shop Balance Measure .38 .35 .33 .30 .29 .33
14. Queue Workload Balance 44 .35 48,00 44,66 41,93 42,35 44,26
15. Period Queue Balance 111.48 176.06 08.89 102.26 71,92 112.12
16. Variance of Waiting Time Per Operation,

Average 1136.80 1246.55 1158.79 1063.58 1189.32 1159.01
17. Average Queue Length in Number of Jobs

(Shop) 6.48 6.91 6.61 6.54 6.92 6.69
18. Variance of Queue Length in Hours of Work,

Average (Machine) 326.28 346.18 323,21 310.59 308.58 322,97
19. Variance of Interarrival Times, Average

(Machine) 7.83 7.86 7.74 7.91 7.62 7.79
20. Variance of Interarrival Times (Shop) 7.81 7.83 7.73 7.88 7.61 7.77
21. Variance of Work Arrived Per Period,

Average (Machine) 29.89 31.83 31.01 29.54 30.34 30.52
22. Variance of Work Arrived Per Period (Shop) 300.22 294.62 271.22 290.84 267.91 284.96
23, Variance of Qutput, Average Machine 2.06 2.09 2.01 2.04 2.07 2.05
24. Variance of Output (Shop) 24.96 26.27 22.09 22.52 22.66 23.70

Conditions: High Utilization, No Pool, Dynamic Slack Per Operation (2)
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Table 35.

Simulation Results

N By =

17.

18.

15,

20.
21.

22.
23.
24,

el el el
NS W= O W~ &

1 2 3 4 5 Avg.
Average Shop Utilization 02.26 91.80 91.95 91.61 92.86 92.10
Average Number of Jobs in Shop 68.11 64.98 71.94 65.20 77.45 69.34
Average Number of Operations for Jobs

in the Shop 252.77 242.48 274.89 241.99 293.26 261.10
Average Work (Hours) Done for Jobs in Shop 622.98 606.06 685.79 598,93 729.57 648.67
Average Work in Process (Hours) 1141.76 1111.32 1215.42 1097.67 1287.08 1170.65
Time Spent in the System 114.86 110.84 122.15 108.56 125.68 116.42
Time Spent in the Shop 114.86 110.84 122.15 108.56 125.68 116.42
Average Job Tardiness 51.00 48.27 56.60 44 .91 59.13 51.98

. Variance of Job Tardiness, Average 13031.89 14960.45 16271.68 9609.75 22326.03 15239, 96
. Average Lateness 22.98 18.55 29.91 16.42 33.20 24.11
. Variance of Lateness, Average 17313.19 19261.06 20621. 24 13540, 69 26656.03 19478 44
. Machine Balance Measure 2.54 2.56 2.68 2.76 2.41 2.59
. Shop Balance Measure .56 .43 .67 .60 .63 .58
. Queue Workload Balance 29.78 27.60 39.80 26.23 33.40 31.38
. Period Queue Balance 114.27 216.93 104.39 101.71 101.57 127.77
. Variance of Waiting Time Per Operation,

Average 2799.39 3139.09 3689.74 2214.27 4625.89 3293.68
Average Queue Length in Number of Jobs

(Shop) 5.89 5.58 6.28 5.61 6.72 6.02
Variance of Queue Length in Hours of Work,

Average (Machine) 459.15 399.81 536.81 355.13 454.41 441,06
Variance of Interarrival Times, Average

(Machine) 8.12 7.92 8§.10 8.00 7.88 8.00
Variance of Interarrival Times (Shop) 8.10 7.91 8.09 7.99 7.88 7.99
Variance of Work Arrived Per Period,

Average (Machine) 29.67 29.39 30.00 28.92 30.26 29.65
Variance of Work Arrived Per Period (Shop) 388.67 384.76 373.18 389.66 366.51 382.56
Variance of Output, Average Machine 2.16 2.10 2.19 2.22 2.21 2.18
Variance of Output (Shop) 31.74 27.16 29.96 32.03 31.77 30.53

Conditions:

High Utilization, No Pool,

Expected Work in Next Queue (3)
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Table 36. Simulation Results

Iy

18.

19.

20.
21.

22.
23.
24.

1 Avg.

. Average Shop Utilization 91.18 91.65 92.70 91.86 91.96 91.87

. Average Number of Jobs in Shop 43,64 44,54 49,00  45.57 45.30 45.61
Average Number of Operations for Jobs

in the Shop 110.74 113.45 124.33 115.89 114,91 115.86
Average Work (Hours) Done for Jobs in Shop 268,08 272.78 307.20 279.76 278.32 281.23
Average Work in Process (Hours) 858.51 873.75 979.50 893.35 893,21 899,67
Time Spent in the System 73.01 76.35 82.22 73.48 75.23 76.06

. Time Spent in the Shop 73.01 76.35 82.22 73.48 75.23 76.06
. Average Job Tardiness 24.96 27.53 32.70 24 .89 26.39 27.29
Variance of Job Tardiness, Average 7259.98 7605.05 .24 6512.14 7426.46 7903,37
. Average Lateness -18.93 -16.03 -9.70 -18.87 -17.16 -16.14
. Variance of Lateness, Average 11246.22 11817.95 15264, 08 10508 94 11503 32 12068 10
. Machine Balance Measure 2.89 2.68 2.36 2.65 2.67 2.65
. Shop Balance Measure .55 .47 .43 .53 .44 .48
. Queue Workload Balance 9.03 9.08 11.29 9.59 §.81 9.56
. Period Queue Balance 27.67 61.97 33.99 28.82 13.70 33.23
. Variance of Waiting Time Per Operation,
Average 1576.92 1657.52 2435.37 1503.74 1640.60 1762.83
. Average Queue Length in Number of Jobs

(Shop) 3.45 3.54 3.98 3.64 3.61 3.64
Variance of Queue Length in Hours of Work,

Average (Machine) 486.20 486.36 663.72 523.62 470.71 526.12
Variance of Interarrival Times, Average

(Machine) 8.34 8.40 8.13 8.10 8.37 8.27
Variance of Interarrival Times (Shop) 8.32 8.390 8.11 8.07 8.35 8.25
Variance of Work Arrived Per Period,

Average (Machine) 31.36 31.51 32.52 31.53 32.07 31.80
Variance of Work Arrived Per Period (Shop) 464.92 460.10 452.24 447.90 485.63 462.16
Variance of Output, Average Machine 1.098 1.90 1.88 1.93 2.01 1.94
Variance of Output (Shop) 38.31 38.63 36.86 36.17 41,34 38.26

Conditions: High Utilization, No Pool,

Shortest Processing Time (4)
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Table 37,

Simulation Results

LN

—
QW b

11.
12.
13.
14.
15.
16,

17.
18.
19.

20.
21.

22.
23,
24.

1 2 4 Avg.
. Average Shop Utilization 90.92 90.98 91.35 91.28 92.05 91.32
Average Number of Jobs in Shop 81,81 84,92 83.27 75.90 92.08 83.60

. Average Number of Operations for Jobs

in the Shop 210.46 219.22 215.16 196.71 236.66 215.64
Average Work (Hours) Done for Jobs in Shop 527.97 552.16 539.19 493.45 596.39 541,83
Average Work in Process (Hours) 1347.66 1397.05 1365.45 1251.51 1511.91 1374.72
Time Spent in the System 137.55 143.32 140.44 127.57 152.69 140.31
Time Spent in the Shop 137.55 143.32 140.44 127.57 152.69 140.31
Average Job Tardiness 58.75 62.34 59.98 48.39 69.63 59.82
Variance of Job Tardiness, Average 4565.75 4359.00 4098.09 2881.15 4810.05 4142.99

. Average Lateness 45.62 51.14 48.51 35.58 60.40 48.25
Variance of Lateness, Average 6757.20 6331.31 5996.70 4730.56 6547.85 6072.72
Machine Balance Measure 2.83 2.72 2.66 2.58 2.50 2.66
Shop Balance Measure A2 .38 .37 .30 .28 .35
Queue Workload Balance 53.39 54.67 54.02 39.73 56.07 51.58
Period Queue Balance 139,83 181.85 163.50 105.51 109.74 140.10
Variance of Waiting Time Per Operation,

Average 374.77 381.10 381.76 281.32 393.47 362.48
Average Queue Length in Number of Jobs

(Shop) 7.27 7.59 7.42 6.68 8.29 7.45
Variance of Queue Length in Hours of Work,

Average (Machine) 384.28 390.47 384.76 291.01 398.05 369.71
Variance of Interarrival Times, Average

(Machine) 7.92 7.83 8.09 7.89 7.75 7.90
Variance of Interarrival Times (Shop) 7.91 7.81 8.08 7.87 7.73 7.88
Variance of Work Arrived Per Period,

Average (Machine) 30.97 31.63 29.55 30.53 31.31 30.80
Variance of Work Arrived Per Period (Shop) 3095.93 322.93 307.48 288.7% 311.88 308.20
Variance of Output, Average Machine 2.10 2.08 2.05 2.05 2,09 2.07
Variance of Output (Shop) 25.98 24.13 23.35 21.75 24,22 23.89

Conditions: High Utilization, No Pool,

First Come First Served

(6)
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Table 38.

Simulation Results

[72 I

—
O Wo O

11.
12.
13.
14.
15.
16.

17.

18.

15.

20.
21.

22.
23,
24.

1 2 3 4 Avg.

. Average Shop Utilization 89.67 89.53 89.88 89.60 90.01 89.74

Average Number of Jobs in Shop 62.75 64.14 63.24 62.16 62,50 62.96
Average Number of Operations for Jobs

in the Shop 100,28 99.51 99.73 100.48 98.32 99.66

Average Work (Hours) Done for Jobs in Shop 241.06 239.73 241.14 241.42 235.72 239.81

. Average Work in Process (Hours) 989.24 1013.30 996.97 982.36 985.65 993.50
Time Spent in the System 164.14 162.68 168.33 167.25 169.68 166.42
Time Spent in the Shop 1067.14 109.39 107.02 105.26 105.95 106.95
Average Job Tardiness 73.63 73.64 76.53 75.50 78.67 75.59
Variance of Job Tardiness, Average 2034.87 2550.06 1770.40 1467.08 1186.70 1801.82

. Average Lateness 72.25 70.74 76.06 75.14 77.69 74,38
Variance of Lateness, Average 2289.,75 3123.11 1862.09 153%8.83 1383.72 2039.50
Machine Balance Measure 3.12 3.21 3.16 3.21 3.07 3.15
Shop Balance Measure .31 .38 .30 .29 .31 .32
Queue Workload Balance 29,62 30.18 31.91 29.08 27.33 29.62
Period Queue Balance 50.87 84,18 53.31 56.21 37.75 56.46
Variance of Waiting Time Per Operation,

Average 633.52 660.33 652.11 595.75 573.13 622.97
Average Queue Length in Number of Jobs

{Shop) 5.38 5.52 5.43 5.32 5.35 5.40
Variance of Queue Length in Hours of Work,

Average (Machine) 203.54 198.78 223.52 214.39 200.30 208.11
Variance of Interarrival Times, Average

(Machine) 8.31 8.22 8.21 8.25 8.39 8.28
Variance of Interarrival Times (Shop) 8.29 8§.21 8§.19 8.24 8.37 8.26
Variance of Work Arrived Per Period,

Average (Machine) 30.11 29.39 29.78 20.66 29,88 29.96
Variance of Work Arrived Per Period (Shop) 249.63 231.44 244,16 252.72 241.97 243.98
Variance of Output, Average Machine 2.06 2.12 2.02 2.04 2.10 2.07
Variance of Output (Shop) 24 .03 25.70 20.74 26.13 24.15 24.15

Conditions:

High Utilization, Math Pool, Dynamic Slack

(1)
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Table 39,

Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 89,34 89.65 89.36 89.58 90.01 89.59
2. Average Number of Jobs in Shop 65.15 62.45 64.37 65.09 63.42 64.10
3. Average Number of Operations for Jobs

in the Shop 88.66 88.99 85.31 85.17 85.62 86.75
4. Average Work (Hours) Done for Jobs in Shop 210.58 210,21 201.43 200.62 203.13 205.19
5. Average Work in Process (Hours) '
6. Time Spent in the System 1050.41 1008.66 1039.00 1059.49 1027.09 1036.93
7. Time Spent in the Shop 167.16 160.81 171.51 177.86 173.20 170.11
8. Average Job Tardiness 110.60 106.25 108.98 109.48 107.22 108.51
9. Variance of Job Tardiness, Average 76,37 70.39 79,58 85.93 81.55 78.76
10. Average Lateness 3643.14 3021.22 3178.79 2520.05 2057.54 2884.,15
11. Variance of Lateness, Average 75.45 68.74 79.26 85.78 80.93 78.03
12. Machine Balance Measure 3827.09 3343.49 3243.91 2552.39 2186.95 3030.77
13. Shop Balance Measure 3.26 3.13 3.28 3.30 3.006 3.21
14. Queue Workload Balance .41 .36 .30 .32 .31 .34
15. Period Queue Balance 35.46 28.14 34.06 35.00 28.32 32.20
16. Variance of Waiting Time Per Operation,

Average 54,24 103.14 55.96 59.80 43.80 63.39
17. Average Queue Length in Number of Jobs

(Shop) 933.90 735.39 904.26 894.17 733.26 840.20
18. Variance of Queue Length in Hours of Work,

Average {Machine) 5.62 5.35 5.54 5.62 5.44 5.51
19. Vvariance of Interarrival Times, Average

(Machine) 242.27 191.51 232.49 256.09 199.74 224.42
20. Variance of Interarrival Times (Shop) 8.03 8.23 8.37 8.39 8.16 8.24
21. Variance of Work Arrived Per Period,

Average (Machine) g8.02 8.22 8.36 8.38 8.14 8.22
22. Variance of Work Arrived Per Period (Shop) 29.56 29.90 29.67 29.49 30.34 29.85
23. Variance of Qutput, Average Machine 241.52 215.06 225.18 239.98 265.80 237.51
24. Variance of Output (Shop) 2.07 2.02 2.05 2.08 2.08 2.06

Conditions: High Utilization, Math Pool, Dynamic Slack Per Operation (2)
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Table 40.

Simulation Results

1 2 Avg.

1. Average Shop Utilization 92.23 91.87 91.88 91.4¢6 92.78 92.04
2. Average Number of Jobs in Shop 57.22 54,17 59.29 54.57 61.16 57.28
3. Average Number of Operations for Jobs

in the Shop 207.57 194.20 220.86 198.32 227.62 209.71
4. Average Work (Hours) Done for Jobs in Shop 510.62 483.48 556.20 494.33 564.90 521.91
5. Average Work in Process (Hours) 959.30 922.17 1009.34 924.46 1028.23 968.70
6. Time Spent in the System 108.07 103.52 113.58 101.63 115.23 108.41
7. Time Spent in the Shop 95.04 91.23 99.13 90.44 100.71 95.31
8. Average Job Tardiness 41.13 38.29 46.41 36.29 46.98 41.82
9. Variance of Job Tardiness, Average 8970,.58 9033.83 11011.65 6645.90 13841.58 9900.71
10. Average lLateness 15.91 11.18 21.41 9.62 22.91 16.21
11. Variance of Lateness, Average 12289, 52 12430 65 14576 ,93 9857.24 17318 64 13294 g9
12. Machine Balance Measure 2,65 2.58 2.72 2.87 2.51 2,67
13, Shop Balance Measure .56 .40 .67 .60 .60 .57
14. Queue Workload Balance 17.41 15.55 22.56 15.75 18.29 17.91
15. Period Queue Balance 46.04 105.57 72.78 57.08 48,05 65.90
16. Variance of Waiting Time Per Operation,

Average 1808.31 1776.68 2131.98 1393.11 2674.74 1956.96
17. Average Queue Length in Number of Jobs

(Shop) 4.80 4.50 5.01 4.54 5.19 4.81
18, Variance of Queue Length in Hours of Work,

Average (Machine) 272,38 242.43 339,98 234.92 265.11 270.96
19. Variance of Interarrival Times, Average

(Machine) 7.86 7.73 7.89 7.93 7.78 7.84
20. Variance of Interarrival Times (Shop) 7.85 7.72 7.88 7.92 7.77 7.83
21. Variance of Work Arrived Per Period,

Average (Machine) 27,27 27.91 27.05 28.38 27.06 27.53
22, Variance of Work Arrived Per Period (Shop) 338.86 286.20 314.48 334.77 291,26 313.11
23. Variance of Output, Average Machine 2.12 2.06 2.12 2.12 2.10 2.10
24. Variance of Output (Shop) 33.09 27.21 31,96 32.55 29.04 30.77

Conditions: High Utilization, Math Pool, Expected Work in Next Queue (3)
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Table 41.

Simulation Results

1 2 3 4 5 Avg.

1. Average Shop Utilization 91.16 91.77 92.49 91.64 91.91 91.79
2. Average Number of Jobs in Shop 36.27 37.60 39.56 37.18 37.16 37.55
3. Average Number of Operations for Jobs

in the Shop 93.54 98.51 100.67 96.23 95.73 96.94
4. Average Work (Hours) Done for Jobs in Shop 223.56 237.03 243.42 229.74 228.45 232.44
5. Average Work in Process {Hours) 691.14 716.27 763,44 708.12 705.52 716.90
6. Time Spent in the System 77.31 80.78 90.31 79,37 78.02 gl.16
7. Time Spent in the Shop 60.86 63.12 65.02 61.53 61.90 62.49
8. Average Job Tardiness 21,27 22.87 27.79 21.83 21.28 23.01
9. Variance of Job Tardiness, Average 4051.70 4610.63 5782.69 3640.60 3784.67 4374.06
10. Average Lateness -14.,44 -11.72 -1.91 -12.60 -14.20 -10.97
11. Variance of Lateness) Average 7140.91 7716.56 8869.45 6669- 22. 6849.85 7449-20
12. Machine Balance Measure 2.88 2.69 2.43 2.79 2.61 2.68
13. Shop Balance Measure .46 .38 .38 .52 42 .43
14. Queue Workload Balance 5.07 5.34 6.36 5.02 4.98 5.35
15. Period Queue Balance 11.56 30.76 13.30 10.45 7.13 14.64
16. Variance of Waiting Time Per Operation,

Average 727.31 813.98 1027.89 665.01 705.71 787.98
17. Average Queue Length in Number of Jobs

(Shop) 2.72 2.84 3.03 2.80 2.80 2.84
18, Variance of Queue Length in Hours of Work,

Average (Machine) 229.20 254,07 329.67 233,46 228.64 255.01
19. Variance of Interarrival Times, Average

(Machine) 8.17 7.91 7.81 8.09 7.90 7.98
20. Variance of Interarrival Times {Shop) 8.15 7.89 7.79 §.08 7.89 7.96
21. Variance of Work Arrived Per Period,

Average (Machine) 30.39 30.30 28.73 28.70 29.10 29.44
22. Variance of Work Arrived Per Period (Shop) 310.92 293.28 248.49 280.23 295.13 285.61
23. Variance of Output, Average Machine 1.80 1.90 1.86 1.89 1.88 1.87
24. Variance of Output (Shop) 28.24 25,64 24.35 26.54 27.26 26.41

Conditions: High Utilization, Math Pool, Shortest Processing Time (4)
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Table 42,

Simulation Results

1 2 3 Avg.

1. Average Shop Utilization 90.31 90.19 90.61 90.29 91.34 90.55
2. Average Number of Jobs in Shop 60.63 66.09 60.30 55,36 67.71 62,02
3. Average Number of Operations for Jobs

in the Shop 156.19 170.38 155.35 143.43 174.97 160.06
4. Average Work (Hours) Done for Jobs in Shop 385.01 422,95 382.64 352.48 433.85 395,39
5. Average Work in Process (Hours) 001,82 1081.64 982.67 907.23 1108.46 1014.36
6. Time Spent in the System 142,28 158,93 143.41 129.90 168.27 148.56
7. Time Spent in the Shop 102.97 111.98 101.74 94,10 113.54 104.87
8. Average Job Tardiness 61.37 75.78 60.36 48,34 80.65 65,30
9, Variance of Job Tardiness, Average 3268.33 3731.53 2834.75 2025.94 3128.75 2997.86
10. Average Lateness 50.78 67.26 51.47 38.10 76.22 56.77
11. Variance of Lateness, Average 5124.08 5514.65 4376.,32 3538.17 4103.35 4531, 31
12. Machine Balance Measure 2.95 2.98 2.87 2.91 2.68 2,88
13. Shop Balance Measure .36 .36 .34 .26 .29 .32
14. Queue Workload Balance 26.69 31.88 25.45 20.48 31.64 27.23
15. Period Queue Balance 47,84 85.71 54.04 40.38 49.55 55.50
16. Variance of Waiting Time Per Operation,

Average 188.94 225,37 178.97 149.64 226.65 193,91
17. Average Queue Length in Number of Jobs

(Shop) 5.16 5.71 5.13 4,63 5.86 5.30
18. Variance of Queue Length in Hours of Work,

Average (Machine) 192.21 228,23 182,22 150.52 236.16 197.87
19. Variance of Interarrival Times, Average

(Machine) 8.11 7.99 8.00 8.06 7.83 8.00
20. Variance of Interarrival Times (Shop) 8.11 7.97 7.99 8.04 7.82 7.99
21. Variance of Work Arrived Per Period,

Average (Machine) 28.87 29.79 28.96 28.62 30.30 29.31
22. Variance of Work Arrived Per Period (Shop) 286.28 252.38 264.47 218.82 240.13 252.42
23, Variance of Output, Average Machine 2.06 1.96 2.03 2.01 2.12 2.04
24. Variance of Output (Shop) 24.75 23.51 23.07 20.18 23.49 23.00

Conditions: High Utilization, Math Pool, First Come First Served (6)
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