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The Effect of Review on Student Ability and
Test Efficiency for Computerized Adaptive Tests
Mary E. Lunz and Betty A. Bergstrom, American Society of Clinical Pathologists

Benjamin D. Wright, University of Chicago

The effect of reviewing items and altering
responses on the efficiency of computerized adap-
tive tests and the resultant ability estimates of
examinees were explored. 220 students were ran-
domly assigned to a review condition; their test
instructions indicated that each item must be

answered when presented, but that the responses
could be reviewed and altered at the end of the

test. A sample of 492 students did not have the
opportunity to review and alter responses. Within
the review condition, examinee ability estimates
before and after review were correlated .98. The

average efficiency of the test was decreased by 1%
after review. Approximately 32% of the examinees
improved their ability estimates after review, but
did not change their pass/fail status. Disallowing
review on adaptive tests administered under these
rules is not supported by these data. Index terms:

adaptive testing, computerized adaptive testing, Rasch
model, relative efficiency, test information.

The purpose of educational measurement is

to facilitate educational decision making by pro-
viding estimates of an individual’s knowledge or
skill. For certification and licensure, this means

making minimum competency pass/fail deci-

sions. In recent years, computers have become

more versatile and more accepted for the develop-
ment and delivery of examinations. One of the
most interesting and potentially advantageous
methods for test developers and examinees is

computerized adaptive testing (CAT). The

algorithms for item selection usually depend on
item response theory (IRT) (Lord & Novick, 1968;
Rasch 1960/1980; Wright, 1977; Wright & Stone,

1979). The items in the test item bank are

calibrated to a common scale on which the
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pass/fail point has been established. The adap-
tive algorithm selects items that provide the most
information about examinee ability given the cur-
rent ability estimate from responses to the

previous items. Because the items administered
are tailored to the performance of the examinee,
fewer items are needed to reach a decision with

the specified level of confidence (Green, Bock,
Humphreys, Linn, & Reckase, 1984). cA’rs fre-

quently vary in length because the stopping rules

require a specified level of precision (measure-
ment error) or level of confidence (distance from
the pass point) in the accuracy of the decision,
rather than a fixed number of items as in paper-

and-pencil tests (Weiss, 1985).
In the usual CAT administration procedure, a

starting point (typically at the middle of the scale
or at the pass point), is selected and an item of
that difficulty is presented. If the examinee

answers the item correctly, a more difficult item
is presented. If the examinee answers that item

incorrectly, an easier item is presented. Items with
difficulties near the current ability estimate of the
examinee continue to be presented, so that max-
imum information is gained from each item

(Weiss & Kingsbury, 1984) until the stopping rule
is met.

When the difficulty of an item matches the

ability of an examinee, the examinee has a 50%

probability of answering correctly. When the item
is targeted slightly below the ability of the

examinee, the probability of answering the item

correctly is greater than 50%. A stopping rule
based on confidence in the accuracy of the

pass/fail decision requires that an examinee’s
ability estimate be a specified interval above or
below the pass/fail point, usually 1.3 to 1.65
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standard errors (90% to 95 % confidence). A con-
fidence level stopping rule produces more precise
ability estimates for examinees with estimated
abilities near the pass/fail point because they take

longer tests. Examinees with abilities distant from
the pass/fail point take shorter tests and conse-

quently have larger errors even though the

pass/fail decisions are made with the same level
of confidence (e.g., 90% or 95%) (Bergstrom &

Lunz, 1991). Each examinee takes a test that
measures their ability to the level of precision
needed to decide whether they have passed or
failed.

The opportunity to review items and alter

responses generally has not been allowed when
tests are administered adaptively. One concern
has been that reviewing and altering item

responses may change the estimate of examinee

ability such that the sequence of items will

become poorly targeted and precision will be lost.
This assumes, however, that the response altera-
tions made by the examinee will substantially
increase the distance between the current ex-

aminee ability estimate and the previously
selected item difficulty. This assumption has not
been verified with real data.

For example, if an examinee changes several

sequential incorrect responses to correct respon-
ses, the current ability estimate would increase
and all subsequent items could be too easy, thus

reducing the information about the examinee

gained from the subsequent items. However,
systematic increase or decrease in ability estimates
as a result of item response review has not been

demonstrated.

The opportunity to review items and alter

responses is usually important to examinees. Ex-
aminees feel at a disadvantage when they cannot
review and alter their responses. In addition, there
is the fear of entering an incorrect answer ac-

cidentally and not being able to change it. The

security of a final review can provide comfort and
reassurance to the examinee who is taking a test
that impacts an important decision about an
examinee.

Allowing examinees to review a CAT also has

implications for the perceived fairness of the
examination process. An examination may ap-

pear to be fairer to an examinee when review and

alteration of responses is allowed. Under these

circumstances, examinees have a final opportu-
nity to demonstrate their knowledge by checking
for entry errors and double checking uncertain

responses.

The effect of reviewing and altering responses
on the results of CATS has not been studied in

detail. Wise, Barnes, Harvey, and Plake (1989)
found no significant differences in the mean

scores of groups of examinees in review and

nonreview conditions. However, the number of

responses altered and the direction of the change
(correct to incorrect, incorrect to correct, or

incorrect to incorrect) has not been studied. If

patterns of response during review improve or
reduce ability estimates systematically, the infor-
mation value of subsequent items could be altered
and the pass/fail decision could become less

precise.
The effect of reviewing items and altering

responses on the ability estimates of examinees
and the efficiency of CAT was explored. Efficien-

cy refers to the amount of information gained
from each item administered. It was hypothesized
that the opportunity to review items and to alter

responses would not alter significantly either the

efficiency of the test or the examinee estimates
and resulting pass/fail decisions. It was also

expected that the information value of the items

presented by the CAT algorithm would remain

substantially unaffected by response alterations.

Method

Item Precalibration

This study was implemented in two phases. In
the first phase, a database of items was con-
structed and field tested using a paper-and-pencil
examination administered to a national sample
of students from medical technology programs.
This database was designed to meet the test

specifications for the traditional written certifica-
tion examination. The items were calibrated
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using the one-parameter logistic IRT model

(Rasch 1960/1980; Wright, 1977; Wright & Stone,
1979).

The fit of the items to the Rasch model was

verified by examining the &dquo;infit&dquo; statistic (the
mean of the standardized squared residual

weighted by its variance) for the calibrated items

(Wright & Masters, 1982, pp. 94-105). For each

person/item encounter, the observed response
was compared to the modeled expected response.
Items that did not fit were removed before the

item bank was established. When data fit the

model, the infit statistic has a value near 0 and
a standard deviation (SD) near 1.0. For the 726
items in the bank, the mean item infit was .045
with a SD of 1.014.

Data Collection

In Phase 2 the calibrated item bank was used

to construct CATS. Usable CAT data were obtain-

ed from 712 students-83 % were white and 81 ~Io

were female, which is the typical population mix
for the certification examination. Students par-

ticipated in the study because it was part of the
review for their certification examination.

CAT Algorithm

The CAT model was an adaptive mastery test

(Weiss & Kingsbury, 1984), designed to determine
whether an examinee’s estimated ability level was
above or below a preestablished criterion.

Kingsbury and Houser (1990) have shown that an

adaptive testing procedure that provides maxi-

mum information about an examinee’s ability
will designate an examinee as above or below a

pass/fail point more clearly than a test that peaks
the information at the pass/fail point.

The CAT ADMINISTRATOR program (Gershon,
1989) was used to construct CATs according to
the test specifications of the paper-and-pencil cer-
tification examination (see Table 1). The item
with the most appropriate level of difficulty
within a given subtest was presented to the exam-
inee. In the first 50 items, blocks of 10 items were
administered from subsets 1 through 4, and
blocks of 5 items were administered from subsets

5 and 6. After the first 50 items were adminis-

tered, blocks of 4 items (subsets 1 through 4) and
blocks of 2 items (subsets 5 and 6) were admin-
istered. Subset order was selected randomly by
the computer algorithm, because Maurelli and
Weiss (1983) found subtest order to have no effect
on the psychometric properties of an achievement
test battery. The minimum number of items was
set at 50 and covered all 6 content areas accord-

ing to the established test plan. The number of
items administered varied, but the maximum was
set at 240.

Items were selected at random from unused

items within .10 logits of the targeted item dif-

ficulty within the specified content area. While
the examinee considered the item presented, the

computer selected two items, one that would yield
maximum information should the current item

be answered incorrectly and another that would

yield maximum information should the current

Table 1

Test Plan Distribution (TPD), Number of Items, and
Item Difficulty Data for the Medical Technology Item Bank
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item be answered correctly. This procedure in-
sured that there was no lag time before the next
item was presented.

The stopping rule required the measured abil-

ity of examinees to be 1.3 times the standard error
of measurement (Wright & Masters, 1982) above
or below the pass point before testing stopped.
This stopping rule provided 90Vo confidence

(one-tailed test) in the pass/fail decision. The pass
point was set at .15 logits on the bank scale. This
was a slightly more rigorous standard than that
used for the certification examination.

Test Conditions

Two test conditions were used in this study:
a review condition (N = 220) and a nonreview
condition (N = 492); students were randomly
assigned to conditions. Examinees in both condi-
tions took a CAT that required them to answer
each item when it was presented. The directions
for the review condition informed examinees that

items must be answered when presented, but that
review and alteration of responses would be

allowed after the test was complete. Items were

presented until the test was completed; instruc-
tions for the review procedure were then pre-
sented. During review, items were presented in the
same order as they appeared in the test and the
examinee’s initial response was highlighted.
Examinees could devote as much time to review-

ing and changing answers as desired.
The directions for the nonreview condition

specified that examinees must answer each item
when presented. Examinees were cautioned to
consider their answers carefully because they
would have only one opportunity to answer the
item.

Two test records were maintained for each ex-

aminee in the review condition: a test record be-

fore review and one after review. The first record

contained the item sequence numbers, item dif-

ficulties, examinee responses, current ability
estimates, and errors of measurement for the CAT
before review. The second record contained re-

sponse changes made during review, and ability
and error of measurement reestimates based on

the revised item responses. Comparison of these
records indicated the number and accuracy of

response changes made during review. From these

data, ability and error of measurement estimates
and reestimates were compared to ascertain the
loss of information and hence loss of test preci-
sion caused by response alteration.

Test Efficiency

Test efficiency was determined by the amount
of information gained from each item adminis-
tered. Maximally efficient tests produce the most
information about examinee ability with the
smallest number of items. The efficiency of CATS

depends on targeting items to the examinee’s

ability so that a pass/fail decision at the specified
level of confidence is reached with fewer items.

Off-target items provide less information and
therefore make longer tests necessary.

Calculation of relative test efficiency depends
on the following:

b = examinee ability
d = item difficulty

p = [exp(b - d)]/[1 + exp(b - d)] = proba-
bility of correctly responding to an item

q = p(1 - p) information value for an item
SEM = (l/Lq)I/2 standard error of measure-

ment

I = Yq test information value
To analyze the impact of review, the compo-

nents of test efficiency were applied as follows:

b, = ability estimate before review

b, = ability estimate after review

b2 - bi = amount of change in measured

ability due to review

SEMI = standard error of measurement

before review

SEM, = standard error of measurement

after review

(SEM2/SEMI)2 = relative efficiency of the test

after review

l, = test information before review

12= test information after review

I, - I, = loss of information due to

review

1V,2 = 4(12 - II) = number of perfectly
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targeted items required to re-

cover information loss

The information gained from an item

depends on the probability of a correct re-

sponse. The test information (1 ) is the sum of the
information contributed by the items (I = Eq).
As each item is administered, more information
is acquired about the examinee. If a substan-

tial number of items become &dquo;off target&dquo;
as a result of changes in the examinee’s cur-
rent measured ability due to altering responses
during review, the information value may change
(/2 - I,). When an item is perfectly targeted,
an examinee has a .5 probability of a correct

response. Perfectly targeted items have an

information value of .25 logits [q = p(1 - p)].
Thus the number of additional items that would

have to be presented to an examinee to compen-
sate for information loss can be calculated as

4(4 - h).
The ratio of the squared measurement errors

before and after review indicates the relative test

efficiency after review. Efficiency depends on the
number of items near enough to the examinee’s

ability to make a tangible contribution to the

ability estimate.

Results

Comparison Between Groups

The means and SDS of ability estimates (in
logits) were M = .24 and sD = .48 for the

review group (after review) and M = .16 and
sD = .50 for the nonreview group. These means

were significantly different (t = -2.08, 710

degrees of freedom, p < .04). The examinees
who were allowed to review performed
significantly, but only slightly (.08 logits), better
on average than the examinees who were not

allowed to review.

Review Group Results

Table 2 summarizes the response alterations

during review. The average number of items
altered was 2; the minimum was 0 and the max-
imum was 16 (an average of 96 items were ad-

ministered). 85 examinees did not alter responses
even though the opportunity to do so was

available. 135 examinees altered some responses

during review. Of these examinees, 30 obtained
lower estimates after review, 71 obtained higher
estimates after review, and 34 effected no change
in their ability estimates as a result of altering

Table 2

Response Alterations During Review
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responses. The examinee who altered 16 responses

changed 9 items from incorrect to correct, 6 from
correct to incorrect, and 1 from incorrect to in-
correct. His test contained 95 items; therefore,
17 % of the items were altered. His pass/fail status
did not change. Overall, the percentage of item

responses altered during review was small (2%).
The patterns of alteration did not usually involve

changes to a series of sequential items. Rather,
one or two item responses were altered at diverse

points in the test.
Table 3 presents the summary of ability

estimates and test efficiency for the review group.
The mean and SD of the ability estimates before
review (bl) were .216 and .47, respectively; after

review, mean b2 = .243, SD = .48. Mean change
was .027 logits. Ability estimates before and after
review correlated .98. Figure 1 shows the plot of
these data before and after review. The most ob-

vious outlier is an examinee whose ability
estimate was 1.00 before review and 1.73 after

review. This examinee altered 14 responses-10
from incorrect to correct, 2 from correct to in-

correct, and 2 from incorrect to incorrect. The

pass/fail status of this candidate was not altered
as a result of changing responses.

The relative test efficiency ratio was 99% with
a SD of 3 070. Thus, the average efficiency of the

Table 3

Mean and SD of Ability Estimates,
Relative Test Efficiency, and Information

Before and After Review (N = 220)

test decreased by 1 % after review. Mean infor-
mation loss (/2 - I,) due to review was .11. On

average, the information loss could be recovered

by the addition of one-half item (N12)’ Of the 135
examinees who altered responses, 108 would re-

quire no additional items, 23 would require 2 to
5 additional items, and 4 examinees would require
6 to 14 additional items to recover the informa-

tion loss.

The overall effect of altering responses on the
pass/fail decisions was also minimal. Table 4
shows the pass/fail tabulation for the review

group. Three examinees altered their status from

fail to pass after review. These examinees’ abili-

ty estimates were within 1 error of measurement

of the pass/fail point both before and after

review, indicating less than 70% confidence in the

accuracy of either decision. The average improve-
ment for these three examinees was .05 logits, the
result of changing one response from incorrect
to correct. The mean improvement in logits for
the various decisions was .04 for pass/pass, .01
for fail/fail, .05 for fail/pass, and .03 overall.

Table 4

Pass/Fail Decisions Before

and After Review

Discussion

There are two issues involved in allowing
examinees taking a CAT to review items and alter

responses. The first issue concerns the

psychometric implications of including items that

provide less than maximum information about
the examinee. When the response to an item

previously answered correctly or incorrectly is

altered, the ability estimate and its standard error
are altered, yet the difficulty of the next item
administered remains the same. The question is
how close to the revised ability estimate the item

difficulty must be to maintain the efficiency of
the item selection algorithm. In these data, the
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Figure 1
Ability Estimates for Examinees in the Review Condition Before and After Review

difficulties of subsequent items were within the
related error of measurement of the revised ability
estimate, even though some items were altered
from incorrect to correct or vice versa. The mean

loss of information due to these changes was less
than the amount of information provided by one
additional perfectly targeted item. The exception
was the single examinee who altered 14 items, 10
from incorrect to correct, thus significantly im-

proving his ability estimate (see Figure 1). His

passing status, however, did not change.
The second issue is the face validity of CAT.

Educators have trained students from elementary
school to medical school to review responses after

completing a test to catch careless errors and thus
render a more accurate demonstration of com-

petence. When adults, who grew up in this

system, face a certification examination they
usually feel it is their &dquo;right&dquo; to review their work
for careless errors. Indeed, the testing goal is not
to penalize an examinee for clerical errors in the
name of psychometric integrity, but rather to
measure their ability as accurately as possible.
These data show that decision accuracy and con-

fidence are comparable before and after review.
A limitation of this study is that the examinees

knew that this was not an actual certification

examination. They were encouraged to perform
their best, but there was no immediate reward
attached to acceptable performance. These

results, therefore, might not reflect typical
examinee review behavior on the certification

examination. Examinees may alter more or

perhaps even fewer responses. Future research
should replicate this study in the context of an
actual certification test.

The fact that the group allowed to review per-
formed significantly, but only slightly (.08 logits),
better than the randomly equivalent group that
was not allowed to review suggests a &dquo;greater
confidence&dquo; hypothesis. That is, the reason for
the difference might relate to the familiarity and
comfort associated with the knowledge that
review and correction of careless errors was

allowed. The personal control associated with the

opportunity to review may inspire more careful
consideration of each item, thus leading to overall

improved ability estimates.
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