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#### Abstract

The effectiveness of students' memorization of textual information was investigated in this study with 50 high school students. The information was presented to the participants in three different types: 10 distinct alphabets, 10 distinct numbers, and a combination of 5 distinct alphabets and 5 distinct numbers. This information was divided into three different chunking methods: One-Chunk where the whole information was told all at once, Two-Chunks where the information was divided into 5 and 5, and Three-Chunks where the information was delivered in 3-3-4, 4-3-3, and 3-4-3 fashions. The statistical results revealed that a single type of information (either all alphabets or all numbers) was found to be easier to recall than the combined information. Furthermore, dividing the information into two or three chunks was found to enhance human memorization more significantly. In addition, the study showed that when a combined type of information was shown, grouping the information into two chunks was more effective to enhance short-term memory than providing it in one chunk. Educational implications can be drawn from this study that in order to assist students to memorize and retain learning materials more effectively, it is essential to help classify them into $2-3$ groups when being delivered. Also, learning should emphasize more on how to help students learn to take in information more effectively by themselves through the use of tree thinking, binary thinking, and computational thinking.
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## Introduction

Whether human short-term memory is specifically designed to process certain types of information and there is an effective way to facilitate memorization by utilizing extrinsic factors are issues of interest. Although the origin, pathway, and usage of shortterm memory has been extensively studied, people's stereotypic preference to the use of "three things" to engage others and to help others to remember key messages remains ambiguous. Examples for this are "please give me three words to describe yourself" or "sit back, relax, and enjoy the show", or 3-point sermons. The rationale behind three-point sermon which is a dialectical teaching method originally designed as a non-emotional discussion between two scholars (Kruger, 2008) despite being frequently used (Tomlin, 2020), is unclear and equivocal. In fact, it is also unexplainable how people often choose or are required to use three adjectives to define themselves. Interestingly, despite the fact that most people find the occurrence relatable to their daily life, it has never been taught or guided to follow.

We therefore coin the term "Three-Chunk effect" to explain this phenomenon. More examples could be given here to provide evidence that this Three-

Chunk effect is predominantly used. Ample among others is the fact that the majority of Thai people instinctively choose to remember their 10-digit phone number in three chunks: three digits in the first chunk, another three in the second chunk, and the last four in the final chunk (called a 3-3-4 pattern) such as 0926918786 . This is also apparent in the business industry that numerous famous brands use only two or three words in their slogans to hook customer's attention. To be more precise, BMW's "Sheer Driving Pleasure"(Vigneron \& Johnson, 1999), EA's "Challenge Everything" (Lauwaert, 2007), Audi's "Never Follow" (Mahmood, 2009), Adidas's "Impossible is Nothing" (Jian-jun, 2010), Tesco's "Every Little Helps" (Nemÿoková, 2011), Skittles's "Taste the Rainbow" (Sokolovsky, 2012), Jaguar’s "Grace, Space, Pace" (Michalik\&Michalska-Suchanek, 2016), Apple's "Think Different" (Tasnim, 2018), Volkswagen "Think small" (Alnajjar, et al., 2018) and Nike's "Just do it" (Wells, 2019)are only ten of the many global brands that follow this effect.

Regarding all of the instances, it is believed that chunking certain types of information would be able to reach short-term memory and eventually being added into long-term memory quick than others. In fact, it would lead additional insights of strategies
that teachers should take into consideration in which is found to enhance their student's memorization, thus, increasing the chance of students' understanding of certain subjects and knowledge.

Therefore, the aim of this study is to compare the effectiveness of different types of information to be processed into short term memory. Furthermore, this research focuses on determining the effectiveness of each chunking method by grouping the same quantity of information into different numbers of chunks which have different numbers of items in each chunk. It is hypothesized that information that is not complicated and has an appropriate number of chunks and number of items per chunk would be easier to recall than those that are sophisticated and are provided in merely one chunk. Thus, it would be compatible with the Three-Chunk effect mentioned earlier and would portray a clear picture of the human memory system and how to effectively provide information to maximize students' learning ability. Lastly, the research would open doors to further research in order to find the optimal way to chunk methods for different types of information and elaborate the human memory model more precisely.

## Literature Review

The Cognitive Information Processing (CIP) theory is a well-renowned framework in cognitive psychology thatisapplied to illustrate the human memory system. By adopting the multi-store model from Shiffrin \& Atkinson (1969) in which they used a computer metaphor with its inputs and outputs to locate sensory memory, short-term memory (STM) and long-term memory (LTM) are considered three main parts in the system. These three keywords are clearly defined by Schunk (1996). Sensory memory holds information associated with senses such as visual and auditory for a short period of time (in seconds) before the information is processed further. Then short-term memory functions or working memory further processes the carried information and with regular rehearsal, it is ready for long-term storage or for a response. Lastly, the information in
humans' long-term memory is permanent and capable of retaining information in numerous ways. Moreover, another study had brought the flowchart and added certain steps that must be performed for the information to be remembered in human's memory: attention, rehearsal, chunking, encoding and retrieval (Driscoll, 1994) as shown in Figure 1.

When an information, or sensory input is shown and reaches the sensory memory, one must pay attention or have content of awareness for the information to be processed to the short-term memory (Cowan, 1993; Deco \& Rolls, 2005; Wang, et al., 2018). Then in order for the information to remain in the short-term memory for some designated period of time, maintenance rehearsal which refers to the repetition of information must be performed (Gathercole \& Hitch, 1993; Tallon-Baudry, et al., 2001; Jing, et al., 2019). However, maintenance rehearsal is not sufficient for intricate or meaningful information to reach long-term memory. This can be accomplished through elaborative rehearsal, which is also known as encoding. (Phaf\&Wolters, 1993; Todd \&Marois, 2004; Mitchell \& Hill, 2019). After the informationis encoded into long-term memory, the process of retrieval is required to utilize learned information to either apply it to grasp new knowledge or make a response (Anderson, et al., 1994; Pignatelli, 2019). To be precise, two main types of retrieval were mentioned by Hintzman\& Curran (1994) and Caruso, et al., (2020): recall is when the information that is retrieved do not have any strategies to help remembering, and recognition is when the information that is attached to stimuli such a hint or choice that was previously provided. Furthermore, in some occasions, the information can be forgotten in the human memory system. In shortterm memory, forgetting could occur from decay that could occur mere seconds after being informed, whereas in long-term memory forgetting could occur from failure of retrieval and minimal usage of the information over a long period of time. (Barrouillet, 2013).


Figure 1 - Multi-store Model according to CIP Theory

Regarding this flowchart, a number of research studies adopt it as a model to enhance student's education, for example in elements of a science of e-learning (Mayer, 2003) and the effect of using PQ4R (Preview, Question, Read, Reflect, Recite, Review) strategy on EFL Students' Reading Comprehension Achievement (Martina, 2018)
Focusing on short-term memory, it is primarily differentiated from long-term memory by James (1890) who state that they are qualitatively different and is later confirmed by Hebb (1949). However, while numerous studies reveal that patients with parietal and temporal lobe damage have impaired short-term memory but normal long-term memory (Shallice \& Warrington, 1970) which was the opposite to those with medial temporal lobe damage (Baddeley \& Warrington, 1970), a metanalysis that compares regions during verbal longterm memory and short-term memory tasks indicate a significant overlap in neural activation (Cabeza \& Nyberg, 2000). Thus, one explanation that could exemplify the ambiguity if this fact is that certain neuroimaging tasks of short-term memory often uses longer retention intervals (Buffalo, et al., 1998). In spite of this confusion between the two memory storages, one study reports that the medial temporal lobe is uniquely activated for only long-term memory (Talmi, et al., 2005).

Moreover, a later study points out that short-term memory and long-term memory differ in theirduration and capacity. It is believed that an item that is told in the same time interval with others is found to be more difficult to recall because it shares their temporal cues to retrieval (Cowan, 2008). Thus, when the list of subjects is told, short-term memory would most likely remember the most distinct temporally. Also, Darwin \& Crowder, (1972) and Vogel \& Luck (2006) also report in the same
way that the limit of the focus of attention for numbers of items in each chunk is between three and four items.

From then on, there are various studies attempting to explain the mechanism of short-term memory but Baddeley \& Hitch (1974)'s working memory model is found to be the best depiction. The model contains four main components: central executive, visuospatial sketchpad, episodic buffer and verbal buffer, which are all separated from long-term memory. A central executive is responsible for organizing the interplay between the aforementioned buffers and the long-term memory and is activated when the information is being processed (Baddeley, et al., 1986). A visuospatial sketchpad is designed to store visual information that can be further simplified into object and spatial stores (Smith, et al., 1995). An episodic buffer draws on the other buffers and short-term memory has been added to account for the control of multimodal information (Baddeley, 2000). Finally, a verbal buffer or phonological loop is assumed to hold information that can be rehearsed verbally including letters, digits (Repovš\&Baddeley, 2006). With these four components, there are many researchers studying more about working memory, and most of them include citations to Alan Baddeley (Jonides, et al., 2008)

One of the main topics that is found to adopt the findings of short-term memory is associated with verbal buffers (Shallice\&Papagno, 2019). Since then, a portion research in the field of neuropsychology are focused on letters and numbers memory mechanism, for example, Down syndrome memory deficit (Jarrold\&Baddeley, 2001), language processing (Baddeley, 2003), childhood vocabulary and number skills (Gathercole, et al., 2005), reading, writing, mathematics, speaking and listening, and personal and social development (Alloway, et al., 2005), vocabulary development in children (Majerus, et
al., 2006), and lexical learning in bilingual adults (Majerus, et al., 2008). Although Miller's (1956) theoretical review of a "magical number seven, plus or minus two" is probably the most seminal paper in the literature for investigations of limits in short-term memory storage capacity, human's memorization process remains ambiguous. The explanation behind how letters and numbers work in short term memory is initiated by Sperling (1960) in which the same strand of research has also been done by others (Kroll, et al., 1970; Garavan, 1998; Parrila, et al., 2004; McElree, 2006).

Sperling'sexperiment was conducted by visually presented arrays of characters for a 50 -second period and was followed by a blank screen. Then the results which were the array the subjects were required to be recalled in a written form. Moreover, it was suspected that subjects could not attend to so many items in such a brief time but used the sensory memory outlasted the brief stimulus array, and that items could be recalled to the extent that the information could be extracted from that preattentive store. Sperling's results reveal that when the cue occurs very shortly after the array, most or all of the items could be recalled, but that diminishes as the cue delay increases. Although his terminology or "sensory memory" is not exactly accurate, it is moving towards the precise explanation (Phillips, 2001). In fact, it is compatible with the role of short-term memory as when information in letters and numbers is activated, it merely remains activated automatically for a short period of time or about 2-30 seconds (Cowan, 1984).

After that decaying from activation unless it is reactivated during that period through additional, related stimulus presentations or thought processes which is in the form of the phonological buffer or the visuospatial sketch pad (Baddeley, et al., 1998).In a longer period of time, as mentioned earlier rehearsal is compulsory for the information to be implanted in one's short-term memory (Wilding, 2001). Rehearsal is the process of thinking of an item over and over and thereby keeps it accessible to the focus of attention (Cowell, 2001). For instance, in a number memory test, participants might rehearse a sequence such as " $1,9,3,8,6$ " while using the focus of attention to accomplish other portions of the task (McElree\&Dosher, 2001), that could be articulated in about 2 seconds (Murray, 2001). Interestingly, a previous research from Guttentag's (1984) memory tests suggested that as children mature, they would be able to rehearse certain information with less attention while performing continuous tasks.

Other than relying entirely on humans' memory to remember letters and numbers, a strategy called "chunking" which is a process of grouping the presented information to effectively compress the context (Schneider, et al., 2001) is considered one of the bestknown methods of increasing the amount of information stored in memory (Lane, et al., 2001). Chunking can occur in two different ways: either through strategic reorganization based on familiarity or prior knowledge (often used in letters and numbers), or through grouping based on perceptual characteristics (often used in visuals) (Gobet, 2005). Miller (1956) is also the person who first points out that information can be categorized in meaningful units, namely chunks, which can increase the amount of recalled information and immediate memory span. However, at that period of time, it was still ambiguous on how chunks accurately reflected the internal cognitive processes (Gilchrist \& Cowan, 2011). As a result, many researchers attempt to enhance the validity of chunking, for instance Tulving\&Patkau (1962) who commented that it would be not accurate for researchers to compare information that was classified into chucks that used to be bounded together with ones that were primarily unrelated. Thus, it was later agreed that items recalled from the same presented unit must be grouped together as one chuck (Chen \& Cowan, 2019). In addition, each chunk must be limited to an appropriate number of items in order to maintain its effectiveness. Otherwise, it would be similar to simply not undergoing chunking as most people were likely to remember the information at the beginning and at the end (Lorenz \& Tizón-Couto, 2019). In the upcoming future, behavioral and neuropsychological, and modeling methods must be integrated to further improve methods of chunking in order to maximize human's memorizing potential (Gilchrist. 2015).
Therefore, it is perceptible that although extensive numbers of researches are trying to portray the full picture of the human memory system, the experiments and explanations about chunking patterns and the comparison between the effectiveness the human's memory to memorize letters, numbers and a combination of these two aforementioned types are still limited. Hence, this research will be focusing on comparing the effectiveness of working memory when retrieving different forms of information, the effectiveness of working memory when retrieving information in different "chucking" methods, and the optimal way to split three chucks of information.

## Methodology

## 1. Data Collection

As this research focused on studying human's short-term memory through an evaluation of letters and numbers, it was divided into three main parts: Letters (10 randomly selected distinct alphabets ranging from A - Z), Numbers (10 randomly selected distinct one-digit numbers ranging from 0-9), and Combined (5 randomly selected distinct alphabets and numbers arranged alternatively starting from a letter). The alternation between letters and numbers was regarded as the "Trail Making Test" (TMT) that was initiated by Parington \& Lieter (1949). This method was commonly used in the field of neuropsychology, including to evaluate whether the complexity of Arabic orthography increases its perceptual load, thus slowing word identification (Ibrahim \& Aharon-Peretz, 2002) and to confirm the test-retest reliability and validity of the National Center for Geriatrics and Gerontology functional assessment tool (NCGG-FAT) for community-dwelling older adults (Makizako, et al., 2013)

Moreover, each part required five trails which all undergo different chunking methods: One-Chunk (all alphabets and digits were told continually without any spacing), Two-Chunk(5 alphabets and digits were told with a spacing, followed by the other 5), Three-Chunkwhich consisted of three ways: a) 4+3+3 (4 alphabets and digits were told with a spacing, followed by another 3 with a spacing, and then the last 3 ), b) $3+4+3$ ( 3 alphabets and digits were told with a spacing, followed by another 4 with a spacing, and then the last 3 ), and c) $3+3+4$ ( 3 alphabets and digits were told with a spacing, followed by another 3 with a spacing, and then the last 4). As mentioned earlier, the rationale behind the chunking these 10 letters and numbers was from Cowan (2001), Gobet \& Clarkson (2004), and Mathy \& Feldman (2012) who all reported in the same direction that the number of chunks that could effectively be stored in short-term memory should be limited to four or fewer items. Hence, the experiments were only divided up to three chunks.
Due to the current COVID-19 pandemic, the method of conducting experiments was designed to be entirely online. An evaluation form was created in .pdf form and was sent to each participant before undergoing the experiments in order for them to open the file and edit it on their iPad. All of the experiments were conducted individually through a video call on a laptop to guarantee that they were strictly following instructions. In addition, a short demo recording of letters and numbers was played
to the participants to ensure a stable internet connection and clear audio quality. Furthermore, all of the 15 recordings ( 5 each for Letters part, Numbers part and Combined part) were played through an iPad and each participant was required to listen to one whole recording before attempting to write their answers. Every recording was merely played once and the pattern of the experiments was identical for every participant, starting from the Letters part, Numbers part and lastly combined part. Also, the participants were required to use their headphones and mute their microphones while each of the recordings was played to avoid any sound echoing. The answers in letters are told to be written to upper cases to avoid confusion between certain letters and numbers. After the experiments were finished, each participant would send their answers back to the researcher's iPad to be checked manually. Lastly, another revision of checking was performed before entering the results into categorized tables in Microsoft Excel to perform statistical analysis.
2. Research Tools

## a. Evaluation Form

The evaluation form was a one-page .pdf that was divided into three main parts: Letters, Numbers, and Combined. Thus, it consisted of 15 rows, each of them had 10 blocks. A warning was performed to all participants about writing the results down in the correct block or otherwise it would be marked wrong. It was advised to simply write a hyphen in the blocks that contain no answer to avoid confusion and facilitate the researcher when checking them.(See Appendix A)

## b. Letters and Numbers in Experiments

The letters and numbers in the experiments were brought from an online generator to minimize any human bias in arranging sequences of them. Then, they were revised to eliminate any group of letters and/or numbers that possess actual meaning or were abbreviations of something that might help the participants to memorize easier.

## 3. Data Analysis

After the results of 50 participants were collected, they were brought to perform T-tests using IBM SPSS Statistics 24 to find whether each value was significantly different to one another or not. The data were analyzed in three different ways to match the three research objectives; 1) compared the average number of correct
answers between the Letters part, Numbers part, and Combined part, 2) compared the average number of correct answers from each chunking method within each part, 3) compared the average number of correct answers between Three-Chunk chunking methods of every part.

The table below is the mean of the correct answers in every trails of the Letters part, Numbers part, and Combined part from all 50 participants.
Table 1 Mean of correct answers in the Letters part, Numbers part, and Combined part ( $\mathrm{N}=50$ )

Results

|  |  |  |
| :--- | ---: | ---: |
|  | Mean |  |
|  | Std. Deviation |  |
| Letter_OneChunk | 5.02 | 2.236 |
| Letter_TwoChunks | 5.82 | 2.447 |
| Letter_4_3_3 | 6.08 | 1.988 |
| Letter_3_4_3 | 5.80 | 2.020 |
| Letter_3_3_4 | 6.52 | 2.188 |
| Number_OneChunk | 5.66 | 2.496 |
| Number_TwoChunks | 5.64 | 2.414 |
| Number_4_3_3 | 6.74 | 2.311 |
| Number_3_4_3 | 6.14 | 2.424 |
| Number_3_3_4 | 6.72 | 2.277 |
| Combined_OneChunk | 5.12 | 1.976 |
| Combined_TwoChunks | 6.04 | 1.884 |
| Combined_4_3_3 |  |  |
| Combined_3_4_3 | 5.10 | 2.297 |
| Combined_3_3_4 | 5.62 | 2.230 |
| Valid N (listwise) | 5.58 | 2.041 |

As the research objectives and the data analysis contained three main parts, the results also were divided into three parts as followed which show mean comparisons at the significance level of $95 \%$.

1. Effectiveness of working memory when retrieving different forms of information

By comparing the average number of correct answers between the Letters part, Numbers part, and Combined parts and bringing them to perform T-tests, it was evident that the number of correct answers of the Numbers part was significantly different from that of the Combined part as shown in Table 2.

Table 2T-test of the average number of correct answers between each experiment $(\mathrm{N}=50)$

## Paired Samples Test

|  | Paired Differences |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std. <br> Deviatio <br> n | Std. <br> Error <br> Mean | 95\% Co <br> Interva <br> Diffe <br> Lower | fidence <br> of the nce Upper | t | df | Sig. (2- <br> tailed) |
| Pair 1 Letter_AverageNumber_Averag e | -. 3320 | 1.2990 | . 1837 | -. 7012 | . 0372 | 1.807 | 49 | . 077 |


| Pair 2 | Letter_AverageCombined_Aver age | . 3560 | 1.0477 | . 1482 | . 0583 | . 6537 | 2.403 | 49 | . 020 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pair 3 | Number_Averag eCombined_Aver age | . 6880 | 1.3292 | . 1880 | . 3102 | 1.0658 | 3.660 | 49 | . 001 |

2. Effectiveness of working memory when retrieving information in different "chucking" methods
When comparing the average number of correct answers from each chunking method within each part, the three Three-Chunk chunking methods trails (4-3-3, 3-4-3, 3-34) were brought to find the mean and compared with One-Chunk and Two-Chunk chunking methods. These results were divided into three main categories: a. Letters part, b. Numbers part, and c. Combined Part.

## a. Letters part

After performing T-test, the results revealed that the number of correct answers of the Two-Chunk and ThreeChunk chunking methods weresignificantly different from that of the One-Chunk chunking method as shown in Table 3.

Table 3T-test of the average number of correct answers in Letters part ( $\mathrm{N}=50$ )

## Paired Samples Test



## b. Numbers part

For the Numbers part, the results revealed that the number of correct answers of the Three-Chunk chunking methods was significantly different from that of the One-Chunk and Two-Chunk chunking methods as shown in Table 4.
Table 4T-test of the average number of correct answers in Numbers part ( $\mathrm{N}=50$ )

## Paired Samples Test



| $\begin{aligned} & \text { Pair } \\ & 1 \end{aligned}$ | Number_OneChu nk- <br> Number_TwoChu nks | . 020 | 2.766 | . 391 | -. 766 | . 806 | . 051 | 49 | . 959 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Pair } \\ & 2 \end{aligned}$ | Number_OneChu nk- <br> Number_ThreeCh unks | -. 8733 | 2.5740 | . 3640 | -1.6048 | -. 1418 | -2.399 | 49 | . 020 |
| $\begin{aligned} & \hline \text { Pair } \\ & 3 \\ & \hline \end{aligned}$ | Number_TwoChu nks- <br> Number_ThreeCh unks | -. 8933 | 2.3000 | . 3253 | -1.5470 | -. 2397 | -2.746 | 49 | . 008 |

## c. Combined part

For the Combined part, the results revealed that the number of correct answers of the Two-Chunk chunking method was significantly different from that of the One-Chunk and Three-Chunk chunking methods as shown in Table 5.
Table 5T-test of the average number of correct answers in Combined part ( $\mathrm{N}=50$ )

## Paired Samples Test



## 3. Effectiveness of working memory when encountering Three-Chunkchunking methods

Focusing only on the Three-Chunk chunking methods in each experiment, the number of correct answers in the ThreeChunk chunking methods ofthe Letters part and Numbers part were significantly different from that of Combined part as shown in Table 6.
Table 6T-test of the average number of correct answers of all Three-Chunk chunking methods ( $\mathrm{N}=50$ )

## Paired Samples Test

Paired Differences

Std.
Mean Deviation
Std. Error
Mean

95\% Confidence Interval of the Difference
Lower Upper
Sig. (2tailed)

| $\begin{aligned} & \hline \text { Pair } \\ & 1 \end{aligned}$ | Letter_ThreeChunks Number_ThreeChun ks | -. 4000 | 1.4708 | . 2080 | -. 8180 | . 0180 | -1.923 | 49 | . 060 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pair | Letter_ThreeChunks <br> Combined_ThreeCh unks | . 7000 | 1.4789 | . 2091 | . 2797 | 1.1203 | 3.347 | 49 | . 002 |
| $\begin{aligned} & \text { Pair } \\ & 3 \end{aligned}$ | Number_ThreeChun ks- <br> Combined_ThreeCh unks | 1.1000 | 1.6960 | . 2399 | . 6180 | 1.5820 | 4.586 | 49 | . 000 |

## Discussion

From this research, it was found that for the information to be accessible into the short-term memory, it must be distinctive and simple in which reassured Cowan's (2008) results. Moreover, by comparing the effectiveness of different forms of information including letters, numbers, and the combination of the aforementioned types, single type of information was found to be easier to recall than the combined types as shown in Table 2. Furthermore, the chunking method, particularly dividing the information into two or three chunks was found to facilitate human memorization. To be more precise, when a single type of information was shown, grouping the information into three chunks was more effective to enhance memorization than providing it in merely one chunk as shown in Table 3 and 4. In a similar fashion, when a combined type of information was shown, grouping the information into two chunks was more effective to enhance memorization than providing it in merely one chunk as shown in Table 5. These results were found to support the claim of Darwin \& Crowder, (1972) and Vogel \& Luck (2006) that the optimal number of items in each chunk to maximize memorization was between three to four.

By applying this result into marketing perspectives, it can be used as a theoretical explanation of how advertisements often use two or three adjectives or components in their slogans and advertisements. The rationale underlying it is that in order to make people remember their product, they utilize the effectiveness of chunking by choosing two or three simple and catchy phrases or words that represented their brand to provoke short-term memory that would result in the brand information eventually being processed into people's long-term memory. An example would be how slogans of famous brands such as Airbnb's "Belong Anywhere"
(Gallagher, 2017), Mc Donald's, "I'm Lovin' It", (Xia, 2020) and KFC's "It's finger-lickin' good", (Husna, et al., 2020), which all had three-word slogans are considered to be three of the most popular and iconic global brands in the industry. Thus, we have coined the term "Three-Chunk effect" to explain the characteristics of how people prioritize and utilize "three things" to strive in various fields of business. In fact, it is advised for people to use these techniques when creating their new platform and wanting other people to acknowledge their brand insights.
Additionally, the results indicate that more learning techniques should be implemented to build these cognitive skills for learners. Various instructional approaches are believed to help students develop chunking skills by themselves such as tree-thinking, computational thinking and binary thinking. Despite the fact that tree thinking is a crucial ability for scientists that could enhance in biology and another general public, it is still not being used enough in education (Novick\&Catley, 2018) Recent researchers argue that by adopting the tree thinking method to help learners learn biology more effectively, their memorization outcomes substantially increase. (Mutiara, et al., 2020; Julaeha, et al., 2020). Moreover, the significance of computational thinking education in the twenty-first century must not be overlooked, as digital computing technologies had emerged into practically all human activities (Threekunprapam\&Yasri, 2020a). In fact, the method has gradually been adopted to improve students' understanding of certain topics (Yadav, et al., 2017). To be more precise, many regions of the world put great attempt to implement this method into students' course including in the United States, Europe, and Asia (Threekunprapam\&Yasri, 2020b). In addition, while binary thinking is mainly used in computer mechanisms (Gatenby, 2017), this tradition of binary thinking is also
considered a foundation for the numerous forms of structuralism including education (Chalmeau, et al., 2019). Thus, regarding the result of this study, teachers are advised to use the strategy to facilitate students' understanding, hence, improving their ability to memorize new knowledge.
Of course, the intention of this suggestion is not for promoting memorization as an effective mode of learning. It is fully acknowledged that this is rather a lower-ordered thinking skill. However, it is undeniable that our daily life activities involve a certain degree of memorization, and this is the area that we would like to encourage instructors to adopt. Once students can be more effective in memorizing information, this would ease their learning skills in other advanced aspects such as understanding and application of content knowledge.
Furthermore, researchers interested in this strand of research in cognitive psychology may wish to extend the current study to explore the effect of other chunking methods such as 4 chunks or more. This can help advance our current understanding towards the maximum number of chunks that learners can retain within a short period of time. In addition, this study only focuses on single type of textual information, either alphabets or numbers. It is also interesting to see in what ways learners' cognitive capacity would differ if the information is more complicated such as the combination of alphabets and numbers. Lastly, in the future, it would be interesting to conduct further experiments about grouping information into four different chunks for the Letters part, Numbers part and Combined part and compare the results with this research. This is due to the fact that in these experiments, there was a limitation in the quantity of digits $(0-9)$ that could not be divided exactly into four chunks. Hence, by chunking the information more frequently, it would to lead to a depiction of the limitation of number of chunks that could still yield effective results in memorization. Another recommendation would be about studying more about the "Syllable effect". Although every digit has an assigned value, the syllable of pronouncing each word is found to be unequal as seen from the number " 7 " that contains two syllables while the others contain only one. In a similar fashion, this is also the case for the letter "W" that contains three syllables while the others contain only one. Therefore, with a closer scrutinization on this fact, one might be able to relate the neurological difference between remembering digits or letter that have more syllables, thus, more information to remember and the other ordinary ones. In addition, it would be beneficial to find a precise explanation of the chunking method that is
dependent in the syllables of words instead of the digits' value or alphabets' type which will eventually enhance the effectiveness of chunking as a whole. Also, by researching more, one might be able to provide a theoretical explanation of how native speakers tend to use abbreviations and slangs in their own language as it might have a connection with how short-term memory are able to work smarter by remembering more subjects in shorter syllables.

## Conclusion

It was evident that for the information to reach the shortterm memory, the information must be unique and straightforward. Moreover, two main findings were found in this study. First, by comparing different types of information, people found single type of information to be easier to recall than the combined types. Second, chunking the information into two and three chunks were found to help people memorize information. If a singe type of information was presented, grouping them into three chunks were found to be more practical than providingall of the information together. Similarly, if it was a combination of the aforementioned types, it was advised to separate them into two chunks. The result could be implemented in marketing perspectives to exemplify the rationale behindchoosing merely two or threewords to define brands. It could also be implicated in education to depict how chunking methods maximize students' learning potentials.
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\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{\multirow[b]{2}{*}{Experiments}} \& \multicolumn{10}{|c|}{Digits} <br>
\hline \& \& \& 1 \& 2 \& 3 \& 4 \& 5 \& 6 \& 7 \& 8 \& 9 \& 10 <br>
\hline \multirow{10}{*}{Letters

Numbers} \& \multicolumn{2}{|l|}{\multirow[t]{2}{*}{| One-Chunk (10) |
| :--- |
| Two-Chunk (5-5) |}} \& 3 \& 7 \& 9 \& 6 \& 8 \& 2 \& 5 \& 4 \& 1 \& 0 <br>

\hline \& \& \& 8 \& 5 \& 7 \& 3 \& 1 \& 4 \& 6 \& 2 \& 0 \& 9 <br>
\hline \& \& 4-3-3 \& 2 \& 6 \& 9 \& 5 \& 8 \& 0 \& 4 \& 7 \& 1 \& 3 <br>
\hline \& Three-Chunk \& 3-4-3 \& 9 \& 6 \& 2 \& 1 \& 4 \& 7 \& 5 \& 3 \& 0 \& 8 <br>
\hline \& \& 3-3-4 \& 5 \& 1 \& 8 \& 4 \& 7 \& 9 \& 0 \& 2 \& 6 \& 3 <br>
\hline \& One-Chunk \& \& G \& H \& S \& A \& C \& L \& B \& O \& Q \& D <br>
\hline \& Two-Chunk \& \& H \& M \& A \& L \& C \& Q \& J \& W \& F \& X <br>
\hline \& \& 4-3-3 \& I \& M \& G \& Y \& J \& V \& C \& L \& S \& A <br>
\hline \& Three-Chunk \& 3-4-3 \& P \& L \& G \& O \& D \& H \& V \& U \& B \& I <br>
\hline \& \& 3-3-4 \& B \& Y \& I \& V \& W \& C \& H \& D \& K \& M <br>
\hline \multirow{5}{*}{Combined} \& One-Chunk \& \& B \& 6 \& N \& 3 \& L \& 7 \& J \& 1 \& D \& 8 <br>
\hline \& Two-Chunk \& \& C \& 9 \& M \& 2 \& A \& 5 \& K \& 3 \& I \& 7 <br>
\hline \& \& 4-3-3 \& Y \& 4 \& I \& 9 \& 0 \& 3 \& G \& 5 \& P \& 1 <br>
\hline \& Three-Chunk \& 3-4-3 \& N \& 7 \& T \& 2 \& B \& 9 \& S \& 1 \& X \& 6 <br>
\hline \& \& 3-3-4 \& U \& 2 \& H \& 4 \& S \& 1 \& Q \& 8 \& W \& 0 <br>
\hline
\end{tabular}

## Appendix A: Evaluation Form Key

