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#### Abstract

Summary. We consider the scintillation properties of compact radio sources for a spectrum of interstellar electron density fluctuations which is a power law over a finite range of spatial frequencies. In particular, if the power law is truncated at an inner scale intermediate between the diffractive scale and the refractive scale, we find that there is additional power in the spectrum of the intensity variations at these scales. This power is associated with strong focusing events, or caustics. These events are best described as simple diffraction catastrophes, which are classified and analysed on the basis of geometrical and wave optics, taking account of the strong dispersion of the ISM scattering, which introduces important frequency dependencies. It is shown that such caustics can enhance the flux modulation and may produce patterns in dynamic spectra similar to those observed. Caustics are best observed by monitoring pulsar fluxes through a range of frequencies and specific observations are suggested which should either detect their effects or delimit their importance. We conclude that caustic effects are only likely to dominate the flux variations when the inner scale is $\sim 10$ per cent of the refractive scale. For somewhat larger inner scales individual caustics could be resolved. Whether such conditions obtain in the ISM is still uncertain; if they do not, a power-spectrum description may not be adequate and focusing events from single scatterers (i.e. rare high-density clouds instead of an incoherent superposition of small-amplitude density fluctuations along the line-of-sight) may dominate the refractive variations.


## 1 Introduction

While the possibility of a slow component of the flux scintillation of radio pulsars by the interstellar medium (ISM) has been discussed for some time (e.g. Salpeter 1967; Lovelace 1970; Shishov 1974; Shapirovskaya 1978; Sieber 1982), more recent work (Rickett, Coles \& Bourgois

1984; Blandford \& Narayan 1985, hereafter BN) has emphasized the importance of such refractive (i.e. geometrical optics) fluctuations and shown that they may account for the low-frequency variability of pulsars and extragalactic radio sources. In these studies the spectrum of electron density fluctuations in the ISM giving rise to the scintillations has been most frequently characterized as an extended power law in spatial wavenumber, $Q(q) \sim q^{-\beta}$ where $\beta$ is close to the 'Kolmogorov' value, $\beta=11 / 3$ Rickett (1977). It has been shown (BN; Romani, Narayan \& Blandford 1986, hereafter RNB) that refractive scintillation should cause a number of observables other than the flux to fluctuate, as well, and that here should be correlations among these fluctuations. Comparison of the variations computed for a $\beta=11 / 3$ spectrum with the observations has, however, met with several difficulties: (i) the observed fluctuations (i.e. modulation indices) exceed those computed for the assumed spectrum of density perturbations, (ii) strongly non-Gaussian 'spikes', inconsistent with the simple theory, are sometimes seen in long-term studies of pulsar flux (e.g. Cole, Hesse \& Page 1970; Helfand, Fowler \& Kuhlman 1977), (iii) quasi-periodic bands are sometimes observed in the 'dynamic scintillation spectra' (i.e. contour plots of flux density in the frequency-time plane) of many pulsars (e.g. Roberts \& Ables 1982; Cordes, Pidwerbetsky \& Lovelace 1987), again not explained by the standard theory.

These three observations argue for increased power in the low-frequency refractive fluctuations relative to the normal 'diffractive' scintillation. There are three ways in which the spectrum of electron density perturbations could be modified to achieve this: (i) the power law index of the density perturbations could be increased to $\beta \geqslant 4$, (ii) the power spectrum could be truncated at an inner scale, (iii) an extra component may be added to the perturbation spectrum at low frequencies. The first approach has been suggested by Roberts \& Ables (1982) and Hewish, Wolszczan \& Graham (1985) based on observations of dynamic scintillation spectra. BN, Goodman \& Narayan (1985; henceforth GN) and RNB have calculated fluctuations based on $\beta>4$ spectra, finding that the modulation indices etc. do increase although some difficulties remain in interpreting the observations. Truncation of the power spectrum has been considered by Coles et al. (1987) and is the subject of further investigation in this work. We find that, in addition to the enhancement of the refractive low-frequency fluctuations discussed by these authors, there should be an additional contribution to the flux modulation from intermediate scales in the form of strong focusing events or caustics. The third approach, superposition of extra fluctuation power at a preferred scale has been advocated by Cordes \& Wolszczan (1986). Although this third possibility generates clear predictions in terms of preferred time-scales for variability and organization of dynamic spectra, we do not discuss it in detail. However, we note that this extra fluctuation power may be characterized by a random modulation at large scales or, as a more radical alternative, the distributed line-of-sight scattering may be dominated by single large fluctuations (Romani, Blandford \& Cordes 1987). In either case, strong focusing can arise from scattering on these large scales and many of our qualitative results are applicable to the resulting modulations.

In Section 2 we compute the autocorrelation function of flux variations for a power law spectrum of phase fluctuations with an inner scale and show that there is excess power on intermediate scales. We identify conditions under which this contribution to the flux variations is dominant. In Section 3, we review the general appearance of simple diffraction catastrophes (i.e. caustics) under conditions appropriate to interstellar scintillation and show that they are the cause of the new component in the intensity spectrum in the presence of an inner scale. In Section 4 we apply our results to the case of radio scintillation in the interstellar medium. We describe the variation of the diffraction catastrophes as a function of observation frequency and discuss strategies for the detection of individual caustics. In Section 5 the predictions of the caustic picture for the appearance of dynamic scintillation spectra are described and compared with other scenarios. We conclude in Section 6 by suggesting specific observational tests which could help us to gauge the importance of caustic events.

## 2 Flux variations due to power law phase fluctuations with an inner scale

In this section we present a formal treatment of the power spectrum of flux variations arising from a power law spectrum of phase fluctuations with an inner scale cut-off. We find that the cut-off introduces extra power at scales between those normally associated with diffraction and refraction. We show in Section 3.3 that this power is due to the effect of caustics. For readers wishing to avoid technical complications, the principal results are displayed in Figs 2 and 3.

## 2.1 the thin screen

To simplify the analysis, we adopt the thin-screen model throughout this paper, i.e. we replace the electron-density fluctuations of the interstellar medium by a thin scattering layer ('screen') at distances $z_{\text {os }}$ and $z_{\text {sp }}$ respectively from the observer's plane and from the pulsar (Fig. 1). We use the notations $\mathbf{R}=(X, Y)$ and $\mathbf{r}=(x, y)$ for positions in the observer's plane and in the thin screen,


Figure 1. Scattering geometry. The scattering medium is idealized as a thin screen at a distance $z_{05}$, with the source at distance $z_{\mathrm{ps}}$ beyond the screen. The transverse coordinates on the observer plane and scattering screen are denoted $(X, Y)$ and $(x, y)$, respectively, with the coordinate origin taken to be the screen intersection with the optical axis PSO.
respectively, and take the origins for these two coordinate systems at the intersections with the optical axis $O S P$. To make matters even simpler, we replace the spherical wavefront emanating from the pulsar and impinging on the far side of the screen by a plane wave of the same flux, thus in effect letting $z_{\mathrm{sp}} \rightarrow \infty$. In order to preserve the pattern of fluxes on the observer's plane, we change the distance between the screen and the observer to
$z^{\prime} \equiv\left(\frac{1}{z_{\mathrm{os}}}+\frac{1}{z_{s p}}\right)^{-1}$,
and use the rescaled coordinates
$\mathbf{R}^{\prime} \equiv\left(\frac{z_{\mathrm{sp}}}{z_{\mathrm{os}}+z_{\mathrm{sp}}}\right) \mathbf{R}$
in the observer's plane. These scalings ensure that the variation of path length with $\mathbf{r}, \mathbf{R}$ is preserved. Henceforth we drop the primes. We further assume that $r<z z$ and $R \ll z$ (the 'paraxial approximation'), which is reasonable since the scattering angles in our problem are measured in mas, at most.

The advantage of the thin-screen model is that it permits us to describe a particular ray path between the pulsar and the observer by $\mathbf{r}$ and $\mathbf{R}$ alone (for a given $z$ ), whereas with an extended scattering medium an infinite number of parameters would be required. Predictions of the thin-, screen and extended-medium models have been compared by Tatarskii \& Zavorotnyi (1980). In general the agreement between the two models is very good (but see RNB; Frehlich 1986). In particular, Coles et al. have evaluated an approximate computation of the refractive fluctuations due to an extended scattering medium with an inner-scale cut-off and find an effect comparable to the thin-screen case. It should be noted that, in so far as the extended medium is assumed to be statistically homogeneous, it is as much an idealization as the thin-screen model. Indeed, the thinscreen model is to be preferred when the scattering is dominated by a relatively small segment of the line-of-sight, e.g. an $\mathrm{H}_{\text {II }}$ region.

## 2.2 the diffraction integral

If we ignore the very small depolarizing effects of the scattering, then the electric field on the observer's plane can be represented by a scalar $\psi(\mathbf{R})$ whose absolute square is proportional to the flux $F(R)$, i.e.

$$
\begin{equation*}
F(\mathbf{R})=F_{0}|\psi(\mathbf{R})|^{2} \tag{2.2.1}
\end{equation*}
$$

where $F_{0} \propto\left(z_{\mathrm{os}}+z_{\mathrm{sp}}\right)^{-2}$ is the average flux. If the flux is measured in a very narrow band centred on wavelength $\lambda \equiv 2 \pi / k$, and the Fresnel scale $r_{\mathrm{F}}$ is defined by
$r_{\mathrm{F}}=\sqrt{z / k}$
then, in the thin-screen model described above,
$\psi(\mathbf{R})=\int \frac{d^{2} \mathbf{r}}{2 \pi r_{\mathrm{F}}^{2}} \exp [i \zeta(\mathbf{r}, \mathbf{R})]$,
where

$$
\begin{equation*}
\zeta(\mathbf{r}, \mathbf{R})=\phi(\mathbf{r})+\frac{\left(\mathbf{r}^{2}-2 \mathbf{r} \cdot \mathbf{R}\right)}{2 r_{\mathrm{F}}^{2}} \tag{2.2.4}
\end{equation*}
$$

is the total phase along the path that passes through $\mathbf{r}$ and $\mathbf{R}$, apart from an irrelevant term that depends on $\mathbf{R}$ only. The quantity $\phi(r)$ is the excess phase at $\mathbf{r}$ introduced by the scattering material, while the second term is a geometrical contribution due to path-length variations.

## 2.3 phase statistics

We are interested in evaluating certain moments of $\psi$. We regard the excess phase $\phi(\mathbf{r})$ to be a random function of $\mathbf{r}$, and we assume that it has zero mean, which is allowed since the mean can be subtracted from $\zeta$ without affecting the flux. Because the relation between $\psi$ and $\phi$ is non-linear, the problem is tractable only if we make the usual assumption that $\phi$ is a stationary Gaussian process with correlation function
$C(\mathbf{r}) \equiv\left\langle\phi\left(\mathbf{r}^{\prime}+\mathbf{r}\right) \phi\left(\mathbf{r}^{\prime}\right)\right\rangle$.
Since the electron column density must be positive, the Gaussian approximation requires at the very least that the fluctuations in column density be small compared to the mean. In relating our thin-screen results to the extended medium, $C(\mathbf{r})$ should be interpreted as the mean-square difference in integrated phase along two parallel lines-of-sight with linear separation $\mathbf{r}$ and common length $z$.
$C(\mathbf{r})$ is uniquely determined by its Fourier transform $k^{-2} Q(q)$, the power spectrum of $\phi$ :

$$
\begin{align*}
Q(q) & =k^{2} \int d^{2} \mathbf{r} \exp (i \mathbf{q} \cdot \mathbf{r}) C(\mathbf{r}) \\
& =k^{2}\left\langle\widetilde{\phi}(\mathbf{q}) \widetilde{\phi}^{*}(\mathbf{q})\right\rangle / A \tag{2.3.2}
\end{align*}
$$

where $\widetilde{\phi}(\mathbf{q})$ is the Fourier transform of $\phi(x, y)$, calculated over an area $A$ on the screen. The extra factor of $k^{2}$ in the definition makes $Q$ dimensionless. For simplicity we assume that the scattering is isotropic, so that $C$ and $Q$ depend only on $r \equiv|\mathbf{r}|$ and $q \equiv|\mathbf{q}|$, respectively. We can interpret $q^{2} Q(q) / k^{2}$ as the mean-square amplitude of the phase fluctuations on the scale $r=2 \pi / q$.

We are particularly interested in spectra that are well approximated by power laws in some range:
$Q(q)=Q_{0} q^{-\beta}, \quad 2 \pi / r_{\text {out }} \equiv q_{\text {out }}<q<q_{\mathrm{c}} \equiv 2 \pi / r_{\mathrm{c}}$.
We assume that $Q$ is negligibly small outside the range, $q_{\text {out }}<q<q_{c}$. Thus, the largest scales in the medium are $\sim r_{\text {out }}$, the 'outer' scale, and the smallest scales are $\sim r_{\mathrm{c}}$, the 'cut-off' or 'inner' scale.

The correlation function corresponding to (2.3.3) for $r_{\mathrm{c}} \ll r \ll r_{\text {out }}$ and $2<\beta<6$ (e.g. GN) is

$$
\begin{align*}
C(r) & \approx \frac{Q_{0}}{2 \pi k^{2}(\beta-2)}\left[\frac{2^{3-\beta} \Gamma[(6-\beta) / 2]}{(\beta-4) \Gamma(\beta / 2)} r^{\beta-2}+q_{\mathrm{out}}^{2-\beta}\right] \quad(\beta<4) \\
& \approx \frac{Q_{0}}{2 \pi k^{2}(\beta-2)}\left[\frac{2^{3-\beta} \Gamma[(6-\beta) / 2]}{(\beta-4) \Gamma(\beta / 2)} r^{\beta-2}+q_{\mathrm{out}}^{2-\beta}+\frac{q_{\mathrm{out}}^{4-\beta} r^{2}}{2(\beta-4)}\right] \quad(\beta>4) . \tag{2.3.4}
\end{align*}
$$

For $r \gtrdot r_{\text {out }}, C(r)$ is negligibly small. On the other hand, for $r \leqslant r_{\mathrm{c}}, C(r)$ can be expressed as a convergent series in $r^{2}$ with the term in $q_{\text {out }}^{2-\beta}$ as the leading term. We have omitted terms from (2.3.4) that vanish as $q_{\text {out }} \rightarrow 0$ and $q_{c} \rightarrow \infty$.

### 2.4 CORRELATION FUNCTION AND POWER SPECTRUM OF THE FLUX

The normalized correlation function of the flux,

$$
\begin{equation*}
W(\mathbf{R}) \equiv\langle F(0) F(\mathbf{r})\rangle /\langle F\rangle^{2}, \tag{2.4.1}
\end{equation*}
$$

contains information about the typical amplitude of flux variations and the time-scales on which they occur. Its two-dimensional Fourier transform can be obtained from equation (2.2.1)-(2.2.4) (Rumsey 1975):

$$
\begin{align*}
\widetilde{W}(\mathbf{q}) & \equiv \int d^{2} \mathbf{R} \exp (i \mathbf{q} \cdot \mathbf{r}) W(\mathbf{R}) \\
& =\int d^{2} \mathbf{r} \exp (i \mathbf{q} \cdot \mathbf{r}) \exp \left\{\frac{1}{2}\left[D\left(\mathbf{r}+r_{\mathrm{F}}^{2} \mathbf{q}\right)+D\left(\mathbf{r}-r_{\mathrm{F}}^{2} \mathbf{q}\right)-2 D(\mathbf{r})-2 D\left(r_{\mathrm{F}}^{2} \mathbf{q}\right)\right]\right\} \tag{2.4.2}
\end{align*}
$$

where
$D(\mathbf{r}) \equiv\left\langle[\phi(\mathbf{r})-\phi(0)]^{2}\right\rangle=2[C(0)-C(\mathbf{r})]$
is the structure function of $\phi$. One can interpret $q^{2} \widetilde{W}(q)$ as the mean-square amplitude of flux variations $\Delta F / F$ per octave on the length-scale $R=2 \pi / q$ in the observer's plane. If $v$ is the relative velocity of the Earth and the pulsar transverse to the line-of-sight, then $R$ corresponds to a timescale $t=R / v$.

The second and third terms in equations (2.3.4) express the large contribution of scales near $r_{\text {out }}$ to the variance of the phase and, when $\beta>4$, to the phase gradient as well. They cancel from (2.4.2) because only second and higher derivatives of $\phi$ are responsible for focusing and defocusing the rays. However, these terms can contribute importantly to timing noise (Lovelace 1970; Armstrong 1984; Blandford, Narayan \& Romani 1984). For questions concerning the flux alone, the precise value of $r_{\text {out }}$ is unimportant provided that it is larger than all relevant length scales in the screen: in particular, $r_{\text {out }}$ should be larger than the refractive scale $r_{\text {ref }}$, defined by
$r_{\text {ref }}=\theta_{\text {rms }} z \equiv 2 \pi / q_{\text {ref }}$,
where $\theta_{\text {rms }}$ instantaneous size of the scatter-broadened image. We shall assume henceforth that $r_{\text {out }} \gg r_{\text {ref }}$.

For the purposes of evaluating (2.4.2), it is convenient to make the dependence of $D$ on $r_{\mathrm{c}}$ simple and explicit. We assume
$D(\mathbf{r})=-\frac{Q_{0}^{\prime}}{2}\left[\left(r^{2}+r_{\mathrm{c}}^{2}\right)^{(\beta-2) / 2}-r_{\mathrm{c}}^{\beta-2}\right] \quad(\beta<4)$
$D(\mathbf{r})=-\frac{Q_{0}^{\prime}}{2}\left\{\left(r^{2}+r_{\mathrm{c}}^{2}\right)^{(\beta-2) / 2}-r_{\mathrm{c}}^{\beta-2}+\frac{q_{\text {out }}^{4-\beta} \Gamma(\beta / 2)}{2^{4-\beta} \Gamma[(6-\beta) / 2]} r^{2}\right\} \quad(\beta>4)$
where $Q_{0}^{\prime}$ is the coefficient of $r^{\beta-2}$ in (2.3.4), and has the sign of $(\beta-4)$. This form of $D(\mathbf{r})$ has the right properties to describe the power spectrum (2.3.3), and corresponds to a particular choice for the functional form of the cut-off of $Q(q)$ outside the power law range.

GN have discussed the case $r_{\mathrm{c}}=0$ under the assumption that $|A| \gg 1$, where

$$
\begin{equation*}
A \equiv Q_{0}^{\prime} r_{\mathrm{F}}^{\beta^{-2}} . \tag{2.4.6}
\end{equation*}
$$

This is equivalent to assuming strong scintillation since $|A|$ is essentially the typical phase difference across the Fresnel length $r_{\mathrm{F}}$. Their results for $q^{2} \widetilde{W}(q)$ for the cases $(A, \beta)=\left(-10^{3}\right.$, $11 / 3)$ and $\left(10^{3}, 4.3\right)$ are shown by the solid lines in Figs 2 and 3, where lengths have been normalized to $r_{\mathrm{F}}$ (i.e. $\eta=q r_{\mathrm{F}}$ ). We see that, when $r_{\mathrm{c}}=0$ and $|A| \gg 1$, almost all of the power in $\Delta F / F$ resides in two prominent peaks.
The high spatial frequency peak in Figs 2 and 3 reflects the power in diffractive scintillation. Rays from different parts of the scatter-broadened image interfere to form chaotic fringes on the observer's plane with characteristic linear separation $r_{\text {dif }} \sim 1 / k \theta_{\text {rms }}$. Comparing with (2.4.4) and (2.2.2), we find
$r_{\text {dif }}=r_{\text {F }}^{2} / r_{\text {ref }} \equiv 2 \pi / q_{\text {dif }}$.
The total power in diffractive scintillation is always $\sim 1$ for $|A| \gg 1$.
The low spatial frequency peak in Figs 2 and 3 is due to refractive effective. Phase fluctuations with wavelength $\sim r_{\text {ref }}$ on the screen focus or defocus rays toward the observer, and give rise to flux variations on the observer's plane at the same scale. GN show that the power in refractive fluctuations decreases with $|A|$ if $\beta<4$ but depends only on $\beta$ if $4<\beta<6$. In general, refractive flux variations are more pronounced for $\beta>4$ than for $\beta<4$, as shown by Figs 2 and 3.

### 2.5 POWER IN FLUX VARIATIONS IN THE PRESENCE OF AN INNER SCALE

Using techniques similar to those described by GN, the spectrum of flux variations $\widetilde{W}(q)$ can be calculated for the case $r_{\mathrm{c}} \neq 0$. The details are given in Appendix A. The two dashed lines in Figs 2 and 3 show $q^{2} \widetilde{W}(q)$ for a large inner scale, $r_{\mathrm{c}}=0.1 r_{\text {ref }}$, and for a smaller cut-off, $0.01 r_{\text {ref }}$. In Fig. 2, it was necessary to normalize $Q_{0}$ in proportion to $\left(r_{\mathrm{c}} / r_{\text {dif }}\right)^{4-\beta}$ in order to maintain the positions of


Figure 2. Flux variation power spectrum for $\beta=11 / 3$ and $r_{\mathrm{c}}=0.0$ (solid line), $r_{\mathrm{c}}=0.01 r_{\mathrm{ref}}$ (short dashes) and $r_{\mathrm{c}}=0.1 r_{\mathrm{ref}}$ (long dashes). Spatial frequency is in units of the Fresnel scale $\eta=q r_{\mathrm{F}}$. Note that, for $r_{\mathrm{c}} \neq 0$, to maintain the separation of $\eta_{\text {ref }}$ and $\eta_{\text {dif }}$, the strength of the scattering $\propto|A|$ has been renormalized and this has enhanced the refractive (low $q$ ) peak (see Section 2.5).


Figure 3. Flux variation power spectrum for $\beta=4.3$ (as in Fig. 2). Note that, even for $r_{\mathrm{c}}=0$, the refractive fluctuations are markedly stronger than in the $\beta<4$ case. Since for $\beta>4$ large scales dominate the scattering, it has not been necessary to rescale $|A|$ for $r_{\mathrm{c}} \neq 0$.
the diffractive and refractive peaks. This is because for $\beta<4$ the image size $\theta_{\mathrm{rms}}$ is determined by the phase fluctuations on the scale $r_{\mathrm{c}}$, so that $\theta_{\mathrm{rms}} \sim k^{-1}\left[D\left(r_{\mathrm{c}}\right)\right]^{1 / 2} / r_{\mathrm{c}} \propto \mathrm{r}_{\mathrm{c}}^{(\beta-4) / 2}$ from equation (2.4.5). An important consequence of the renormalization of $Q_{0}$ is that the refractive peak increases in height, an effect that has been noted by Coles et al. (1987). For $\beta>4$, the phase gradient is dominated by the largest scales, hence by $r_{\text {out }}$; but since the rms phase curvature decreases with scale $\left(\propto r^{(\beta-6) / 2}\right)$, the effect of the power at $r_{\text {out }}$ is mainly to shift the image without distorting it, provided that $r_{\text {out }} \gg r_{\text {ref }}$. The scale that controls $\theta_{\text {rms }}$ is then the one whose focal length $\approx z$, which implies that its linear size must be $\approx z \theta_{\mathrm{rms}}=r_{\text {ref. }}$. (These arguments have been given by BN and are further developed in Section 3.) From this observation one can determine $\theta_{\mathrm{rms}}$ self-consistently in terms of $z$ and $Q_{0}\left(c f\right.$. BN), but for now it is sufficient to note that varying $r_{\mathrm{c}}$ does not affect $\theta_{\mathrm{rms}}$ for $\beta>4$, unless $r_{\mathrm{c}} \geqslant r_{\text {ref }}$.

A dramatic effect of the finite inner scale $r_{\mathrm{c}}$ is that the 'valley' in $q^{2} \widetilde{W}(q)$ between the refractive and diffractive peaks is filled in with a region of constant power per logarithmic interval. According to the results of Appendix A, the filled region should extend over the range of $q$ from
$q_{\text {int }} \equiv r_{\mathrm{F}}^{-2}\left|Q_{0}^{\prime}\right|^{-1 / 2} r_{\mathrm{C}}^{(4-\beta) / 2} \equiv 2 \pi / r_{\text {int }}$
at the left to
$q_{\text {cdif }} \equiv 2 \pi r_{\mathrm{c}} / r_{\mathrm{F}}^{2} \equiv 2 \pi / r_{\text {cdif }}$
at the right. The 'intermediate' length scale $r_{\text {int }}$ can be expressed in terms of the other scales as

$$
\begin{array}{ll}
r_{\text {int }}=r_{\text {ref }}, & \beta<4 \\
r_{\text {int }}=r_{\text {ref }}\left(r_{\mathrm{c}} / r_{\text {ref }}\right)^{(\beta-4) / 2}, & \beta>4 . \tag{2.5.4}
\end{array}
$$

The length scale $r_{\text {cdif }}$ is the diffractive scale $(1 / k \theta)$ associated with an image of projected size $r_{\mathrm{c}}$ on the thin screen. The height of the filled region in Figs 2,3 is determined by the height of the $r_{\mathrm{c}}=0$ spectrum at $q=q_{\text {cifi }}$. Hence the total power contributed by the filled region is approximately
$\left[\frac{\Delta F}{F}\right]_{c}^{2}=\int_{q_{\text {int }}}^{q_{\text {cifi }}} q d q \widetilde{W}(q)=q_{\text {cdif }}^{2} \widetilde{W}\left(q_{\text {cdif }}\right) \ln \left(q_{\text {cdif }} / q_{\text {int }}\right)$.
We can estimate the importance of the contribution (2.5.5) by noting that if $r_{\mathrm{c}}=0$, the total power in diffractive scintillations is always unity and that in the range $r_{\mathrm{F}}^{-1} \leqslant q \leqslant q_{\text {dif }}$,
$\widetilde{W}(q) \equiv \begin{cases}\widetilde{W}\left(q_{\text {dif }}\right) & 2<\beta<4 \\ \widetilde{W}\left(q_{\text {dif }}\right)\left(q_{\text {dif }} / q\right)^{\beta-4} & 4<\beta<6,\end{cases}$
(cf. GN). Hence, since $r_{\text {dif }} r_{\text {ref }}=r_{c} r_{\text {cifi }}=r_{\mathrm{F}}^{2}$,
$\left[\frac{\Delta F}{F}\right]_{c}^{2} \sim 2\left(r_{c} / r_{\text {int }}\right)^{2} \ln \left(r_{c} r_{\text {int }} / r_{\mathrm{F}}^{2}\right)$.
Note that $[\Delta F / F]_{\mathrm{c}}$ increases rapidly as $r_{\mathrm{c}} \rightarrow r_{\text {ref }}$.
Our results seem paradoxical, particularly for $\beta>4$, where we have no need to renormalize $|A|$ : by decreasing the power in $\phi$, we have increased the power in $\Delta F / F$. The explanation lies in the development of caustics, about which we have more to say in Section 3.4.

## 3 Physics of caustics

In the previous section we found that the presence of an inner scale in the phase fluctuations introduces a new component in the flux spectrum. We associated this fluctuation power with caustics, which we study in greater detail here. In Section 3.1 we give a geometrical optics
description of caustics, borrowing freely from the notions of catastrophe theory. We classify the kinds of caustics that are allowed and identify the ones that could be relevant for interstellar radio scintillation. We find that the pure geometrical optics approach leads to infinite flux for an observer located exactly on the caustic, whereas in reality this divergence would be controlled by the finite wavelength of the radiation. This leads us to investigate the effect of diffraction on caustics. Section 3.2 introduces certain useful physical concepts about the wavefront and the nature of images. In particular, we describe a way of estimating the flux due to an image. Using these ideas, we discuss in Section 3.3 the effect of wave optics on caustics, considering in detail the fold caustic. A higher order caustic, the cusp, is described in Appendix B. Finally, we show in Section 3.4 that caustics do indeed produce the new component in the flux variation spectrum.

### 3.1 CAUSTICS AND CATASTROPHE THEORY - GEOMETRICAL OPTICS

As in Section 2, we consider a point source at infinity and a thin phase-changing screen at a distance $z$ from the observer. The wave amplitude $\psi(X, Y)$ received by an observer at $\mathbf{R}=(X, Y)$ is given by equations (2.2.3) and (2.2.4). Note that the phase $\phi(x, y) \propto k^{-1}$ because of dispersion in the interstellar medium, and the second geometrical term is $\propto k$. The integral (2.2.3) is dominated by points of stationary phase on the screen that satisfy
$\frac{\partial \zeta}{\partial x}=\frac{\partial \phi}{\partial x}+\frac{(x-X)}{r_{F}^{2}}=0$,
$\frac{\partial \zeta}{\partial y}=\frac{\partial \phi}{\partial y}+\frac{(y-Y)}{r_{\mathrm{F}}^{2}}=0$.
For the moment we will ignore the dispersion in $\phi$ and consider the geometrical optics limit $k \rightarrow \infty$ where we can talk of 'rays'. In this limit, we can say that the only rays that an observer at ( $X, Y$ ) receives are those that emerge from points on the screen satisfying equation (3.1.1). Each such ray represents an image of the point source. In fact (3.1.1) provides a many-to-one mapping between each point $(x, y)$ on the screen at which a ray from the source is incident, and the point ( $X, Y$ ) on the observer plane at which the ray is received. Keeping this mapping in mind, we consider below the trajectories of a bundle of rays emanating from the point source.

Rays emanating from a point source can cross, so that an observer located at the crossing point may see two or more images of the source. As the observer moves, or as the conditions of observation change, two or more rays may coalesce. The point, line or surface where this occurs is a caustic. It is an envelope formed by the family of rays from the point source. In the geometrical optics approximation, a point source observed from a caustic will subtend a finite angular size and therefore will be infinitely amplified. Although there are an infinite number of ways that rays can coalesce on a caustic, they can be classified into a few elementary forms or catastrophes whose important features and scaling laws are structurally stable to small perturbations. In general there is a hierarchy of catastrophes corresponding to the local phase being flat to successively higher order in a polynomial expansion of the excess phase about points satisfying (3.1.1). The classification of structurally stable catastrophes according to such a hierarchy was developed by Thom (1975), Arnol'd (1975) and others, and has found application in a number of fields (e.g. Poston \& Stewart 1982). Berry \& Upsill (1980) have summarized the application to wave propagation in random media. We present here a simplified discussion of the main features, using the concepts introduced in the previous sections.

One way to trace rays is to evaluate the optical distance or phase $\zeta\left(s_{i}\right)=\omega \int n d r / c$ where $n(\mathbf{r})$ is the refractive index along a virtual path parameterized by a set of state variables $s_{i}$ (e.g. coordinates $x, y$ on the scattering screen). Actual rays correspond to extrema of $\zeta\left(s_{i}\right)$ (equation 3.1.1),
according to Fermat's principle, and moving the observer represents changing control variables $C_{i}$ (e.g. observer coordinates $\mathrm{X}, Y$ ). Finding the ray(s) that pass through some point defines a gradient map from $C_{i}$ to $s_{i}$ and caustics are singularities of this map, where the Hessian $\left|\partial^{2} \zeta / \partial s_{i} \partial s_{j}\right|$ vanishes. In the case of equation 2.2.4, at least one of the principal curvatures of the phase surface $\zeta(x, y ; X, y)$ passes through zero at a caustic.

If we confine attention to catastrophes with up to five rays there are seven elementary forms. These are conventionally described analytically by expanding the phase in a power series around the caustic using the minimum number of state variables (one or two) and control variables (up to four) needed to exhibit the catastrophe. In mathematical language, two catastrophes are said to be equivalent if one can be transformed into the other using a diffeomorphism of the control variables and, at each point in control space, a diffeomorphism of the state variables.

The classification of elementary catastrophes can be understood (though not properly derived) from basic considerations. In the simplest case (the fold) just two rays coalesce. If we regard the angle between the rays that represent the two images as being a function of the $C_{i}$, then just one control variable need be varied in the generic case to cause this angle to vanish. When $n$ images coalesce, $n-1$ angles must vanish and we must search for the catastrophe in a control space of dimensionality (codimension) $n-1$. That is to say, we need $n-1$ control variables to describe an elementary catastrophe involving $n$ rays.*

Catastrophes that can be described using one state variable are called cuspoids and are known successively as the fold ( $n=2$ ), cusp ( $n=3$ ), and swallowtail ( $n=4$ ). The fold involves two images and so the phase must have two turning points, i.e. it must be cubic in the state variable (see Fig. 4). It is conventional to choose the coefficient of the linear term to be the single control variable, and as we are using the simplest analytical description of the catastrophe we remove the quadratic term by an elementary change of variable and drop the constant. Hence the phase can be expanded locally as a standard polynomial.
$\bar{\xi}_{\text {fold }}=s^{3} / 3+c_{s}$
for a suitably defined state variable $s$ and control parameter $C$. Similarly, the standard form of the cusp is
$\bar{\zeta}_{\text {cusp }}=s^{4} / 4+C_{2} s^{2} / 2+C_{1} \mathrm{~s}$
and so on.
One state variable is not always adequate as we demonstrate in Fig. 5. Elementary catastrophes requiring two state variables are known as umbilics; by sketching topologically distinct nestings of contours it is easy to verify that a minimum of four rays must be involved for such events. There are two distinct possibilities when $n=4$, the hyperbolic and the elliptic umbilic (see Fig. 5). The character of the remaining two elementary five-ray catastrophes is similarly derived.
Although this examination of state variable space has enabled us to classify the elementary catastrophes, we are more interested in the behaviour of the observed images as we vary the control parameters. Referring to equation (3.1.2) for the fold we see two images when $C<0$, merging at $C=0$ at the caustic and vanishing for $C>0$. In the case of a cusp, three images can become one image as the two control parameters $C_{1}, C_{2}$ are varied (Fig. 4). In this way we can subdivide the control space into distinct regions identified by the number of images of a point source observable from within them. As an observer crosses the boundary from one region to another, he will generally encounter a fold catastrophe and the number of images will change by $\pm 2$. Occasionally, however, he may encounter a higher order catastrophe, when the phase
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Figure 4. (a) Fold and cusp catastrophes exhibited in one dimension as a function of the state variable $s$. The vertical coordinate denotes excess phase $\zeta$ and sub-images are found at the extrema of $\zeta$. The width of an extremum at a depth $\sim 1$ describes the sub-image patch size and, hence, intensity. As the control parameter $X$ is varied approaching the singularity, the extrema (sub-images) broaden and merge. Crossing the singularity, the three cusp images merge, leaving a single extremum; there are no extrema on the dark side of a fold. (b) Loci of the fold and cusp caustic on the observer plane. For the cusp, the filled circle represents an observer near the cusp point, while the open circles represent observers approaching fold caustics from the bright side. (c) Loci of the fold and cusp caustics on the scattering screen. The open circles in (b) form two images each, elongated and hence magnified. At the cusp point three images merge tangentially to the line of the fold asymptotes. For a source inside the cusp there will be (globally) three images on the scattering screen; a source encountering the cusp from the outside will produce a single bright image.
surface will be flatter to higher order. The images will appear to brighten and, in the case of the swallowtail and the hyperbolic umbilic, the number of images may change by $\pm 4$.

It is in determining the types of caustic which will be encountered that the power of catastrophe theory becomes apparent. If, as is the case for a radio telescope passing through the wave field formed by interstellar irregularities, there is only one control variable (time or equivalently one observer coordinate, say $X$ ), a single control variable is all that can be explored. We therefore only expect to encounter folds (though we may pass close to a cusp). On the other hand, if we were able to explore two observer coordinates, e.g. by taking a photograph or, as in the present application, by varying the wavelength of observation, then we can also expect to encounter cusps. In order to encounter higher order catastrophes, we should have to explore three or more coordinates, e.g. $X, Y$ and $z$. These conclusions are independent of the complexity of the ray paths (i.e. the number of state variables necessary to specify them.)

Powerful as these results may be, they do not allow us to quantify the contribution of caustics to the flux variations. To do this, we must revert to a specific model of the propagation and the conditions of observations and we use the thin screen model of Section 2.1. This also allows us to illustrate the general principles we have just developed. We first consider the fold catastrophe.

Our procedure is to expand $\zeta(x, y ; X, Y)$ in a Taylor series around the singularity in the mapping, translating and rotating the coordinate system for convenience and retaining only those terms that can dominate the total phase and its first two derivatives over the region of interest. We fix the origin of the $(x, y)$ coordinates on the fold and orientate the axes along the principal axes of the phase curvature tensor with the curvature vanishing along the $x$ direction. The ( $X, Y$ ) axes are


Figure 5. Catastrophes of codimension 3. (a) Swallowtail exhibited in one dimension. There are four turning points corresponding to four rays which can be made to merge simultaneously. (b) When there are two state variables (i.e. coordinates $x, y$ on the screen), we can plot contours of constant phase $\zeta$ to exhibit, in this example of a swallowtail, two maxima ( H ) and two saddles ( S ). Note that only one variable (which can be chosen to advance along the dashed line) is necessary to exhibit the catastrophe. (c) Contours of constant phase $\zeta(x, y)$ near a hyperbolic umbilic catastrophe. Just as was the case with the swallowtail, there are four stationary points (two saddles S, a maximum H and a minimum L ). This catastrophe is nevertheless distinct from the swallowtail because two state variables must be used to describe it. (d) Contours of constant phase $\zeta(x, y)$ near an elliptic umbilic catastrophe. This nesting of contours cannot be continuously deformed into either the swallowtail or the hyperbolic umbilic and therefore represents a topologically distinct catastrophe.
orientated parallel to the $(x, y)$ axes so that the caustic lies along the $Y$ axis. The phase $\zeta(x, y$; $X, Y)$ then takes the form
$\zeta(x, y ; X, Y)=\frac{1}{3} a x_{3}+\frac{1}{2} b x_{2} y+\frac{1}{2} c y^{2}-a x-\beta y, \quad a>0$,
where $a=\phi_{x x x} / 2, b=\phi_{x x y}, c=\phi_{y y}-k / z$. The state variables are $x, y$, and the control variables are $\alpha=k X / z, \beta=k Y / z$. The term in $x^{2}$ vanishes with the curvature, the axis rotation has removed the $x y$ term and higher order terms, $x y^{2}, y^{3}$ are demonstrably subdominant in the vicinity of the stationary points.
The rays are located at the stationary points of $\zeta$, i.e.
$x \sim \pm\left(\frac{\alpha}{a}\right)^{1 / 2}+\frac{\alpha b^{2}}{4 a^{2} c}-\frac{\beta b}{2 a c}$
$y \sim \frac{\beta}{c}-\frac{\alpha b}{2 a c}$
plus higher order terms. Two images can be seen when $\alpha>0$. The Hessian is
$\left|\begin{array}{ll}\partial^{2} \zeta / \partial x^{2} & \partial^{2} \zeta / \partial x \partial y \\ \partial^{2} \zeta / \partial x \partial y & \partial^{2} \zeta / \partial y^{2}\end{array}\right|=(2 a x+b y) c-b^{2} x^{2} \sim \pm 2 a c(\alpha / a)^{1 / 2}$
retaining only the leading terms. As the magnification is the reciprocal of the Hessian, it diverges near the origin on the critical line $y=-2 a x / b$ which (since $a$ and $b$ are of the same order) has an arbitrary orientation with respect to the principal axes of the curvature tensor.
We wish to relate the specific form of the fold catastrophe produced by a single screen (equation 3.1.4) to the standard polynomial (equation 3.1.2). To do this, we must first augment the polynomial with the simplest terms describing the extra state variable and control variable $C_{2}$, i.e.
$\bar{\zeta}=s^{3} / 3+C_{1} S+t^{2} / 2+C_{2} t$.
The state and control variables are then related, to lowest order, through

$$
\begin{align*}
& s=a^{1 / 3} x \\
& t=c^{1 / 2} y \\
& C_{1}=-a^{-1 / 3} \alpha \\
& C_{2}=\alpha b /\left(2 a c^{1 / 2}\right)-c^{-1 / 2} \beta . \tag{3.1.8}
\end{align*}
$$

In other words, the observer coordinate system must be sheared to bring the catastrophe into standard form. In Appendix B, we repeat this exercise for the cusp.

### 3.2 WAVEFRONTS, IMAGES, AND POWER SPECTRA

We begin our discussion of diffraction in caustics by introducing in this section certain key concepts related to the diffraction integral (2.2.3) and the power spectrum (2.3.3). We will make frequent use of the length scales $r_{\mathrm{F}}, r_{\text {ref }}, r_{\text {dif }}, r_{\mathrm{c}}, r_{\text {int }}$ and $r_{\text {cdif }}$ introduced in Section 2 and listed in Table 1.

A crucial concept in what follows is that of the 'image' of a point source as projected on the thin scattering screen. Consider first the case when the excess phase $\phi(x, y)$ vanishes. The diffraction

Table 1. Important length-scales for refractive scintillation from a density perturbation power spectrum with an inner scale. Scales are introduced and/or defined by the indicated equation in the text and are listed in order of size (for $r_{\mathrm{F}}<r_{\mathrm{c}}<r_{\text {int }}$ ).

| Name | Symbol | Definition | Equation |
| :--- | :--- | :--- | :--- |
| diffractive | $r_{\text {dif }}$ | $=r_{F}^{2} / r_{r e f} \sim 1 / k \theta_{r m s}$ | $(2.4 .7)$ |
| cut-off diffractive | $r_{c d i f}$ | $=2 \pi / q_{c d i f}=r_{F}^{2} / r_{c}$ | $(2.5 .2)$ |
| Fresnel | $r_{F}$ | $=(z / k)^{1 / 2}$ | $(2.2 .2)$ |
| inner or cut-off | $r_{c}$ | $=2 \pi / q_{c}$ | $(2.3 .3)$ |
| intermediate | $r_{\text {int }}$ | $=\left\{\begin{array}{lll}r_{\text {ref }} \\ r_{r e f}\left(r_{c} / r_{r e f}\right)^{(3-4 / / 2},\end{array}\right.$ | $\beta<4$ <br> $\beta>4$ |
| refractive | $r_{\text {ref }}$ | $=z \theta_{r m s}$ | $(2.5 .3),(2.5 .4)$ |
| outer | $r_{\text {out }}$ | $=2 \pi / q_{\text {out }}$ | $(2.4 .4)$ |

integral (2.2.3) involves only the geometrical contribution to $\zeta(x, y, X, Y)$ which has a stationary point at $[x(X, Y), y(X, Y)]$. The dominant contribution to $\psi(X, Y)$ arises from a coherent region of radius $\sim r_{F}$ around this point, and the contribution from the rest of the screen cancels out due to the oscillating phase. We then say that the image of the source is centred on $(x, y)$ and has a coherent 'size' $\sim r_{\mathrm{F}}$. A more detailed discussion of the physics of the diffraction integral can be found in standard texts (e.g. Born \& Wolf 1980; Hecht \& Zajac 1974), which formalize the idea of the 'coherent patch' by means of a geometrical construction in the complex plane using the Cornu spiral.

Consider now the case of non-vanishing $\phi(x, y)$. Provided a particular restriction that is discussed below is satisfied, it is still correct to say that the diffraction integral (2.2.3) is dominated by regions of stationary phase, i.e. regions in the vicinity of points $(x, y)$ that satisfy equations (3.1.1). For the strong scintillation regime in which we are interested, there will in general be a large number of points on the screen that satisfy these conditions. We will therefore call the set of such points the image of the source, and each individual point a sub-image. To calculate the flux contributed by a single sub-image located at $\left(x_{\mathrm{I}}, y_{\mathrm{I}}\right)$, we make a local quadratic expansion of $\zeta(x, y)$. Let us assume that the $x, y$ axes are aligned with the principal axes of the curvature tensor of $\zeta$. We then have
$\zeta(x, y) \sim \zeta\left(x_{\mathrm{I}}, y_{\mathrm{I}}\right)+\frac{1}{2} \frac{\partial^{2} \zeta}{\partial x^{2}}\left(x-x_{\mathrm{I}}\right)^{2}+\frac{1}{2} \frac{\partial^{2} \zeta}{\partial y^{2}}\left(y-y_{\mathrm{I}}\right)^{2}$.
As before, we can say that the dominant contribution to the flux arises from a coherent region around $\left(x_{\mathrm{I}}, y_{\mathrm{I}}\right)$, but now the coherent patch is in general an ellipse, whose semi-axes $l_{x}, l_{y}$ are given by the condition that $\zeta$ changes by $\sim 1$ rad, i.e.
$l_{x} \sim\left(\frac{\partial^{2} \zeta}{\partial x^{2}}\right)^{-1 / 2}, \quad l_{y} \sim\left(\frac{\partial^{2} \zeta}{\partial y^{2}}\right)^{-1 / 2}$.
The flux $F_{\mathrm{s}}$ contributed by the sub-image is the square of the wave-amplitude, which leads to
$F_{\mathrm{s}} \sim l_{x}^{2} l_{y}^{2} / r_{\mathrm{F}}^{4}$.
This discussion in terms of individual sub-images is valid so long as the quadratic expansion (3.2.1) extends over an area much larger than the coherent central patch. In other words, the power series of $\zeta$ must be valid for changes in $\zeta \gg 1$. As we show below this condition holds in all of the situations considered in this paper because of the presence of the cut-off in the spectrum of phase fluctuations. In the case of an extended spectrum with no cut-off, more care is needed. One should identify a wavevector $q_{\text {max }}$ such that the rms phase fluctuations due to $q>q_{\max }$ is $\leqslant 1 \mathrm{rad}$ (e.g. Gapper \& Hewish 1981; RNB), and the power from these large wavevectors should be filtered out. The residual $\zeta(x, y)$ can then be approximately analysed as above.
We now consider the effect of the power spectrum $Q(q)$ given in equation (2.3.3). For the particular power-law form assumed, the mean-square phase fluctuation varies with $q$ as $\sim k^{-2} Q_{0} q^{2-\beta} d(\ln q)$. Let us define $\phi_{c}$ to be the rms phase fluctuation due to scales near the cut-off scale $r_{\mathrm{c}}$, i.e.
$\phi_{\mathrm{c}} \equiv k^{-1} Q_{0}^{1 / 2} r_{\mathrm{c}}^{(\beta-2) / 2}$.
Hills and valleys in $\phi(x, y)$ tend to have linear sizes $\sim r_{c}$, and $\phi_{c}$ measures the typical phase difference between a neighbouring hill and valley.
The geometrical scattering angle at any point on the screen is given by $k^{-2} \nabla \phi$, and so the rms scattering angle due to scales with wavevector $q$ is $\theta(q) \sim k^{-1} Q_{0}^{1 / 2} q^{(4-\beta) / 2}$. We then see that the intermediate scale $r_{\text {int }}$ defined in (2.5.1) is related to the scattering angle at the cut-off scale by

$$
\begin{equation*}
r_{\mathrm{int}} \sim z \theta\left(q_{\mathrm{c}}\right) \sim r_{\mathrm{F}}^{2} \phi_{\mathrm{c}} / r_{\mathrm{c}} . \tag{3.2.5}
\end{equation*}
$$

The total mean square scattering angle from all scales is
$\left\langle\theta^{2}\right\rangle \sim \frac{k^{-4}}{(2 \pi)^{2}} \iint d^{2} q q^{2} Q(q)=Q_{0} \frac{k^{-4}}{2 \pi} \int_{q_{\text {out }}}^{q_{\mathrm{c}}} d(\ln q) q^{4-\beta}$.
The behaviour of this integral depends critically on the sign of $4-\beta$. When $\beta<4, q^{4-\beta}$ is maximal at the upper limit $q_{c}$; hence
$\theta_{\text {rms }} \sim \theta\left(q_{\mathrm{c}}\right) \sim\left(Q_{0} / k^{4} r_{\mathrm{c}}^{4-\beta}\right)^{1 / 2}, \quad \beta<4$.
This is the angular size of the image, and associated with it is the refractive scale (cf. equation 2.4.4)
$r_{\text {ref }}=r_{\text {int }} \sim r_{\mathrm{F}}^{2} \phi_{\mathrm{c}} / r_{\mathrm{c}}, \quad \beta<4$.
When $\beta>4$, the refractive scale is no longer given by equation (3.2.8) since the scattering angle is dominated by small $q$, i.e. large length-scales. In fact, the scattering angle diverges unless there is an 'outer scale' to the spectrum. However, the divergence does not concern us since the largest scales only steer the mean position of the image without contributing to its broadening. The image broadening is in fact determined by the largest scale which can focus radiation at the observer, i.e. which satisfies the condition $r_{\mathrm{F}}^{2} \nabla^{2} \phi \sim 1$. Since the contribution to $\partial^{2} \phi / \partial \mathbf{r}^{2}$ from wavevectors $\sim q$ varies as $\left(Q_{0} k^{-2} q^{6-\beta}\right)^{1 / 2}$, therefore we obtain
$r_{\text {ref }} \sim\left(r_{\mathrm{F}}^{2} \phi_{\mathrm{c}}\right)^{2 /(6-\beta)} r_{\mathrm{c}}^{-(\beta-2) /(6-\beta)}, \quad \beta>4$.
Note that equations (3.2.8) and (3.2.9) agree for the marginal $\beta=4$ case. Note also that (3.2.5) and (3.2.9) are consistent with (2.5.4), which gives the relation between $r_{\text {int }}$ and $r_{\text {ref }}$ for $\beta>4$ (the two scales are equal for $\beta<4$ ).

The theory of Section 2 and Appendix A requires three conditions to be valid, which can be written as
$r_{\text {ref }} \gg r_{F}$,
$r_{\text {ref }} \gg r_{\mathrm{c}}$,
$r_{\mathrm{c}} \gg r_{\mathrm{F}}^{2} / r_{\text {int }}$.
The first condition ensures strong scattering, and the second ensures multi-path propagation, both of which are crucial for the occurrence of strong scintillation. The third condition can be rewritten with the help of equation (3.2.5) as

$$
\begin{equation*}
\phi_{c} \gg 1 . \tag{3.2.13}
\end{equation*}
$$

But this is precisely the condition we required earlier for the concept of sub-image to make sense. We thus see that the filling up of the valley in $q^{2} \widetilde{W}(q)$ that we discussed in Section 2 occurs only when sub-images can be distinguished individually.
Let us now estimate the mean flux of sub-images. From equation (2.2.4), we have

$$
\begin{equation*}
l_{x}, l_{y} \sim\left(\frac{\partial^{2} \zeta}{\partial \mathbf{r}^{2}}\right)^{-1 / 2} \sim\left[\left(\frac{\partial^{2} \phi}{\partial \mathbf{r}^{2}}\right)_{\mathrm{rms}}-\frac{1}{r_{\mathrm{F}}^{2}}\right]^{-1 / 2} . \tag{3.2.14}
\end{equation*}
$$

Applying equation (3.2.11) we see that

$$
\begin{array}{rlrl}
r_{\mathrm{F}}^{2}\left(\frac{\partial^{2} \phi}{\partial \mathbf{r}^{2}}\right)_{\mathrm{rms}} & \sim\left(\frac{r_{\mathrm{ref}}}{r_{\mathrm{c}}}\right) \gg 1, & & \beta<4 \\
& \sim\left(\frac{r_{\mathrm{ref}}}{r_{\mathrm{c}}}\right)^{(6-\beta) / 2} \gg 1, & \beta>4 . \tag{3.2.15}
\end{array}
$$

Thus $\left(\partial^{2} \phi / \partial \mathbf{r}^{2}\right)_{\text {rms }} \gg 1 / r_{\mathrm{F}}^{2}$ in all regimes of interest, and so the contribution of the latter to $l_{x}, l_{y}$ can be neglected. Equation (3.2.3) then gives the flux from each sub-image as
$F_{\mathrm{s}} \sim\left(r_{\mathrm{c}} / r_{\text {ref }}\right)^{2}, \quad \beta<4$,
$F_{\mathrm{s}} \sim\left(r_{\mathrm{c}} / r_{\mathrm{ref}}\right)^{(6-\beta)}, \quad \beta>4$.
Since the mean total flux is conserved, this implies that the mean number of sub-images in the image is
$N \sim\left(r_{\text {ref }} / r_{\mathrm{c}}\right)^{2}, \quad \beta<4$,
$N \sim\left(r_{\text {ref }} / r_{\mathrm{c}}\right)^{(6-\beta)}, \quad \beta>4$.

It is assumed that the cut-off spectrum beyond $q_{c}$ is at least as steep as $q^{-10}$ for these estimates to be accurate; weaker cut-offs will give somewhat different coefficients.

### 3.3 DIFFRACTION EFFECTS IN CAUSTICS

As we discussed in Section 3.1, a caustic is obtained when one or both of the principal curvatures of $\zeta(x, y)$ vanishes at a sub-image. Equations (3.2.2) and (3.2.3) show that the flux then diverges within the quadratic approximation. Indeed, in the limit of pure geometrical optics, the image becomes infinitely bright, although, for a finite wavelength, diffraction controls this divergence and there is a finite magnification of each sub-image. To treat this case, we will need to generalize the discussion of Section 3.2 by introducing the effects of higher order terms in the polynomial expansion of $\zeta$. The idea of the coherent patch is still correct and so the flux is determined by the coherent contribution from the region inside the $\Delta \zeta \sim 1$ contour around the sub-image. However, when the curvature in a particular direction vanishes, as it does at a caustic, the dimension of the coherent patch along that direction is no longer determined by the curvature but instead by the first non-vanishing term in the Taylor series.

Let us consider the fold caustic. From equation (3.1.4), the phase $\zeta$ takes the form

$$
\begin{align*}
& \zeta(x, y, X, Y)=\frac{1}{3} a x^{3}+\frac{1}{2} b x^{2} y+\frac{1}{2} c y^{2}-\frac{(X x+Y y)}{r_{\mathrm{F}}^{2}}, \quad|x|,|y| \ll r_{\mathrm{c}}  \tag{3.3.1}\\
& |a| \sim|b| \sim \phi_{\mathrm{c}} / r_{\mathrm{c}}^{3}, \quad|c| \sim \phi_{\mathrm{c}} / r_{\mathrm{c}}^{2} \tag{3.3.2}
\end{align*}
$$

In the discussion that follows, we restrict our attention to the sub-images found in the small area,
$|x|,|y| \leqslant r_{\mathrm{c}}$. There are, of course, $\sim N$ other sub-images in the image, but they do not influence the behaviour of the caustic. The locations of sub-images in this 'local' area for a given observer position ( $X, Y$ ) are described by (3.1.5) which, to lowest order, gives
$X=r_{\mathrm{F}}^{2}\left(a x^{2}\right) \sim r_{\text {int }}\left(x / r_{\mathrm{c}}\right)^{2}$,
$Y=r_{\mathrm{F}}^{2}\left(c y+b x^{2} / 2\right) \sim r_{\text {int }}\left[\left(y / r_{\mathrm{c}}\right)+\left(x / r_{\mathrm{c}}\right)^{2} / 2\right]$,
where we have used equations (3.3.2) and (3.2.5). The caustic is defined by the vanishing of the determinant of the curvature tensor (3.1.6), which gives a locally straight line at arbitrary orientation on the $(x, y)$ screen and, to lowest order, the line $X=0$ on the ground. This line in the observer plane is perpendicular to the $x$ axis, namely the direction on the screen along which the curvature vanishes. Globally, however, the quadratic term in equation (3.1.6) indicates that the caustic is curved, with a radius of curvature $\sim r_{\text {int }}$. In fact, we can state on the basis of this result that each patch on the scattering screen of size $\sim r_{\mathrm{c}} \times r_{\mathrm{c}}$ produces a fold caustic loop on the observer plane of 'radius' $\sim r_{\text {int }}$, as shown in Fig. 6. Note that, since $r_{\text {int }} \propto z$, the length of these caustic loops (and hence the frequency of fold crossings) will increase with $z$ while the number of loops remains constant. This is a crucial difference between one- and two-dimensional screens. In the former case the mean fold spacing is just $\sim r_{\mathrm{c}}$, independent of $z$.


Figure 6. Caustic sheets. Beyond a focal length from the scattering screen, rays can merge and caustics will form. The surface on which two rays coalesce describes the fold sheets, whose intersection with the observer plane forms fold loops. The lines on these sheets where three rays merge intersect the plane in cusp points.

We now investigate the variation of received flux for observer positions in the vicinity of the caustic. The qualitative features are shown in Fig. 4. It is sufficient to consider the line $Y=0$ on the observer plane, locally perpendicular to the caustic. The behaviour we determine here can be applied elsewhere on the caustic by simple translation. To the order at which we are working, $Y=0$ implies $y=0$ (equation 3.3.4), and so equation (3.3.1) simplifies to the standard form (cf. equation 3.1.7)
$\zeta(x, y, X)=\frac{1}{3} a x^{3}+\frac{1}{2} c y^{2}-\frac{X x}{r_{\mathrm{F}}^{2}}, \quad a>0$.
The maximum flux is clearly received at $X=0$, and the corresponding image is centred on $x=y=0$. At this point, the curvature of $\zeta$ parallel to $x$ vanishes and so the size of the coherent patch along $x$
is determined from the third derivative of $\zeta$. The area of the coherent patch on the screen is thus $\sim\left(a^{-1 / 3}\right) \times\left(c^{-1 / 2}\right) \sim r_{c}^{2} / \phi_{c}^{5 / 6}$. The received flux is thus
$F_{\mathrm{f}, \max } \sim \frac{r_{\mathrm{c}}^{4}}{\phi_{\mathrm{c}}^{5 / 3} r_{\mathrm{F}}^{4}} \sim \phi_{\mathrm{c}}^{1 / 3} \bar{F}_{\mathrm{s}} \sim \phi_{\mathrm{c}}^{1 / 3} / N$.
We see that the maximum flux is greater than the mean flux of a sub-image by the factor $\phi_{c}^{1 / 3}$. For $X \neq 0$, equation (3.3.3) with $y=0$ can be written as
$x= \pm\left(\frac{X}{a r_{\mathrm{F}}^{2}}\right)^{1 / 2} \sim \pm\left(\frac{X}{r_{\text {int }}}\right)^{1 / 2} r_{\mathrm{c}}, \quad y=0$.
Equation (3.3.7) reveals the characteristic feature of the fold caustic, namely that there are two sub-images for observer position on one side of the caustic (the side $X>0$ when $a$ is positive), and no sub-images on the other side ( $X<0$ ). Note also the square-root mapping between the image and observer positions.

For non-zero positive $X$, the extremum at $x=+\left(X / a r_{\mathrm{F}}^{2}\right)^{1 / 2}$ is at a minimum of $\zeta$ with respect to variations in $x$, while the other extremum is at a maxinum. The phase difference between the two extrema is
$\Delta \zeta=\frac{4}{3} a x^{3} \sim \phi_{c}\left(\frac{X}{r_{\text {int }}}\right)^{3 / 2}$.
When $\Delta \zeta<1$, the two extrema cannot be distinguished as different sub-images, and we must think of the image as a single coherent patch with flux $\sim F_{f, \text { max }}$. For $\Delta \zeta>1$, the two images separate and can produce interference fringes. Thus, the width $X_{\mathrm{f}}$ of the central fringe in the fold caustic is given by the condition $\Delta \zeta \sim 1$, which leads to
$X_{\mathrm{f}} \sim r_{\text {int }} / \phi_{\mathrm{c}}^{2 / 3}$.
Note that this is smaller than the size of the caustic loop, which is $\sim r_{\text {int }}$.
For $X>X_{\mathrm{f}}$, we can compute the fluxes of the two images through equations (3.2.2) and (3.2.3). We find
$l_{x} \sim(a x)^{-1 / 2} \sim \phi_{\mathrm{c}}^{-1 / 2}\left(X / r_{\text {int }}\right)^{-1 / 4} r_{\mathrm{c}}$,
$l_{y} \sim c \sim \phi_{c}^{-1 / 2} r_{c}$,
and this leads to an observed flux variation of the form
$F(X) \sim\left(\frac{X_{\mathrm{f}}}{X}\right)^{1 / 2} F_{\mathrm{f}, \max }$.
Thus the flux falls off as $X^{-1 / 2}$ away from the caustic, in agreement with the geometrical optics result. However, equation (3.3.11) only determines the mean flux. The two images will in fact interfere with each other, leading to flux oscillations with separation $S(\mathrm{X})$ varying as
$S(X) \sim(d \Delta \zeta / d X)^{-1} \sim\left(\frac{X_{\mathrm{f}}}{X}\right)^{1 / 2} X_{\mathrm{f}}$.
The fringe spacing decreases away from the caustic. For negative $X$, there is no extremum in the phase function; hence there are no images and the flux falls off rapidly on a scale $\sim X_{\mathrm{f}}$.

The entire discussion above was for the case of the fold caustic. A similar analysis can be made for higher order caustics. Appendix B gives the results for the cusp caustic.

### 3.4 SPECTRUM OF FLUX VARIATIONS DUE TO CAUSTICS

We now make the connection between the results of Section 2 and what we have discussed so far in Section 3. In the asymptotic regime ( $\phi_{\mathrm{c}} \rightarrow \infty$ ) considered in Section 2, the fold caustic will dominate over the cusp caustic, and so we limit ourselves to estimating the contribution of folds to the flux spectrum.

We have seen that folds generally form loops in the observer plane of size $\sim r_{\text {int }}$; hence the smallest $q$ at which the fold can contribute is $\sim q_{\text {int }}$. The smallest length-scales in the flux variation arise from the fine interference fringe structure in the fold. From equation (3.3.14) we see that for $X \sim r_{\text {int }}$, this gives $q_{\text {max }} \sim r_{\text {int }}^{1 / 2} / X_{\mathrm{f}}^{3 / 2} \sim \phi_{\mathrm{c}} / r_{\text {int }} \sim q_{\text {cdif }}$. These are precisely the two limits between which the new component in the flux spectrum occurs (see equations 2.5.1, 2.5.2). Let us now consider the shape of the spectrum. We substitute equation (3.3.8) into (2.2.3) and do the integral over $y$ to obtain the wave-amplitude at $(X, 0)$.
$\psi(X, 0)=\frac{1}{\sqrt{c r_{\mathrm{F}}^{2}}} \int d x \exp \left(\frac{i}{3} a x^{3}-i \frac{k}{z} X x\right)$.
The Fourier transform of the one-dimensional flux pattern along $X$ is

$$
\begin{align*}
\widetilde{I}(q) & \equiv \int_{-\infty}^{\infty} d X \psi^{*}(X, 0) \psi(X, 0) \exp (i q X) \\
& =\frac{1}{\sqrt{ } c} \int_{-\infty}^{\infty} d X \exp \left[\frac{i}{3} a\left(\frac{3 z}{k} q X^{2}+\frac{3 z^{2} q^{2}}{k^{2}} X+\frac{z^{3} q^{3}}{k^{3}}\right)\right] \tag{3.4.2}
\end{align*}
$$

This Gaussian integral can be done exactly and gives a power-law scaling in one direction
$|\widetilde{I}(q)|^{2} \propto q^{-1}$.
In two dimensions, we get $\widetilde{I}(\mathbf{q}) \propto q_{x}^{-1} \delta\left(q_{y}\right)$ if the fringes are parallel to the $Y$ direction, as in our calculations. Averaging over all orientations of the fold, we then get
$|\widetilde{I}(q)|^{2} \propto q^{-2}$,
which is identical to the form in Section 2 and Appendix A for the extra contribution due to the cut-off.

It has been shown by Berry (1977) that for light rays reflecting off a randomly corrugated surface, the flux variations vary as
$(\Delta F / F)^{2} \sim \ln (k)$
as the limit of geometrical optics is approached. Berry further shows that the logarithmic divergence is due specifically to fold caustics. To approach this limit in our problem, we cannot simply take $k \rightarrow \infty$, because in view of the cold-plasma dispersion relation, this would entirely suppress scintillation. Instead, we must hold $\theta_{\text {rms }}$ fixed as $k \rightarrow \infty$, which translates to fixing $k^{-2} C(r)$; in other words, we maintain a constant amplitude in the fluctuations of the optical path length. When the limit is taken in this way the intensity modulation due to the intermediate length-scales, $(\Delta F / F)_{\mathrm{c}}^{2}$ from equation (2.5.7), obeys the scaling (3.4.5).

This completes our proof that the extra flux variation power introduced on scales between $r_{\text {dif }}$ and $r_{\text {ref }}$ by a cut-off in the phase spectrum is due to the effect of caustics, primarily fold caustics.

## 4 Observations of individual caustics

In Section 2 we discussed the contribution of the ensemble of caustics to the intensity fluctuation
spectrum. In this section and the next, we apply the results of the previous sections to the interstellar medium. In particular, we estimate the required magnitude of $r_{c}$ if individual caustics are to have observable effects. Unless otherwise stated, we assume $\beta<4$.

We first estimate the consequences of imposing an inner scale $r_{\mathrm{c}}$ on the density perturbation spectrum for the flux variation power spectrum described in Section 2. We have a typical observing wavelength $\lambda_{\mathrm{m}} \equiv(\lambda / 1 \mathrm{~m}) \sim 1$ and a distance to the effective scattering screen of $D_{\mathrm{kpc}} \equiv(D / 1 \mathrm{kpc}) \sim 1$, giving a Fresnel scale $r_{\mathrm{F}} \sim 2 \times 10^{11}\left(\lambda_{\mathrm{m}} D_{\mathrm{kpc}}\right)^{1 / 2} \mathrm{~cm}$. We can express the strength of the scattering $Q_{0}$ in terms of a conventional $C_{-4}$ (Armstrong, Cordes \& Rickett 1981; BN) where $Q_{0} \propto C_{-4}$ and $C_{-4} \sim 1$ for nearby pulsars. If there were no inner scale, then from the measured scattering angles the refractive scale would be given by
$r_{\text {ref }} \sim 3 \times 10^{13}\left(C_{-4} D_{\mathrm{kpc}}^{\beta-1} \lambda_{\mathrm{m}}^{\beta}\right)^{1 /(\beta-2)} \mathrm{cm} \quad \beta<4$
$r_{\text {ref }} \sim 3 \times 10^{13}\left(C_{-4} D_{\mathrm{kpp}}^{3} \lambda_{\mathrm{m}}^{4}\right)^{1 /(6-\beta)} \mathrm{cm} \quad \beta>4$
( $c f$. RNB). Imposition of a cut-off scale at $r_{c}$ implies that for a given scattering strength ( $C_{-4}$ ) the refractive scale would be reduced (for $\beta<4$ ). Thus, as discussed in Section 3, we must increase our estimate of $C_{-4}$ by a factor $\left(r_{\mathrm{c}} / r_{\mathrm{dif}}\right)^{4-\beta},(\beta<4)$, in order to keep fixed the measured scattering size. For $\beta>4$, the large scales dominate, so $r_{\text {ref }}$ is not affected. RNB also show that for $\beta=11 / 3$ and no inner scale we have $(\Delta F / F)_{\text {tef }}^{2}=0.015 C_{-4}^{-2 / 5} D_{\mathrm{kpc}}^{-11 / 15} \lambda_{\mathrm{m}}^{-17 / 15}$, while for $\beta>4$, GN show that $(\Delta F / F)_{\text {ref }}^{2}=\beta-4$. With these numbers, for $D_{\mathrm{kpc}}=\lambda_{\mathrm{m}}=C_{-4}=1, \beta=11 / 3$, we have $(\Delta F / F)_{\mathrm{dif}}^{2} \sim 1$ and $(\Delta F / F)_{\text {ref }}^{2} \sim 0.015$. As an example, if we now posit an inner scale $r_{c}=7 \times 10^{12}$ (i.e. adequate to give prominent individual folds, see below) then, from the discussion in Section 2.5, $(\Delta F / F)_{\text {ref }}^{2}$ is increased to $\sim 0.26$ and from equation (2.5.7) the caustics contribute $(\Delta F / F)_{\mathrm{c}}^{2} \sim 0.93$. Adding the non-diffractive contributions in quadrature we get $\Delta F /\left.F\right|_{\mathrm{rms}}$, non-dif $\sim 1.1$, sufficient to explain even the most strongly varying pulsars.

A somewhat larger inner scale may be required to resolve the individual diffraction catastrophes. Nevertheless, the presence of large non-Gaussian fluctuations in the slow modulation of pulsar flux suggests that large, detectable events may be occasionally present. To estimate this possibility, a reasonable criterion for detectability is that, at maximum, an individual catastrophe provide as much flux as from the time-averaged image as a whole. Suppose, more generally, we require a fold to have a peak flux $\alpha$ times the mean value; then from equations (3.3.6) and (3.2.5), in order for the merging images to be observable, we require that

$$
\begin{equation*}
r_{\mathrm{c}} \geqslant 7 \times 10^{12} \alpha^{3 / 7}\left(r_{\mathrm{int}} / 3 \times 10^{13} \mathrm{~cm}\right)^{5 / 7}\left(r_{\mathrm{F}} / 2 \times 10^{11} \mathrm{~cm}\right)^{2 / 7} \mathrm{~cm} \tag{4.2}
\end{equation*}
$$

For a cusp, a similar criterion on the peak flux (equation B8) gives

$$
\begin{equation*}
r_{\mathrm{c}} \geqslant 4 \times 10^{12} \alpha^{2 / 5}\left(r_{\text {int }} / 3 \times 10^{13} \mathrm{~cm}\right)^{3 / 5}\left(r_{\mathrm{F}} / 2 \times 10^{11} \mathrm{~cm}\right)^{2 / 5} \mathrm{~cm} . \tag{4.3}
\end{equation*}
$$

From these expressions it is clear that the inner scale should be substantially larger than the Fresnel scale for individual catastrophes to be prominent. Equations (4.2), (4.3) are valid for all values of $\beta$. When $\beta<4, r_{\text {int }}=r_{\text {ref }}$ but when $\beta>4, r_{\text {int }} / r_{\text {ref }}$ is given by equation (2.5.4). Thus, the required value of $r_{c}$ in (4.2) or (4.3) is slightly less in this case - but only very slightly, since observations indicate $|\beta-4| \leqslant 0.3$ (GN).
Equations (4.2) and (4.3), together with the condition that some diffractive scintillation be present (namely $r_{\mathrm{c}}<r_{\text {ref }}$ ), imply that caustics can only cause a strong over-brightening (i.e. $\alpha \geqq 3$ ) for a restricted range of cut-off scales and observing frequencies. As shown in Fig. 7, there is in fact a minimum wavelength below which (for a given $\alpha$, distance and scattering strength) caustics will not be observed; since at this wavelength the cut-off scale will be roughly the same as the


Figure 7. For a given over-brightening $\alpha$, strong caustics can be found only for a restricted range of cut-off scale and observation wavelength. In particular, for any $r_{c}, \lambda$ must be greater than $\lambda_{\text {min }}$, shown by the line $r_{c}<r_{\text {int }}$ (see Section 4). The maximum wavelengths are denoted by the lines 'fold' and 'cusp'; together these lines give the minimum wavelength $\lambda^{*}$ and cut-off scale $r_{\mathrm{c}}^{*}$, here for $\alpha=1$. The top and right-hand axes give numerical values for $r_{\mathrm{c}}$ in $\mathrm{cm}, \lambda_{\mathrm{m}}$ in m , and $C_{-4}=D_{\mathrm{kpc}}=\alpha=1$.
scattering disc, there is an associated minimum inner scale. For $\beta \sim 4$, these are
$\lambda^{*} \sim 0.03\left(C_{-4} D_{\mathrm{kpc}}^{2}\right)^{-1 / 3} \times\left\{\begin{array}{l}\alpha(\text { fold }) \\ \alpha^{2 / 3}(\text { cusp })\end{array} \mathrm{m}\right.$
$r_{\mathrm{c}}^{*} \sim 3.5 \times 10^{10}\left(C_{-4} D_{\mathrm{kpc}}\right)^{-1 / 6} \times\left\{\begin{array}{l}\alpha^{2} \text { (fold) } \\ \alpha^{4 / 3} \text { (cusp) }\end{array} \quad \mathrm{cm}\right.$.
For longer observing wavelengths and larger cut-off scales, there will be a region over which caustics of a given strength may be observed, shown in Fig. 7 as the regions between $\lambda_{\text {min }}=\left(r_{\mathrm{c}} / r^{*}\right)^{1 / 2} \lambda^{*}$ and $\lambda_{\text {max }}=\left(r_{\mathrm{c}} / r_{\mathrm{c}}^{*}\right)^{7 / 11} \lambda^{*}$ (fold), $\left(r_{\mathrm{c}} / r_{\mathrm{c}}^{*}\right)^{57} \lambda^{*}$ (cusp).

Coles et al. have analysed the scintillation data for a number of pulsars and have estimated bounds on an inner scale, based on purely 'refractive' modulation indices and the prevalence of scintillation over a range of observation frequencies. They conclude, on quite conservative grounds, that the average $r_{\mathrm{c}}$ for the various lines-of-sight can be $\gtrsim 10^{11} \mathrm{~cm}$, although a very large scatter makes estimates difficult. This is substantially smaller than our fiducial value, but, even for such $r_{\mathrm{c}}$, caustic behaviour may be significant for certain lines-of-sight and observing frequencies, though they will not, in general, dominate the fluctuation statistics. We therefore concentrate on cut-offs of order several times $10^{12} \mathrm{~cm}$.

If the distance to the screen is greater than the focal length for perturbations on the scale $r_{\mathrm{c}}$ then each $r_{c}^{2}$ scale patch should produce, on the average, one caustic. This caustic will form a fold loop in the observer plane of length $2 \pi r_{\text {int }}$ with, in general, of order one associated cusp. Thus an observer moving across this plane will encounter $\sim r_{\text {int }} / r_{\mathrm{c}}^{2}$ folds $\mathrm{cm}^{-1}$. If this motion is due to a typical pulsar velocity of $10^{7} v_{7} \mathrm{~cm} \mathrm{~s}^{-1}$ and we use the standard values for the ISM scales given
above, then the mean time between fold crossings is
$\sim 2\left(r_{\mathrm{c}} / 7 \times 10^{12} \mathrm{~cm}\right)^{2}\left(r_{\text {int }} / 3 \times 10^{13} \mathrm{~cm}\right)^{-1} v_{7}^{-1}$ day.
Taking the size of a cusp to be that of the diffraction-broadened maximum (of width $r_{\text {int }} / \phi_{c}^{3 / 4}$, equation $B 9$ ), we can estimate the frequency of cusp encounters to be
$\frac{r_{\text {int }}\left[r_{\mathrm{F}}^{2} /\left(r_{\mathrm{c}} r_{\text {int }}\right)\right]^{3 / 4}}{r_{\mathrm{c}}^{2}} v \mathrm{~s}^{-1} \sim\left(\frac{r_{\mathrm{int}} r_{\mathrm{F}}^{6}}{r_{\mathrm{c}}^{7}}\right) \frac{v}{r_{c}} \mathrm{~s}^{-1}$
where we have, on the average, one cusp per $r_{\mathrm{c}}^{2}$. With our standard values, this gives $\sim 4 \mathrm{yr}$ between cusp encounters. If cusps become fairly bright ( $\alpha \geqslant 3$ ), then it should be possible to detect several diffraction fringes in the $X$ direction.

While it is the second and higher local derivatives of phase on the screen which determines the sub-image intensity, to detect a given area on the screen as a sub-image there is also the condition that the phase gradient have the appropriate value to steer the rays towards the observer. For $\beta<4$, this typical bending is the mean scattering angle, $\theta_{\text {rms }}$, meaning that the mean position shift of the observer from the spot directly below the caustic is $\theta_{\mathrm{rms}} D=r_{\text {ref. }}$. [For $\beta>4$, the bending could in principle be $>\theta_{\text {rms }}$ if the outer scales were sufficiently large, but dynamic scintillation spectra place important limits on $r_{\text {out }}$ in this case (GN).] Since $\theta_{\mathrm{rms}} \propto \lambda^{2}$, this shift is a rather strong function of the observation frequency. This has two consequences. First, in order to resolve a small-scale structure, such as the peak of a fold $\Delta X \sim r_{F}^{4 / 3} r_{\text {ref }}^{1 / 3} r_{\mathrm{c}}^{-2 / 3}$, one must observe over a narrow band to avoid image blurring from chromatic aberration. Since $\Delta X_{\mathrm{rms}} / r_{\text {ref }} \sim 2 \Delta \lambda / \lambda$ this condition is (for $\beta \sim 4$ )
$\frac{\Delta \lambda}{\lambda}>\frac{r_{\mathrm{F}}^{4 / 3}}{r_{\text {ref }}^{2 / 3} r_{\mathrm{c}}^{2 / 3}}$
With the numbers above and $r_{\mathrm{c}}=8 \times 10^{12} \mathrm{~cm}$ this is $\Delta \lambda / \lambda>3 \times 10^{-3}$. Since a typical decorrelation bandwidth for diffractive scintillation is $\sim 50 C_{-4}^{-1} \lambda_{\mathrm{m}}^{-4} D_{\mathrm{kpc}}^{-2} \mathrm{kHz}$ (RNB), i.e. $\Delta \lambda / \lambda \sim 10^{-4}$, it should be possible to filter out the scintillations (and improve the signal-to-noise ratio) without blurring the caustics. The second consequence of the frequency dependence is that one may use the motion of the caustics to scan the observer plane. To find caustics, one might wish to observe for $t_{\text {ref }} \sim r_{\text {ref }} / v \sim 30$ day at $\sim$ meter wavelengths, monitoring continuously at a single frequency. Alternatively, one could observe 10 times at three-day intervals, each time scanning a range $\Delta \lambda / \lambda \sim 0.05$. With our standard numbers, equation (4.5) predicts $\sim 10$ folds should be found by either of these procedures.

This frequency dependence coupled with the fall-off of the caustic's flux as a function of distance [equation (3.3.11) for the fold, equation (B10) for the cusp] suggests that the best way to search for caustics may be via matched filters in $\lambda, t$ space. For folds, for example, one would monitor for both image creation events $I \sim t^{-1 / 2}$ and image destruction events $I \sim(-t)^{-1 / 2}$. Light curves for the fold and the cusp are shown schematically in Fig. 8. The flux maxima should lie along slopes in the $\lambda, t$ plane (like dynamic scintillation spectra) with $\Delta \lambda / \Delta t \sim \lambda v / r_{\text {ref }}$.

Existing time series of compact, refractively scintillating radio sources show examples of fluctuations that can be interpreted as caustics. The long-term pulsar intensity records of Cole et al. (1970) and Helfand et al. (1977) show several fluctuations apparently much larger than the rms deviation which might be ascribable to caustic events. A particular example of compact extragalactic radio source fluctuations apparently due to strong refractive focusing can be seen in the striking events observed for three radio quasars by Fiedler et al. (1987). The quasar light curves of these events show two resolved, but sharply peaked maxima bracketing a period of suppressed flux, and in one instance four strong intensity spikes at a second frequency. The observations


Figure 8. Light curve of a point source near fold and cusp catastrophes as a function of the single control parameter, $t$. The solid line depicts the geometrical optics variation of the mean flux: $|t|^{-1 / 2}$ for the fold, $|t|^{-1 / 3}$ for the cusp. The dashed lines depict the fringe behaviour for finite wavelength observations; fringes are found on the bright side of the fold while the flux drops exponentially to zero after the two sub-images annihilate. For the cusp, fringes can only be seen by observers within the apex of the cusp. In the specific example shown, as the observer passes outside the caustic near the cusp point, two sub-images annihilate and the remaining sub-image fades smoothly, generating no fringes.
suggest an interstellar propagation effect and, with typical galactic distances and velocities, a focusing perturbation of size $\sim 10^{13}-10^{14} \mathrm{~cm}$. This focusing can be interpreted as caustic events caused by excess power at large scales [option (iii) in the Introduction] in the form of a single $\sim$ Gaussian profile scatterer producing two sets of two fold catastrophes, viewed from a distance of several focal lengths (Romani et al. 1987). Since the density perturbation $\delta n_{\mathrm{e}}$ inferred by Fiedler et al. is rather large, the single high-density lensing perturbation should be in a special high-pressure region (e.g. an old supernova remnant) or be magnetically confined. The condition that a single cloud of size $\sim r_{\text {ref }}$ dominate the accumulated small-scale scattering along the line-of-sight can be estimated from equation (4.1) to be
$n_{\mathrm{e}} \geq 20 C_{-4}^{1 / 2} D_{\mathrm{kpc}}^{1 / 2} \mathrm{~cm}^{-3}$
for $\beta \sim 4$ (lower electron densities are adequate if the density perturbation takes the form of a filament or a sheet). These observations argue strongly for the presence of $10^{13}-10^{14} \mathrm{~cm}$-scale, high-density focusing plasma structures which can occasionally dominate the distributed scattering of the general ISM. For this component, the statistics will be non-Gaussian and a power-law description will not be adequate.

## 5 Dynamic scintillation spectra

The patterns of flux maxima in the ( $v, t$ ) plane known as dynamic scintillation spectra have been recognized as important probes of scales larger than $r_{\text {dif }}$ for some time (e.g. Hewish 1980). The presence of systematic patterns and periodicities imposed on the mean drift expected for the effect of a random collection of larger scales was clearly described by Roberts \& Ables (1982) and
has been recently studied further by Cordes et al. (1987). Pulsars are often found to exhibit frequency drifts with bands modulated on a scale several times smaller than the typical band spacing. Occasionally, two or even more periodicities are seen, forming sets of periodic flux modulations at different angles to the mean drift (crossed, or herringbone patterns) as portrayed in Fig. 9. One interpretation is that these are the interference patterns formed when there are two (simple periodicities) or three (crossed patterns) bundles of rays interfering at the observer. When there is a single thin screen, these ray bundles must arise from different directions and so the image of the source must be subdivided into a small ( $\sim 2-3$ ) number of bright sub-images. In general the interference pattern on the ground is a measure of the separation of the sub-images on the sky, although Cordes et al. (1986) have noted that, for an extended medium, the correspondence may not be direct. In fact, Cordes \& Wolszczan (1986) find the number of coherent fringes to be quite high, typically indicating a sub-image spacing 3-5 times the sub-image size.

The situation would seem difficult to realize in an extended $\beta<4$ spectrum since the rms scattering angle is dominated by perturbations on a scale $r_{\text {dif }}$; large scales of the order of the subimage separation would not have enough power to divert the sub-images by an angle of order their own angular size. Conversely, an extended $\beta>4$ power law would have difficulty producing such well-separated spots because intermediate scales would have sufficient power to break up the sub-images. Indeed, as described in GN, the fractal dimension of the image is $6-\beta<2$. Hence one expects a hierarchy of scales within the image, and the separation of patches on each scale should be less than or of order the patch size. In addition, such a spectrum must, of course, be truncated at long wavelengths to avoid arbitrarily large drift slopes and non-linear density perturbations.

To account for the form of the periodicities, it again seems necessary to postulate either (i) a cut-off at small scales or (ii) extra power at a large scale. While in some cases the latter picture seems most applicable, at high frequencies, with $r_{\mathrm{F}} \sim r_{\mathrm{c}}$, the inner scale effects can dominate.

If there is an inner scale $r_{c} \sim r_{\text {ref }}$ then there should be only a few sub-images per image spot. In this case the interference patterns could arise from the members of a single caustic; a merging pair


Figure 9. Crossed patterns in dynamic scintillation spectra generated by interfering sub-images. Here we show schematically in the $v, t$ plane maxima of flux lying on striated bands caused by the interference of two bright subimages, which drift in $v$ due to the varying refraction. Nearly orthogonal, finer scale fringes are superposed due to the regular interference pattern of a more distant third sub-image.
(fold) for the case of single periodicities, or a merging triple (cusp) for herringbone patterns. Since $r_{c}$ is a specific scale in the ISM this will only work for a limited range of frequencies for which the total image size is close to but slightly larger than this scale. Such a picture may be too restricted to account for the apparently common occurrence of such patterns.

A smaller inner scale is possible if each of the bright sub-images contributing to the fringe pattern is itself a fold caustic. In this model, the mean number of sub-images is $\gg 1$, but a few are highly-magnified pairs. The typical separation between two pairs is $\sim r_{\text {int }}$, since the pairs are independent. Also, since the minimal separation between the components of a merging pair is $\sim r_{\text {int }} / \phi_{\mathrm{c}}^{2 / 3} \sim r_{\text {int }}\left(r_{\mathrm{F}}^{2} / r_{\mathrm{c}} r_{\text {int }}\right)^{2 / 3} \sim 3 \times 10^{-3} r_{\text {int }}$ for the standard numbers above, the number of coherent fringes is potentially very large. Let us consider the case of a herringbone pattern produced by the interference of three folds. The fringes will be obvious and striking if the peak flux of the interference pattern is twice the mean flux from the rest of the image. Let the mean number of normal sub-images be $N$, which is $\sim\left(r_{\text {int }} / r_{\mathrm{c}}\right)^{2}$ according to equation (3.2.18), and let the flux of each of the three folds be $F_{\mathrm{c}}$, with an average total flux from all sub-images normalized to unity. Then, since the amplitudes add coherently in the fringes, we require $3^{2} F_{\mathrm{c}}>2(N-3) / N$, i.e. $F_{\mathrm{c}} \geqslant 0.2$. Now it follows from equations (3.3.11), (3.3.9) and (3.3.6) that for a large number of subimages
$F_{\mathrm{c}}(X) \sim\left(\frac{r_{\text {int }}}{X}\right)^{1 / 2} \bar{F}_{\mathrm{s}}$,
where $X$ is the distance to the fold line in the observer's plane, and $\bar{F}_{\mathrm{s}} \sim 1 / N$ is the mean sub-image flux. If the interference pattern is to be frequently visible, $X$ must be no larger than the average distance to the nearest fold line, $r_{\text {int }} / N[c f$. the derivation of equation (4.5)]. Hence $N \leq 25$. Putting $X=r_{\text {int }} / N$ in equation (3.3.7), we find that the projected separation between the components of the pair is $\sim r_{\mathrm{c}} / \sqrt{ } N \sim r_{\text {int }} / N$. So $r_{\mathrm{c}} \sim r_{\text {int }} / 5 \sim 6 \times 10^{12} \mathrm{~cm}$ for our standard numbers and the angular separation between bright folds should be of order 25 times the 'size' of each fold.

In this picture one expects patterns only for observing frequencies and screen distances such that there are the appropriate number $N$ of sub-images within the scattering disc. Moreover, the mean flux of the pulsar should be brighter when drifting patterns are observed, typically 20 per cent above normal for periodic patterns and 40 per cent above normal for herringbone patterns. Finally, although patterns can be observed over typically an octave in observation frequency, the form of any individual pattern should be correlated only over a limited range of $t$ and $v$. In fact a positional shift of $\sim r_{\text {int }} / N$ (the distance to the nearest fold line) should destroy the arrangement of the caustics; this corresponds to $t \sim 1 v_{7}^{-1}$ day or from the frequency dependence above $\Delta \lambda / \lambda \sim 10^{-2}$. Thus herringbone patterns should rearrange from day to day. We note that Hewish et al. (1985) found that dynamic scintillation spectra not only rearranged on $\sim$ day time-scales, but that the coherence bandwidth of the periodicities was quite small ( $\Delta \lambda / \lambda \leqslant 10^{-3}$ for the case of PSR 1642-03).
Cordes \& Wolszczan (1986) have proposed that the subdivision of the image is effected by extra power superposed on a Kolmogorov spectrum at a large scale. The size $r_{\text {int }}$ of each sub-image is determined by the $\beta=11 / 3$ scattering while the extra scale at $\sim 5 r_{\text {int }}$ has sufficient power to steer images separated by this scale to a common focus. As in the multiple caustic picture, periodic drifts should only occur for a special octave of observing frequency for which there are a few wellseparated images. However, here one expects the patterns to be much more persistent in both $v$ and $t$. The patterns should be similar over an octave in $v$ while the variation time-scale should be several times the refractive time-scale of order 30 day. Observationally, since drifting patterns can change quite rapidly ( $\leqslant 1$ day) but then may persist for months, it is not clear whether such slow variation of the rapid caustic behaviour is indicated. The mean flux of the image in the extra scale picture also varies differently from that in the multiple caustic model. Here all of the flux
comes from a few sub-images, so when an interference pattern is set up the increase over the mean flux level should be of order unity. In addition, there should be caustics associated with the large extra scale fluctuations, albeit degraded by the Kolmogorov fluctuations. In this model, when sub-images approach one another the spacing of the periodic interference pattern increases and the sub-images brighten as they approach the fuzzy, large-scale caustic. In contrast, for the multiple caustic picture, merger events are independent and so fringe spacing and overall flux are not correlated in this fashion. Again, for a complete description of the observed dynamic spectra it may be necessary to invoke the existence of suitably-sized high-density clouds as deterministic scatterers.

## 6 Conclusions

In summary, if there is an inner scale in the density perturbation spectrum of the ISM comparable to the size of the scattering disc of pulsars and compact extragalactic radio sources, then caustics can have a dramatic effect on the flux modulations and individual folds and cusps may even be resolvable. Since the size of the scattering disc $r_{\text {ref }} \propto \lambda^{2}$, this condition can only be satisfied over a narrow range of frequencies for an individual pulsar. Nevertheless, despite these restrictive conditions, there are indications from the observations of non-Gaussian spikes in the light curves and quasi-periodic patterns in the dynamic scintillation spectra that caustics are, in some cases, important. It is likely that a more complex model than a truncated power-law density fluctuation spectrum in a thin screen will be necessary to reconcile theory and observation. A possibly relevant modification would involve non-power-law density fluctuations; i.e. a highly nonGaussian distribution of density perturbations. In particular, if the scattering is relatively localized, a few large clouds, or even a single one, with an enhanced density fluctuation can dominate the scattering. Such enhanced scattering from clumps of scale $\gtrsim r_{\text {int }}$ might be found in HiI regions, supernova remnants, magnetically confined plasma clouds, etc. Numerical simulation may provide the best means of studying such localized scatterers. Such simulations could probe the effects of relaxing the thin screen assumption and the statistics of higher-order catastrophes, as well. (It can be difficult to realize a sharp cut-off in the angular spectrum of density perturbations from a specific physical scale in an extended medium; caustics should be correspondingly weakened.) The computation of higher flux moments and comparison with the behaviour of pulsar flux records would also be useful in determining the importance of higher order caustic events.

From an observational standpoint, it will be important to determine if large intensity spikes and periodic dynamic scintillation spectra occur often over a restricted range of frequencies for each specific pulsar as suggested above, or if such phenomena are less common, but present over a wide range of observation frequency for most pulsars. The latter case would require a more complicated model of the spectrum of ISM density perturbations than a truncated power law. Further, as described by Cordes et al. (1987), dynamic scintillation spectra are important tools for determining when pulsars are subject to multiple imaging. Sources displaying strong, varying periodicities are clearly good candidates for bright caustics. Monitoring of such sources over a range of time lags would allow determination of the variation time-scale for the drifting bands and detection of the flux correlation with drift parameters described above. Data from Cordes \& Wolszczan (1986) are useful as a first attempt to quántify these phenomena; such data show that in a number of cases dramatic periodicities are present, providing an important arena for testing the caustic model.
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## Appendix A

We consider a phase structure function of the form (2.4.5), $D(r) \propto\left(\left|r^{2}-r_{\mathrm{c}}^{2}\right|^{\alpha / 2}-r_{\mathrm{c}}^{\alpha}\right), \alpha=\beta-2$. The limiting forms of this expression are

$$
\begin{array}{ll}
D(r) \propto\left|r^{2}\right|^{\alpha / 2} & r \gtrdot r_{\mathrm{c}} \\
D(r) \propto r_{\mathrm{c}}^{\alpha-2} r^{2} & r \ll r_{\mathrm{c}} \tag{A1}
\end{array}
$$

as appropriate for a structure function $\left\langle[\phi(r)-\phi(0)]^{2}\right\rangle$ calculated from equation (2.3.2) and a fluctuation spectrum with a Gaussian cut-off $Q_{0} q^{-\beta} \exp \left[-\left(q s_{0}\right)^{2}\right], \beta<4$. This choice of $D(r)$ yields

$$
\begin{align*}
\widetilde{W}(\mathbf{q})= & \int d^{2} \mathbf{r} \exp (i \mathbf{q} \cdot \mathbf{r}) \exp \left\{A r _ { \mathrm { F } } ^ { \alpha } \left[2\left|\left(q r_{\mathrm{F}}^{2}\right)^{2}+r_{\mathrm{c}}^{2}\right|^{\alpha / 2}+2\left|r^{2}+r_{\mathrm{c}}^{2}\right|^{\alpha / 2}\right.\right. \\
& \left.\left.-\left|\left(r+q r_{\mathrm{F}}^{2}\right)^{2}+r_{\mathrm{c}}^{2}\right|^{\alpha / 2}-\left|\left(r-q r_{\mathrm{F}}^{2}\right)^{2}+r_{\mathrm{c}}^{2}\right|^{\alpha / 2}-2 r_{\mathrm{c}}^{\alpha}\right]\right\} \tag{A2}
\end{align*}
$$

where $A$ is (see GN)

$$
\begin{equation*}
A=\frac{2^{2-\beta}}{\pi} \frac{\Gamma[(6-\beta) / 2]}{(\beta-4)(\beta-2) \Gamma(\beta / 2)}\left[Q_{0} r{ }_{\mathrm{F}}^{\beta-2}\right] \tag{A3}
\end{equation*}
$$

Note that, for $2<\beta<4, A<0$ and that the quantity in brackets is essentially the amplitude of the phase fluctuations on the Fresnel length. As described in Section 2, when $r_{\mathrm{c}}>r_{\text {dif }}, A$ must be replaced by $A\left(r_{\mathrm{F}} / r_{\mathrm{c}}\right)^{\beta-4}$ for $\beta<4$ to maintain the strength of the scattering.

For strong scattering and fair separation of the various length scales, we have three conditions
$\begin{array}{ll}|A| \gg 1 & \text { i.e. } \phi \gg 1, \\ |A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha}>1 & \text { i.e. } r_{\mathrm{c}} \gg r_{\text {dif }}, \\ |A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha-4} \gg 1 & \text { i.e. } r_{\mathrm{c}} \ll r_{\text {ref }} .\end{array}$
Under these assumptions, we wish to investigate the form of $\widetilde{W}$ (A2) in the regime $q_{\text {int }} \ll q \ll q_{\text {cdif }}=r_{\mathrm{c}} / r_{\mathrm{F}}^{2}$. The integral will be dominated by $|r| \ll r_{\mathrm{c}}$ so we can expand the second exponential to lowest order in $r$, giving
$\widetilde{W}(q)=\int d^{2} r \exp (i q \cdot r) \exp \left[-\alpha(2-\alpha)|A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha-4} q^{2} r^{2}\right]$.
The exponent in square brackets will cut off the integral when $r \geqq\left[|A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha-4}\right]^{-1 / 2} q^{-1}$, which, by equation (A6), gives $r \ll q^{-1}$. Accordingly the first exponential can be replaced by one and the Gaussian integration carried out, yielding
$\widetilde{W}(q)=\frac{\pi}{2^{1 / 2} \alpha(2-\alpha)|A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha-4}} q^{-2}$
which gives the constant power at intermediate scales in Figs 2 and 3.
Similar analyses can be conducted for the other regimes, giving
$r_{\mathrm{F}}^{-2} \widetilde{W}(q)= \begin{cases}2^{\alpha} \pi \alpha(2-\alpha)(\Gamma[(\alpha+2) / 2] / \Gamma[(4-\alpha) / 2])|A|\left(q r_{\mathrm{F}}\right)^{2-\alpha} \exp \left[-\left(q / q_{\mathrm{ref}}\right)^{2} / 2\right] & q<q_{\mathrm{int}} \\ \pi /\left[\alpha|A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha-2}\right] \exp \left[-\left(q / q_{\mathrm{dif}}\right)^{2} / 2\right] & q \gg q_{\mathrm{cdif}}\end{cases}$
where $q_{\mathrm{dif}} \equiv q_{\mathrm{ref}}^{-1} r_{\mathrm{F}}^{-2} \equiv\left[2 \alpha|A|\left(r_{\mathrm{c}} / r_{\mathrm{F}}\right)^{\alpha-2}\right]^{1 / 2}$. The scalings for the extended power-law spectra (solid lines in Figs 2 and 3) have been given by GN.

## Appendix B

In this appendix we show how to relate the specific expression describing the local phase variation from a thin screen observed at position $(X, Y)$ in the vicinity of a cusp to the standard polynomial equation (3.1.3). Again, we must enlarge the standard form to admit two state variables by writing
$\bar{\zeta}=\frac{1}{4} s^{4}+\frac{1}{2} C_{2} s^{2}+C_{1} s+\frac{1}{2} t^{2}$.
We follow the same procedure that we described in Section 3.3 for the fold. We allow ourselves to translate and rotate the $(x, y)$ and $(X, Y)$ coordinate systems and only retain the terms that can be dominant in the vicinity of the stationary points. We obtain
$\zeta(x, y ; \alpha, \beta)=\frac{1}{4} a x^{4}+\frac{1}{2} b x^{2} y+\frac{1}{2} c y^{2}-\alpha x-\beta y ; \quad a>0$
where $a=\phi_{x x x x} / 6, b=\phi_{x x y}, c=\phi_{y y} . \alpha=k X / z, \beta=k Y / z$ are control variables. Again, this expansion is
only valid for $|x|,|y|<r_{c}, r_{\text {int }}$. The stationary points of equation (B2) are given by the real roots of the equation
$\left(a-\frac{b^{2}}{2 c}\right) x_{i}^{3}+\frac{b \beta}{c} x_{i}-\alpha=0$
together with the associated $y$ coordinate
$y_{i}=-\frac{\left(b x_{i}^{2} / 2-\beta\right)}{c}$.
There are three roots corresponding to three rays when
$f(\alpha, \beta)=\left(\frac{\alpha}{2}\right)^{2}\left(a-\frac{b^{2}}{2 c}\right)+\left(\frac{b \beta}{3 c}\right)^{3}<0$,
and one ray when the inequality is reversed. $f(\alpha, \beta)=0$ is the equation of the caustic in the observer plane. The image of the caustic on the screen, i.e. the location of the coalescing images, is the parabola
$H(x, y)=b c y+\left(3 a c-b^{2}\right) x^{2}=0$.
$H(x, y)$, the Hessian, is the reciprocal of the sub-image amplification.
The procedure that we follow in relating the specific expression for the phase variation, equation (B2), to the standard form, equation (B1), is to assume that there exists the phase relation $\zeta=\bar{\xi}+g(\alpha, \beta)$ where $g(\alpha, \beta)$ is a function to be determined. The three functions $C_{1}(a, b, c ; \alpha, \beta), C_{2}(a, b, c ; \alpha, \beta)$ can be determined by comparing the phases at the three stationary points (a one-to-one mapping is guaranteed) and solve for $s(x, y), t(x, y)$. We obtain
$C_{1}=\alpha\left(a-b^{2} / 2 c\right)^{-1 / 4}$
$C_{2}=\beta b c^{-1}\left(a-b^{2} / 2 c\right)^{-1 / 2}$
$g=-\beta^{2} / 2 c$
$s=-\left(a-b^{2} / 2 c\right)^{1 / 4} x$
$t=c^{1 / 2}\left(y-\beta / c+b x^{2} / 2 c\right)$.
Equations (B7) allow us to map a cusp created by a thin phase screen on to the standard polynomial equation. They therefore can be used to compute the diffraction pattern from an individual cusp, given the low-order derivatives of the phase $\phi$ at the cusp.

The intensity behaviour and fringe scales can be estimated for a cusp, following Section (3.3), although the complete description of the fringes given by the Pearcey function (e.g. Berry \& Upstil 1980) is rather complex. At the cusp, $x=y=0$, we have from equation (B2) the area of the first coherent zone is $\sim\left(a^{-1 / 4}\right) \times\left(c^{-1 / 2}\right) \sim r_{c}^{2} / \phi_{c}^{3 / 4}$ and so, in analogy to equation (3.3.6), the maximum flux is
$F_{\mathrm{c}, \max } \sim \frac{r_{\mathrm{c}}^{4}}{\phi_{\mathrm{c}}^{3 / 2} r_{\mathrm{F}}^{4}} \sim \phi_{\mathrm{c}}^{1 / 2} \bar{F}_{\mathrm{s}} \sim \phi_{\mathrm{c}}^{1 / 2} / N$.
From (B3), the sub-image separation for an observer at $Y=0, X \neq 0$ is $\delta x \approx \pm\left(X / r_{\text {int }}\right)^{1 / 3} r_{\mathrm{c}}$. Thus the $x$-width of the central fringe of a cusp caustic, given by the distance over which the phase varies by order unity is
$X_{\mathrm{c}} \sim r_{\text {int }} / \phi_{\mathrm{c}}^{3 / 4}$.

## J. J. Goodman et al.

From equations (3.2.2), (3.2.3) and (B2) we can estimate the variation in the mean flux with distance $X$ from the cusp point as
$F_{\mathrm{c}}(X) \sim\left(\frac{\partial^{2} \zeta}{\partial x^{2}}\right)^{-1}\left(\frac{\partial^{2} \zeta}{\partial y^{2}}\right)^{-1} r_{\mathrm{F}}^{-4} \sim\left(\frac{\phi_{\mathrm{c}}\left(X / r_{\mathrm{int}}\right)^{2 / 3}}{r_{\mathrm{c}}^{2}}\right)^{-1}\left(\frac{\phi_{\mathrm{c}}}{r_{\mathrm{c}}^{2}}\right)^{-1} r_{\mathrm{F}}^{-4} \sim\left(\frac{X_{\mathrm{f}}}{X}\right)^{2 / 3} F_{\mathrm{c}, \max }$.
An approximate scale for the decrease in fringe spacing within this envelope for observer shifts in the $X$ direction, following equation (3.3.12) is
$S_{\mathrm{c}}(X) \sim(d \Delta \zeta / d X)^{-1} \sim\left(\frac{X_{\mathrm{c}}}{X}\right)^{1 / 3} X_{\mathrm{c}}$.
There should be no coherent fringes in the $Y$ direction beyond the central maximum of width $\sim r_{\mathrm{F}}^{2} / l_{y}$ (3.2.2).


[^0]:    *In fact, we don't necessarily need to vary $n-1$ control variables to make $n$ images coalesce. In the case of the swallowtail catastrophe, discussed in Fig. 5, four images can be made to vanish by varying only two control parameters. However, we do need to vary $n-1=3$ independent parameters to find the full singularity.

