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The electron cyclotron maser (ECM) is based on a stimulated cyclotron emission process involving energetic electrons in gyrational motion. It constitutes a cornerstone of relativistic electronics, a discipline that has emerged from our understanding and utilization of relativistic effects for the generation of coherent radiation from free electrons. Over a span of four decades, the ECM has undergone a remarkably successful evolution from basic research to device implementation while continuously being enriched by new physical insights. By delivering unprecedented power levels, ECM-based devices have occupied a unique position in the millimeter and submillimeter regions of the electromagnetic spectrum, and find use in numerous applications such as fusion plasma heating, advanced radars, industrial processing, materials characterization, particle acceleration, and tracking of space objects. This article presents a comprehensive review of the fundamental principles of the ECM and their embodiment in practical devices.
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I. INTRODUCTION

The field of vacuum electronics deals with the use of streaming electrons in a vacuum for the generation of electromagnetic radiation. The advent of microwave tubes in the 1930s and 1940s represented a milestone of far-reaching consequences in the long history of vacuum electronics. Magnetrons, klystrons, and traveling-wave tubes (TWTs) are among the familiar members of the microwave tube family that better our lives as well as influence the outcomes of wars and the advancement of science. They are a long way from the glass radio and TV tubes of the past. Microwave tubes developed for radar during World War II have, for example, found wide-ranging applications in fundamental physics research (Forman, 1995), including, most notably, the particle accelerator. At the same time, the quest for still greater powers and higher frequencies continues to stimulate dramatic advances in the field. Modern vacuum-electronics research features a strong emphasis on novel mechanisms based on relativistic effects (Granatstein, Parker, and Armstrong, 1999). The electron cyclotron maser and free-electron laser are two prominent examples in this category commonly referred to as relativistic electronics.

The microwave band nominally extends from 0.3 to 300 GHz (wavelengths of 1 m down to 1 mm in free space). The performance of early gridded tubes degraded sharply at microwave frequencies, principally because of the transit-time limitation associated with the gridded structure. In order to maintain a unidirectional energy transfer, an electron must complete its traversal through the space between grids before the wave electric field reverses its direction. By comparison, microwave tubes employ metallic interaction structures of complex shapes. By confining the electromagnetic fields (also referred to as the rf fields) within or around such structures, it is possible to control the phase velocity and field profile through appropriate tailoring of the structure. This in turn brings about a variety of mechanisms (and hence devices) by which the electrons transfer energy to the rf fields at higher frequencies. On the one hand, the phase velocity of the wave can be slowed down to synchronize with the electron motion, as in the TWT and in the magnetron. On the other hand, the rf electric field can be made to concentrate around a narrow gap within the cavity (Slater, 1950, p. 232), as in the klystron, thereby substantially reducing the effective electron transit time. Thus the spectrum of high-power electromagnetic radiation was extended deep into the microwave band up to the borderline of millimeter wavelengths.

Traditionally, microwaves at frequencies above the upper reaches of the classical tubes are referred to as millimeter waves. Modern technologies have long enabled these tubes to cross the millimeter-wave boundary. However, the complex rf structure responsible for the dramatic increase in centimeter-wave power levels also imposes severe limitations with regard to physical size and output power as one further pushes up the frequency. Consequently, new approaches are required for the realization of powerful sources in the millimeter-wave region and beyond.

This review addresses the physics of the electron cyclotron maser (ECM) interaction and the continued, and equally significant, advance of the power spectrum into the millimeter- and submillimeter-wave regions made possible by the interaction. In essence, a new dimension in the interaction mechanism—cyclotron resonance—provides the physics underpinning and permits wave generation in simple and large-size structures.

Sections I–V are intended for readers with little prior knowledge of the subject, while the other sections treat more specialized topics. This section begins with a discussion of the physical conditions for wave generation in vacuum-electronic devices, the significance of cyclotron interactions, and the discovery of the electron cyclotron maser. Topics to be covered in the remainder of the article are outlined at the end of Sec. I. The Gaussian system of units is employed throughout.

A. Bunching and synchronism

Generation of electromagnetic radiation by a dc electron beam requires a bunching mechanism to impart an ac component to the beam current. In order for the bunches to build up, and to allow sustained energy transfer, the electrons must remain in close synchronism with the wave. Bunching and synchronism are two fundamental conditions for the generation of coherent radiation in vacuum-electronic devices. Indeed, different classes of devices are distinguishable by their characteristic bunching and synchronism mechanisms. The history, operating principles, and current development trends of a broad range of vacuum-electronic devices can be found in the review articles of Granatstein, Parker, and Armstrong (1999) and Luhmann, Nusinovich, and Goebel (2004).

Radiation generation in vacuum-electronic devices is a stimulated process because electron bunching is caused by the action of an electromagnetic wave. For purposes of illustration and later reference, we first consider the conventional traveling-wave tube (TWT) amplifier commonly employed in radar and communication systems.
The TWT is a linear beam device (see, for example, Gilmour, 1986, Chap. 10), in which the electrons move rectilinearly along the axis of a periodic structure [Figs. 1(a) and (b)]. By Floquet’s theorem, a normal mode of the periodic structure (also called the circuit wave) can be decomposed into an infinite number of traveling-wave components, each having the same frequency $\omega$ but a different propagation constant $k_z$ given by

$$k_z = \frac{\beta_0 + 2 \pi n}{L}$$

where $\beta_0$ is a constant, $L$ is the period of the structure, and $n$ is an arbitrary integer (Slater, 1950, Chap. 8; Gewartowski and Watson, 1965, Chap. 8). Slow waves ($\omega/k_z < c$) are thus formed because most of the components will have a sufficiently large $k_z$. Synchronism requires that the electrons, at velocity $v_z$, travel approximately at the phase velocity of a specific component of the circuit wave,

$$\omega - k_z v_z = 0,$$

so that they are acted upon by a quasistatic electric field. Over the distance of every guide wavelength, half of the electrons are accelerated and the other half decelerated. In the process, electron bunches are formed. As shown in Fig. 2(a), the electrons tend to bunch about a field null, which still does not lead to a net energy transfer. In actual operation, however, the electron beam enters the circuit at a velocity slightly greater than the phase velocity of the synchronized component. Moving slightly faster than the wave, centers of electron bunches will gradually advance into the decelerating phases while the bunches are being formed [Fig. 2(b)]. This results in a net transfer of the beam energy to the wave. A static magnetic field is commonly present in the TWT but exists only to prevent the electrons from radially dispersing under the repulsive electrostatic forces.

B. Significance of cyclotron interactions

Condition (1) indicates that only a slow wave can participate in the synchronous beam-wave interaction. Slow waves in a periodic structure tend to concentrate around the periodic loading (see Figs. 8.7-2 and 8.7-5 in Gewartowski and Watson, 1965). When the interaction space diminishes at short wavelengths, the structural complexity and surface field concentration present fabrication difficulties as well as power-handling problems, such as wall heating and voltage breakdown. By comparison, the interaction space for optical radiation by lasers is not restricted in size. However, an atom upon each excitation emits only a single photon of the desired energy. This accounts for the decreasing power output of lasers with decreasing photon energy, so that lasers are most often employed in the infrared and shorter-wavelength region. Such opposing limitations of classical and quantum-mechanical sources result in the long-recognized millimeter and submillimeter “gap” (Fig. 3) in the electromagnetic spectrum where the achievable power falls to low levels from both the long- and short-wavelength regions.

The very reasons for the power gap suggest the need for a radiation mechanism that combines the advantages of multiple photon emission of the free electron and the multiwavelength interaction space of the laser. Electron cyclotron interactions provide the solution. When the interaction involves the gyration motion of electrons in a static magnetic field $B_0$, synchronism requires (see Sec. II.A)
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Harmonic interactions and the additional advantages (and limitations) that accrue from their utilization will be discussed in Sec. II.G.

C. Discovery of the electron cyclotron maser

For fast-wave generation, a new bunching mechanism is required, and in order to maintain synchronism it must involve the cyclotron motion. However, until most of the slow-wave tube types had been invented and successfully implemented, fast-wave devices were not part of the mainstream tube activities. Then, in the late 1950s, fast-wave emission mechanisms were discovered almost simultaneously by Twiss (1958), Gaponov (1959a, 1959b), and Schneider (1959) in theory and by Pantell (1959) in experiment. These discoveries sparked research and development activities that continue unabated even after four decades and that have resulted in the most successful fast-wave device to date—the gyrotron.

The radiation mechanisms proposed by the above-mentioned authors fall into two basic types: relativistic and nonrelativistic. The relativistic mechanism was analyzed both classically (Twiss, 1958; Gaponov, 1959a, 1959b) and quantum mechanically (Schneider, 1959). In the classical picture, it is due to azimuthal phase bunching by rf electric forces, which modulate the electron cyclotron frequency. This is inherently a relativistic effect since the rest-mass cyclotron frequency is independent of the electron energy. The nonrelativistic mechanism, by contrast, originates from axial phase bunching by rf magnetic forces. As will be extensively discussed in Secs. II–IV, both mechanisms are present in cyclotron interactions, and each dominates in a different regime of the phase velocity. The name “electron cyclotron maser” commonly refers to fast-wave generation, for which the relativistic mechanism plays the dominant role.

D. Physics of cyclotron interactions and article outline

The basic physics, although not the entire picture, of electron bunching in linear beam devices can be described by a one-dimensional model; however, it is complicated by the inevitable ac space-charge effects (Gewartowski and Watson, 1965, Chaps. 9 and 10). In dramatic contrast, bunching in cyclotron interactions takes place in both azimuthal and axial phase angles with the electrons in three-dimensional motion, but it exhibits much reduced, if any, ac space-charge effects.

New physics issues arise from the increased complexity of the physical mechanisms, the multidimensionality of phase and real spaces, and the relativistic nature of electron dynamics. The first portion of this review, Secs. II–IV, addresses the fundamental physics of electron cyclotron interactions with a circularly polarized electromagnetic wave. In Sec. II, we study a basic model consisting of a ring of uniformly distributed electrons circulating in a static magnetic field. Driven by the rf forces, azimuthal and axial phase bunching are shown to be intimately related in the emission process. There are

\[ \omega - k_z v_z - \frac{\Omega_e}{\gamma} = 0, \]
also two absorption mechanisms, important on the short time scale and at low electron energies, that transfer the wave energy to the electrons. Interestingly, the two emission mechanisms are inseparable and mutually competitive, whereas the two absorption mechanisms act in concert independently. These emission and absorption processes are analyzed linearly and nonlinearly in Sec. II, followed by an examination of the harmonic interaction.

Early observations of stimulated cyclotron emission in fast-wave structures are discussed in Sec. III, where uncertainties regarding the interpretation of the observed emission are noted. A plasma-physics treatment in Sec. IV provides the definitive clarification. It is shown that azimuthal and axial bunching each drive a different instability in the plasma medium, with one serving as a debunching mechanism to the other in either instability. Azimuthal bunching is established to be the driving mechanism for stimulated cyclotron emission in fast-wave structures.

Another basic issue considered in Sec. IV is the relationship between phase bunching and spatial bunching. Self-consistent solutions indicate that phase bunching, whether azimuthal or axial, results in complete cancellation of ac space charges in a uniform electron medium. Furthermore, axial bunching is not accompanied by any axial current. These rather surprising consequences underlie the basic differences between linear beam and cyclotron-resonance interactions.

The second portion of the review, Secs. V–VIII, addresses the embodiment of the ECM instability in practical devices for the generation of high-power coherent radiation. Such devices, under the general name of gyrotron, assume a number of forms. The configurations, operating principles, status, and applications of four basic types of gyrotrons are discussed in Sec. V. Sections VI–VIII address important nonlinear effects in both amplifier and oscillator configurations. With the electrons simultaneously in resonance with a multitude of modes, an amplifier can readily break into oscillations. Section VI examines the competition between the forward-wave amplification and the backward-wave oscillation. Investigation of this and other types of oscillations and methods for their stabilization leads to the demonstration of an ultrahigh-gain scheme. The principle of harmonic multiplying amplification in multistage structures is also discussed.

Section VII examines nonlinear ECM interactions in oscillators. Backward-wave oscillations build up in an internal feedback loop and are characterized by highly current-sensitive field profiles. The rf fields contract nonlinearly, which results in sharply contrasting linear and nonlinear behavior. Implications of this effect are further examined in Sec. VIII, where nonstationary oscillations in resonant and nonresonant structures are compared. As the beam current increases, cavity oscillations transition from the stationary state to a sequence of self-modulation states, and eventually they turn stochastic. By contrast, backward-wave oscillations in the waveguide remain stable at a beam current far in excess of the conventional nonstationary threshold. This fundamental difference is physically interpreted in terms of the field-shaping processes in these two types of oscillations.

There are also critical technologies that must be, and to a large extent have been, developed for high average-power operation, such as electron guns, depressed collectors, mode converters, and microwave windows. However, these topics are beyond the purview of the current article. Readers are referred to Felch et al. (1999) and Thumm and Kasparek (2002) for an extensive review of the requisite technology development.

II. ELECTRON CYCLOTRON INTERACTIONS—BASIC THEORY

Cyclotron-resonance devices employ an electron beam consisting of helically moving electrons with free energy residing in the gyrational motion. Energy transfer is effected through electron interactions with the transverse electric field. This brings into play the transverse motion of electrons and hence the cyclotron resonance. In this section, we examine the fundamental processes through a model incorporating only the essential elements of cyclotron interactions.

A. Basic model

There are a number of different, but equivalent, ways of representing electrons with random cyclotron phase angles. We adopt the model shown in real space in Fig. 4(a). In the presence of a static magnetic field $B_0$ oriented along the positive $z$ axis, an ensemble of electrons with identical axial and transverse velocities are uniformly distributed in a common cyclotron orbit in the $z=0$ plane. Velocity-space representation of the ensemble is shown in Fig. 4(b). An electron with velocity polar angle $\phi$ in Fig. 4(b) corresponds to the electron with position polar angle $\theta = \phi - \pi/2$ in Fig. 4(a).

Initially, the electrons are rotating about the origin in both spaces, and either $\theta$ or $\phi$ represents the cyclotron phase angle. As the electron orbits are perturbed by the rf fields, centers of rotation will spread radially from the origin in real space. The polar angle $\theta$, in reference to the origin, no longer represents the exact cyclotron phase angle. However, $\phi$ always specifies the orientation of the transverse velocity and hence the exact cyclotron phase angle. Consequently, subsequent dynamical behavior will be illustrated in velocity space only.

The electrons are assumed to be in the presence of a constant-amplitude, circularly polarized electromagnetic wave propagating in the positive or negative $z$ direction. The rf fields $E_\perp$ and $B_\perp$ are given by

$$E_\perp = E_0 \left[ \cos(\omega t - k_z z) e_x + \sin(\omega t - k_z z) e_y \right],$$

$$B_\perp = \frac{k_z c}{\omega} e_z \times E_\perp = \frac{k_z c}{\omega} E_0 \left[ -\sin(\omega t - k_z z) e_x ight. + \left. \cos(\omega t - k_z z) e_y \right].$$
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where \( E_0 \) is the field amplitude and \( e_x, e_y, \) and \( e_z \) are fixed unit vectors in the laboratory frame. The wave frequency \( \omega \) is assumed to be positive. The rf fields, illustrated in Fig. 4 at \( t = z = 0 \) for a positive \( k_z \), are transversely uniform in any cross-sectional plane. The fields rotate as a whole, with the amplitude unchanged, both in time (in any fixed cross-sectional plane) and along the z axis (at any fixed time). For the study of cyclotron interactions, it is convenient to define the wave polarization with respect to the direction of the static magnetic field \( B_0 \). For \( B_0 \) aligned along the positive z direction, the wave represented by Eqs. (3) and (4) is right-hand circularly polarized, rotating in the same sense as the electrons, regardless of the sign of \( k_z \).

The principal quantity of interest is the rate of change of the electron kinetic energy \( W \),

\[
\frac{d}{dt} W = - e v_\perp \cdot E_\perp .
\]

Substituting Eq. (3) for \( E_\perp \) and writing \( v_\perp = v_\perp (\cos \phi e_x + \sin \phi e_y) \), we obtain

\[
\frac{d}{dt} W = - e E_0 v_\perp \cos(\omega t - k_z z - \phi).
\] (6)

The rf magnetic field is much smaller than the static magnetic field under conditions of practical interest. Thus \( \phi \) advances at approximately the electron cyclotron frequency,

\[
\frac{d \phi}{dt} \equiv \frac{\Omega_e}{\gamma}.
\] (7)

Resonance takes place when the electron remains phase with the wave. This requires

\[
\frac{d}{dt} (\omega t - k_z z - \phi) = \omega - k_z v_z - \frac{\Omega_e}{\gamma} = 0.
\] (8)

Equation (8) reproduces the synchronism condition in Eq. (2). A left-hand circularly polarized wave, if present, would rotate in the opposite sense from the electron and thus would play a negligible role. It would merely add a rapid and small-amplitude fluctuation to the electron energy.

B. Effective cyclotron phase angle

In Eq. (6), there are three phase angles \((\omega t, k_z z, \) and \( \phi)\), which determine the rate of change of the electron energy. The last two angles may be regarded as electron phase angles because they depend upon the electron coordinates \( z \) and \( \phi \). These two phase angles are indistinguishable in that only their algebraic sum enters into Eq. (6). We may therefore define an effective cyclotron phase angle \( \phi_{\text{eff}} \) as

\[
\phi_{\text{eff}} = k_z z + \phi,
\] (9)

and rewrite Eq. (6) as

\[
\frac{d}{dt} W = - e E_0 v_\perp \cos(\omega t - \phi_{\text{eff}}).
\] (10)

The effective cyclotron phase angle advances at the rate of the effective cyclotron frequency \( \Omega_{\text{eff}} \), given by

\[
\frac{d}{dt} \phi_{\text{eff}} = k_z v_z + \frac{\Omega_e}{\gamma}.
\] (11)

With all of the phase information of the electron included in \( \phi_{\text{eff}} \), the synchronism condition is now represented by

\[
\omega \equiv \Omega_{\text{eff}}.
\] (12)

The effective cyclotron phase angle will provide a convenient framework for the graphic representation and physical interpretation of the two-phase-angle interaction processes under consideration.

C. Graphic representation

Since the electrons and the wave are phase synchronized, resonant interactions can in principle be represented in a quasistationary plot, as in the one-dimensional example shown in Fig. 2. However, there...
are two difficulties in representing cyclotron-resonance interactions in Figs. 4(a) and (b), which exhibit only the cyclotron phase angle. First, under the synchronism condition \( (\omega = \Omega_{\text{eff}}) \), the rotating frequency of the wave and the gyration frequency of electrons differ by approximately \( k_z v_z \), a difference that can be significant. Second, and more serious, phase variations due to the axial motion of the electrons cannot be represented. The cyclotron phase angle alone does not correctly represent the relative orientation of the electron velocity vector and the rf field vectors.

These difficulties are removed by displaying the electrons in the effective cyclotron phase space (Figs. 5 and 6), in which the polar angle is designated to be the effective cyclotron phase angle. The effective cyclotron phase space is readily constructed by adding \( k_z v_z \) to the phase angle \( \phi \) in Fig. 4(b), with other quantities unchanged. Each electron now rotates at its effective cyclotron frequency \( \Omega_{\text{eff}} \). This results in near co-rotation of the electron with the wave when \( \omega \equiv \Omega_{\text{eff}} \). In addition, the electron velocity vector is now correctly oriented relative to the rf field vectors. Note that only the \( \Omega_{\text{eff}} / \gamma \) portion of \( \Omega_{\text{eff}} \) represents the actual cyclotron rotation frequency. The \( k_z v_z \) portion is an adjustment to account for the axial phase variation.

D. Azimuthal and axial bunching—A qualitative discussion

The electrons are displaced by rf forces from their zero-order orbits in the effective cyclotron phase space. Here, we consider two primary bunching processes that result from the angular displacement \( \Delta \phi_{\text{eff}} \). For a qualitative discussion, variations of \( v_z \) may be neglected. For simplicity, we assume that initially \( v_z = 0 \) for all electrons.

In the effective cyclotron phase space, the electrons are in slow motion relative to one another as well as to the fields. It is therefore convenient to visualize the bunching processes in a sequence of “snapshots” taken at integer multiples of the wave period. In these snapshots, the rf fields are in fixed orientations, as in Figs. 5 and 6. Only a departure from exact synchronism, due to initial detuning or subsequent electron-wave interactions, will result in angular displacements of the electrons relative to the fields. The two bunching effects are considered separately below with the understanding that they can be linearly superposed.

1. Azimuthal bunching

In Figs. 5 and 6, electrons 1 and 2 represent, respectively, electrons on the left half-circle \( (v_1 \cdot E_1 < 0) \), energy-gaining phase) and right half-circle \( (v_1 \cdot E_1 > 0) \), energy-losing phase). The effect of the electric force is shown in Fig. 5. Electron 1 gains energy, becomes heavier in relativistic mass \( (\gamma m_e) \), rotates at a reduced \( \Omega_{\text{eff}} \), and thus acquires a phase lag \( (\Delta \phi_{\text{eff}} < 0) \). For the opposite reason, electron 2 will lose energy and acquire a phase advance \( (\Delta \phi_{\text{eff}} > 0) \). The electrons thus tend to bunch toward the phase angle marked as “center of bunch” in Fig. 5, at which \( v_1 \cdot E_1 = 0 \) and there is no net energy transfer. If the static magnetic field is initially detuned from exact synchronism so that \( \Omega_{\text{eff}} \neq \omega \), the electrons will rotate as a whole in the clockwise sense while the bunch is being formed. Hence the center of the bunch will gradually slip into the right half-circle, resulting in a net energy transfer to the wave. For the opposite

\[ \text{1 The reduction in cyclotron frequency at a faster speed is due to the increased Larmor radius.} \]
detuning, the direction of energy flow will be reversed. The trend for azimuthal bunching can be summarized as
\[
\begin{align*}
\Omega_{\text{eff}} &< 0, \quad \text{positive emission,} \quad (13a) \\
\Omega_{\text{eff}} &> 0, \quad \text{negative emission.} \quad (13b)
\end{align*}
\]

In the discussion above, it is instructive to distinguish two aspects of the relativistic effects: The absolute magnitude of \( \gamma \) determines the zero-order electron cyclotron frequency, whereas phase-dependent variations of \( \gamma \) cause azimuthal bunching (discussed further in Sec. IV.D).

2. Axial bunching

Figure 6 illustrates how axial forces also lead to electron bunching in the effective cyclotron phase space. Electron 1, acted upon by a positive \( \mathbf{v}_1 \times \mathbf{B}_1 \) force, gains a positive incremental velocity \( \Delta v_z \). Because \( k_z > 0 \), \( \Omega_{\text{eff}} \) increases by \( k_z \Delta v_z \), which results in a phase advance. For the opposite reason, electron 2 slips back in phase. Again, bunching occurs, now with the center of the bunch on the opposite side of that shown in Fig. 5. For the center of the bunch to advance to the right half-space (energy-losing phases), the static magnetic field must be initially detuned, so that \( \Omega_{\text{eff}} > 0 \). With the opposite detuning, the electrons absorb energy from the wave. As in the case of azimuthal bunching, the energy transfer is effected through the cyclotron motion; however, the trend for axial bunching is reversed:
\[
\begin{align*}
\Omega_{\text{eff}} &< 0, \quad \text{positive emission,} \quad (14a) \\
\Omega_{\text{eff}} &> 0, \quad \text{negative emission.} \quad (14b)
\end{align*}
\]

The opposing trends of Eqs. (13) and (14) permit an experimental identification of either bunching mechanism (discussed in Sec. III.A) and also suggest a competitive relationship between the two bunching mechanisms (discussed further in Sec. IV.C). In the beam reference frame \( (v_z = 0 \text{ initially}) \), \( \Omega_{\text{eff}} \) in Eqs. (13) and (14) equals \( \Omega_c / \gamma \).

E. Linear analysis

1. Equations of motion

Linear analyses of cyclotron interactions in fixed rf fields can be found in many early papers.\(^2\) In the linear theory, rf forces on the electrons are approximately evaluated along the zero-order orbits. Orbital perturbations due to the rf forces are then calculated, and they result in electron bunching and consequently an analytical expression for the energy transfer. The electrons are each governed by the relativistic equation of motion,

\[
\frac{d}{dt}(\gamma m_v \mathbf{v}) = -eE_\perp e/c \mathbf{v} \times (B_0 \mathbf{e}_z + B_\parallel),
\]

where \( E_\perp \) and \( B_\parallel \) are given by Eqs. (3) and (4). The position vector of the electron can be written as

\[
x = \int_0^t \mathbf{v} dt + x_0,
\]

where \( x_0 \) is the initial value. Equation (6), rewritten here in terms of \( \gamma \), serves as a convenient auxiliary equation,

\[
\frac{d}{dt} \gamma = -\frac{eE_0 v_\perp}{m_e c^2} \cos(\omega t - k_z z - \phi).
\]

Because bunching occurs in azimuthal and axial phase angles, the processes are more transparent in polar coordinates than in Cartesian coordinates. Thus, writing \( \mathbf{v} = v_z (\cos \phi_e + \sin \phi_e) + v_\perp \mathbf{e}_\perp \), taking the dot product of Eq. (15) separately with \( \cos \phi_e + \sin \phi_e, -\sin \phi_e + \cos \phi_e, \) and \( \mathbf{e}_z \), and substituting Eqs. (3), (4), and (17) into the resulting equations, we obtain exactly

\[
\frac{d}{dt} v_z = -\frac{eE_0 v_\perp}{m_e c^2} \frac{k_z v_z}{\omega} \cos(\omega t - k_z z - \phi),
\]

\[
\frac{d}{dt} \phi = \frac{\Omega_x}{\gamma} \frac{eE_0}{m_e v_\perp} \left(1 - \frac{k_z v_z}{\omega}\right) \sin(\omega t - k_z z - \phi),
\]

\[
\frac{d}{dt} v_\perp = -\frac{eE_0 v_\perp}{m_e c^2} \frac{k_z v_z}{\omega} \cos(\omega t - k_z z - \phi).
\]

On the right-hand sides of Eqs. (17)–(20), the \( \Omega_x / \gamma \) term is due to the static magnetic force [see Eq. (4)]; terms proportional to \( k_z / \omega \) are due to rf magnetic forces; and the other terms are due to rf electric forces. The rf forces on the electrons vary slowly under the synchronization condition. The \( E_\perp \) electric force and the \( v_z \times \mathbf{B}_\parallel \) magnetic force are both in the transverse direction. Components of these two forces tangential\(^3\) to \( v_z \) cause magnitude variations of \( v_\perp \) through Eq. (18). Relativistically, a force aligned tangential to the particle velocity \( (\mathbf{v}) \) produces a tangential acceleration \( \gamma^2 \) times smaller than the normal acceleration it would produce when aligned normal to \( \mathbf{v} \) (Alonso and Finn, 1970). This accounts for the reduction factor, \( 1 - v_z^2 / c^2 \), on the \( E_\perp \) force tangential to \( v_z \) in Eq. (18). If \( v_z \) vanishes, \( v_\perp \) equals the total velocity \( \mathbf{v} \) and the reduction factor becomes \( 1/\gamma^2 \), as expected. Note that the magnetic force is always normal to the total velocity.

Equation (19) governs the rotational motion. The electron rotational frequency is primarily determined by the \( \Omega_x / \gamma \) term due to the static magnetic field. Phase-dependent perturbations of \( \gamma \) modulate the electron ro-

\(^2\)See, for example, Gaponov (1959a, 1959b); Hirshfield, Bernstein, and J. M. Wachtel (1965); Hsu and Robson (1965); Lindsay (1972); Chu (1978); Mourier (1980); Brattman et al. (1981); Lindsay, Jones, and Lumsden (1984).

\(^3\)Here and below, “tangential” and “normal” are in reference to the instantaneous direction of either \( \mathbf{v}_1 \) or \( \mathbf{v} \), while “transverse” and “axial” are in reference to the \( z \) direction.
tional frequencies through this term, which results in azimuthal bunching (Sec. II.D.1). In addition, components of the \( \mathbf{E}_\perp \) and \( \mathbf{v}_z \times \mathbf{B}_\perp \) forces normal to \( \mathbf{v}_\perp \) will also modulate the rotational frequencies and bunch the electrons through the remaining terms on the right-hand side of Eq. (19). This results in an additional energy-transfer mechanism to be discussed in Sec. II.E.3.

The \( \mathbf{v}_z \times \mathbf{B}_\perp \) force accelerates or decelerates \( v_z \) through the term proportional to \( k_z/\omega \) in Eq. (20). This is the force responsible for axial bunching (Sec. II.D.2). The term proportional to \( v_z/e^2 \) in Eq. (20), which originates from the time derivative of \( \gamma \), accounts for the relativistic coupling of transverse and axial motions. The axial momentum is conserved when the electron is acted upon by a transverse force. To conserve axial momentum \((\gamma m_v z)\), a variation of \( \gamma \) due to the transverse \( E_\perp \) force \[\text{Eq. (17)}\] must be accompanied by a variation of \( v_z \), provided \( v_z \) is a nonvanishing quantity.\(^4\)

2. Linear solutions

Equations (17)–(20) can be solved by the method of iteration under the assumption of weak rf fields \( E_0 \to 0 \). To avoid complications from the \( \mathbf{v}_z \times \mathbf{B}_\perp \) force while still retaining the essential physics, we shall work in the electron reference frame by assuming that initially \( v_z \) vanishes for all electrons. Setting \( E_0 = 0 \) in Eqs. (17)–(20), we obtain the zero-order electron orbit,

\[
\gamma = \gamma_0, \quad v_\perp = v_{\perp 0}, \quad \phi = (\Omega/\gamma_0)t + \phi_0, \tag{21}
\]

and

\[
v_z = z = 0, \tag{22}
\]

where quantities with subscript “0” denote initial values and we have assumed that all electrons are initially at \( z = 0 \). The electrons are distinguished by their initial cyclotron phase angles \( \phi_0 \). The circularly polarized electromagnetic wave has the same amplitude at any \( z \) position, and only its field orientation depends on \( z \) (see Sec. II.A). Thus, when we assume a random distribution in \( \phi_0 \), the electron ensemble in the \( z = 0 \) plane is representative of the electrons in any other plane. The transverse position coordinates (neglected) are irrelevant to the energy transfer because the rf fields depend only on \( z \).

Substitution of Eq. (21) into Eqs. (17), (18), and (20) yields

\[
\frac{d}{dt} \gamma = - \frac{e E_0 v_{\perp 0}}{m_e c^2} \cos(\epsilon t - \phi_0), \tag{22}
\]

\[
\frac{d}{dt} v_\perp = - \frac{e E_0}{\gamma_0 m_e} \left(1 - \frac{v_{\perp 0}^2}{c^2}\right) \cos(\epsilon t - \phi_0), \tag{23}
\]

\[
\frac{d}{dt} v_z = - \frac{e E_0 v_{\perp 0} k_z}{\gamma_0 m_e \omega} \cos(\epsilon t - \phi_0), \tag{24}
\]

where \( \epsilon \) is given by

\[
\epsilon = \omega - \Omega/\gamma_0 \tag{25a}
\]

under the present assumption of \( v_z = 0 \). In general, it is defined as

\[
\epsilon = \omega - k_z v_z - \Omega/\gamma_0. \tag{25b}
\]

The quantity \( \epsilon \) is the detuned frequency from exact synchronism and will be referred to as the detuning factor. As seen in Eqs. (22)–(24), it is the frequency at which the rf forces act upon the electrons (in the linear approximation). Equations (22)–(24) are readily integrated to yield solutions to first order in \( E_0 \).

\[
\gamma = \gamma_0 - \frac{e E_0 v_{\perp 0}}{m_e c^2 \epsilon} [\sin(\epsilon t - \phi_0) + \sin \phi_0], \tag{26}
\]

\[
v_\perp = v_{\perp 0} - \frac{e E_0}{\gamma_0 m_e \epsilon} \left(1 - \frac{v_{\perp 0}^2}{c^2}\right) [\sin(\epsilon t - \phi_0) + \sin \phi_0], \tag{27}
\]

\[
v_z = - \frac{e E_0 v_{\perp 0} k_z}{\gamma_0 m_e \epsilon} [\sin(\epsilon t - \phi_0) + \sin \phi_0]. \tag{28}
\]

Integrating Eq. (28), we obtain

\[
z = \frac{e E_0 v_{\perp 0} k_z}{\gamma_0 m_e \epsilon} \left[1 - \frac{1}{\epsilon} [\cos(\epsilon t - \phi_0) - \cos \phi_0] - \frac{t}{\epsilon} \sin \phi_0\right]. \tag{29}
\]

On the right-hand side of Eq. (19), we substitute the first-order solution for \( \gamma \) [Eq. (26)] into the zero-order term and the zero-order solutions [Eq. (21)] in the first-order term. This results in

\[
\frac{d}{dt} \phi = \frac{\Omega}{\gamma_0} \left(1 + \frac{e E_0 v_{\perp 0}}{\gamma_0 m_e c^2 \epsilon} [\sin(\epsilon t - \phi_0) + \sin \phi_0]\right) - \frac{e E_0}{\gamma_0 m_e v_{\perp 0}} \sin(\epsilon t - \phi_0). \tag{30}
\]

Thus

\[
\phi = \frac{\Omega}{\gamma_0} t + \phi_0 - \frac{e E_0 v_{\perp 0}}{\gamma_0^2 m_e c^2} \left[1 - \frac{1}{\epsilon} [\cos(\epsilon t - \phi_0) - \cos \phi_0] - \frac{t}{\epsilon} \sin \phi_0\right] + \frac{e E_0}{\gamma_0 m_e v_{\perp 0}} [\cos(\epsilon t - \phi_0) - \cos \phi_0], \tag{31}
\]

3. Energy-transfer mechanisms

The first-order terms in Eqs. (29) and (31) are \( \phi_0 \)-dependent perturbations. For any electron pair separated by 180° in \( \phi_0 \), the perturbations have the same magnitude but opposite signs. Hence perturbations of \( \phi \) and \( \phi \) lead to axial and azimuthal electron bunching, respectively. All of these perturbations affect energy transfer through their algebraic sum in the effective cyclotron phase angle.
TABLE I. Summary of energy-transfer mechanisms, assuming initial \( v_z \) vanishes for all electrons. With a finite initial \( v_z \), the \( \mathbf{v}_z \times \mathbf{B}_0 \) force will contribute to mechanisms 3 and 4.

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Driving force</th>
<th>Relevant equation</th>
<th>Modulated quantity</th>
<th>Phase bunched</th>
<th>Physical nature(^a)</th>
<th>Effect on energy transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( E_z ) force tangential to ( \mathbf{v}_z )</td>
<td>Eq. (17)</td>
<td>( \gamma )</td>
<td>azimuthal; inertial bunching</td>
<td>stimulated cyclotron emission;(^b)</td>
<td>dominant mechanism for fast-wave generation</td>
</tr>
<tr>
<td>2</td>
<td>( \mathbf{v}_z \times \mathbf{B}_0 ) force</td>
<td>Eq. (20)</td>
<td>( v_z )</td>
<td>axial; nonrelativistic; inertial bunching</td>
<td>stimulated cyclotron emission;(^b)</td>
<td>dominant mechanism for slow-wave generation</td>
</tr>
<tr>
<td>3</td>
<td>( E_z ) force normal to ( \mathbf{v}_z )</td>
<td>Eq. (19)</td>
<td>centripetal acceleration</td>
<td>azimuthal; nonrelativistic; force bunching</td>
<td>cyclotron-resonance absorption;(^c)</td>
<td>significant on short time scale and at low electron energies</td>
</tr>
<tr>
<td>4</td>
<td>( E_z ) force tangential to ( \mathbf{v}_z )</td>
<td>Eq. (18)</td>
<td>( v_z )</td>
<td>none; nonrelativistic</td>
<td>cyclotron-resonance absorption;(^c)</td>
<td>significant on short time scale and at low electron energies</td>
</tr>
</tbody>
</table>

\(^a\)Only the effect that is absent from the nonrelativistic formalism is labeled “relativistic.”
\(^b\)Under condition (39a).
\(^c\)Under all conditions.

\[
\phi_{\text{eff}} = \phi + k_z z = \frac{\Omega_t}{\gamma_0} + \phi_0 - \frac{e E_0 v_{\perp 0}}{\gamma_0 m_e \omega} \left( \frac{\omega \Omega_e}{\gamma_0 c^2} k_z^2 \right) \\
\times \left( \frac{1}{\epsilon^2} \left( \cos(e \epsilon t - \phi_0) - \cos \phi_0 \right) - \frac{t}{\epsilon} \sin \phi_0 \right) + \frac{e E_0}{\gamma_0 m_e v_{\perp 0} \epsilon} \left[ \cos(e \epsilon t - \phi_0) - \cos \phi_0 \right],
\]

(32)

where the first two terms on the right-hand side represent the zero-order phase advance, on which the perturbations are independently superposed.

In terms of the driving force, each phase perturbation in Eq. (32) can be traced to a different rf force. The term proportional to \( \omega \Omega_e \) is due to the \( E_z \) force tangential to \( \mathbf{v}_z \), and the term proportional to \( k_z^2 \) is due to the axial \( \mathbf{v}_z \times \mathbf{B}_0 \) force. Their bunching effects are shown in Figs. 5 and 6. The last term is due to the \( E_z \) force normal to \( \mathbf{v}_z \), a centripetal force. Referring to Fig. 4(a), rotating frequencies of electrons on the left half-circle are reduced by this force, while those on the right half-circle are increased by it. Electrons are thus bunched azimuthally toward the maximum accelerating phase of the \( E_z \) force [\( \theta=90^\circ \) in Fig. 4(a)], and this always results in net energy absorption by the electrons. Bunching mechanisms associated with these three forces have been summarized in Table I.

In terms of the electron responses, the three bunching mechanisms can be divided into two types, referred to as “inertial bunching” and “force bunching” (see, for example, Batrman et al., 1981). In inertial bunching (mechanisms 1 and 2 in Table I), the phase perturbation results indirectly from the driving force in that the force must first generate a perturbation on either \( \gamma \) or \( v_z \). Once \( \gamma \) or \( v_z \) has been perturbed, the resultant perturbation of \( \phi \) or \( k_z z \) continues to grow even after the force is terminated (an initial effect). Consider Eqs. (26) and (28), for example. The perturbation of \( \gamma \) or \( v_z \) by the sinusoidal rf forces, when averaged over time, has a finite value unless \( \phi_0 = 0 \) or \( \pi \). This results in the term in Eq. (32) which grows linearly in time. In force bunching (mechanism 3 in Table I), the phase perturbation results directly from the action of the driving force. The perturbation varies only in the presence of the force and will be “frozen” as soon as the force is terminated.

On the long time scale (\( |e| t \ll 1 \)), inertial bunching obviously dominates over force bunching. On the short time scale (\( |e| t \approx 1 \)), however, all perturbations are of comparable magnitudes. Expanding Eq. (32) in \( |e| t \), we obtain the combined effect,

\[
\phi_{\text{eff}} = \frac{\Omega_t}{\gamma_0} + \phi_0 + \frac{e E_0 v_{\perp 0}}{\gamma_0 m_e \omega} \left( \frac{\omega \Omega_e}{\gamma_0 c^2} k_z^2 \right) \cos \phi_0 \\
+ \frac{e E_0}{\gamma_0 m_e v_{\perp 0} \epsilon} \sin \phi_0, \quad |e| t \ll 1.
\]

(33)

It can be seen that inertial bunching strengthens with quadratic time dependence, whereas force bunching grows linearly in time.\(^d\) Thus force bunching is an effect of short-term significance—it dominates initially before being overtaken by inertial bunching.

There is one additional energy-transfer mechanism due to the \( v_{\perp} \) modulation. Apply Eq. (27) to any electron pair with the same initial velocity \( v_{\perp 0} \) but a 180° difference in cyclotron phase angle \( \phi_0 \). Acted upon by the rf electric force over an infinitesimal duration, the incremental velocity \( \Delta v_{\perp} \) of the two electrons will be equal in magnitude but opposite in sign [see Eq. (27)]. However, the sum of their kinetic energies, expressed nonrelativistically for simplicity, \( \pm m_e (v_{\perp 0} \pm \Delta v_{\perp})^2 \), represents a net increase over the initial sum. The variation

\(^d\)The expansion is exact when \( \epsilon = 0 \).

\(^d\)Hence inertial bunching and force bunching are also referred to, respectively, as “quadratic bunching” and “linear bunching” (Gaponov, Petelin, and Yulpatov, 1967).
of \( v_\perp \) is a direct response to the driving force and thus involves no inertial effect. Similar to force bunching, this is an absorption mechanism of short-term significance (mechanism 4 in Table 1).

4. Cyclotron emission and absorption

Substituting Eqs. (27) and (32) into Eq. (17) and keeping terms up to second order in \( E_0 \) through Taylor expansion of the cosine function in Eq. (17), we obtain

\[
\frac{d}{dt} \gamma = \frac{e^2 E_0^2 v_{\perp 0}^2}{\gamma_0 m_e^2 c^2} \left( \frac{\omega \Omega_e}{\gamma_0^2 \omega^2 k_z^2} \right) \left( \frac{1}{2} \sin 2(\epsilon t - \phi_0) \right)
- \frac{1}{e^2} \sin(\epsilon t - \phi_0) \cos \phi_0 - \frac{1}{e^2} \sin(\epsilon t - \phi_0) \sin \phi_0
- \phi_0) \sin \phi_0 - \frac{e^2 E_0^2}{\gamma_0 m_e^2 c^2} \frac{1}{2} \sin 2(\epsilon t - \phi_0)
- \sin(\epsilon t - \phi_0) \cos \phi_0 - \epsilon E_0 v_{\perp 0} \cos(\epsilon t - \phi_0)
+ \frac{e^2 E_0^2}{\gamma_0 m_e^2 c^2} \left[ \frac{1}{2} \sin 2(\epsilon t - \phi_0) \right]
+ \cos(\epsilon t - \phi_0) \sin \phi_0 \right). \tag{34}
\]

Equation (34) applies to a single electron. The electron may gain or lose energy depending upon its initial phase angle \( \phi_0 \). Integrating over \( \phi_0 \) gives the average rate of change of the relativistic factor,

\[
\frac{d}{dt} \gamma|_{\phi_0} = \frac{1}{2 \pi} \int_0^{2\pi} \frac{d}{dt} \gamma \, d\phi_0
= \frac{-e^2 E_0^2 v_{\perp 0}^2}{2 \gamma_0 m_e^2 c^2 \omega} \left( \frac{\omega \Omega_e}{\gamma_0^2 \omega^2 k_z^2} \right)
\times \left( \frac{\sin \epsilon t}{2} - \frac{t \cos \epsilon t}{e^2} \right) + \frac{e^2 E_0^2}{\gamma_0 m_e^2 c^2}
\times \left( 1 - \frac{v_{\perp 0}^2}{2 c^2} \right) \frac{\sin \epsilon t}{e}. \tag{35}
\]

To be consistent with subsequent nonlinear studies, we define a figure of merit—the interaction efficiency (\( \eta \)—in terms of the time-integrated electron energy loss divided by the total kinetic energy,

\[
\eta = \frac{-1}{\gamma_0 - 1} \int_0^t \frac{d}{dt} \gamma \bigg|_{\phi_0} \, dt. \tag{36}
\]

where a positive value of \( \eta \) implies net energy transfer to the wave. Substituting Eq. (35) into Eq. (36) and carrying out the time integration yields the linear interaction efficiency,

\[
\eta_{lin} = \frac{e^2 E_0^2}{\gamma_0 (\gamma_0 - 1) m_e^2 c^2} \left[ \frac{v_{\perp 0}^2}{\omega} \frac{\omega \Omega_e}{\gamma_0^2 \omega^2 k_z^2} \right]
\times \left( \frac{2 \sin \epsilon t}{e^3} - \frac{t \sin \epsilon t}{2 e^2} \right) - 2 \left( 1 - \frac{v_{\perp 0}^2}{2 c^2} \right) \frac{\sin \epsilon t}{e^2}
\times \left( \frac{2 \sin \epsilon t}{e^3} - \frac{t \sin \epsilon t}{2 e^2} \right) - 2 \left( 1 - \frac{v_{\perp 0}^2}{2 c^2} \right) \frac{\sin \epsilon t}{e^2}. \tag{37}
\]

The first expression on the right-hand side of Eq. (37) is an exact linear solution of Eqs. (17)–(20). The second expression is valid under the synchronism condition (\( \omega \approx \Omega_e / \gamma_0 \)). Expanding the sinusoidal functions in the limit \( |\epsilon| t \ll 1 \), we obtain the short-time behavior for synchronous interaction,

\[
\eta_{lin} \approx \frac{e^2 E_0^2}{\gamma_0 (\gamma_0 - 1) m_e^2 c^2} \left[ \frac{1}{24} \frac{\omega^2}{c^2 - k_z^2} \frac{v_{\perp 0}^2 e^{t^4}}{\omega} \right]
- \frac{1}{2} \left( 1 - \frac{v_{\perp 0}^2}{2 c^2} \right) t^2 \right. \left. , \quad |\epsilon| t \ll 1. \tag{38}
\]

In Eqs. (37) and (38), terms proportional to \( \omega^2 / c^2 \) and \( k_z^2 \) are due to inertial bunching in the azimuthal and axial phase angles, respectively. The two bunching mechanisms are responsible for the stimulated cyclotron emission. However, they work in opposite senses in such a way (cf. Figs. 5 and 6) that their effects tend to cancel. Azimuthal bunching dominates in the fast-wave regime, whereas axial bunching dominates in the slow-wave regime. There is no emission when the two bunching effects cancel (\( \omega^2 / c^2 = k_z^2 \)) or when the center of the bunch remains in the phase of zero tangential force (\( \epsilon = 0 \)). Otherwise, the sum of the two “emission” terms oscillates in time between positive and negative values at the frequency \( \epsilon \) [on a long time scale, see Eq. (37)]. Equation (38) indicates that the sum assumes a positive value in the first half-cycle when

\[
\epsilon (\omega^2 - k_z^2 c^2) > 0, \quad \text{positive emission.} \tag{39a}
\]

Under the opposite condition, the same bunching mechanisms lead to wave absorption by the electrons in the first half-cycle:

\[
\epsilon (\omega^2 - k_z^2 c^2) < 0, \quad \text{negative emission.} \tag{39b}
\]

Obviously, condition (39a) is of practical interest and will be assumed in subsequent discussions. Devices based on stimulated cyclotron emission thus far invariably employ the fast-wave interaction, for which azimuthal bunching dominates and condition (39a) re-
quires $\varepsilon>0$. While an “electron cyclotron maser” is traditionally taken to be the emission in a fast-wave interaction with $\varepsilon>0$, there is a completely equivalent role for axial bunching in a slow-wave interaction with $\varepsilon<0$. The latter has not been utilized because of the disadvantages of the slow-wave circuit and the sensitivity to electron velocity spread.

As discussed earlier, there are also two absorption mechanisms at work simultaneously (mechanisms 3 and 4 in Table I). Both force bunching and $v_z$ modulation lead to energy absorption by the electrons, in the ratio of 1 to $1-v_z^2/2c^2$. [This can be seen by averaging the relevant terms in Eq. (34) over $\phi_0$.] Each makes a negative contribution to the interaction efficiency under all conditions and at all times, and this is referred to as cyclotron-resonance absorption. Their combined effect is represented by the term proportional to $1-v_z^2/2c^2$ on the right-hand side of Eqs. (37) and (38).

Early papers employed the terms “positive” and “negative” absorption to describe the overall effect as well as to emphasize the novelty of negative absorption (Hirshfield and Wachtel, 1964; Hsu and Robson, 1965). In fine resolution, however, four distinctive mechanisms are involved. For a detailed physics examination, we have classified the mechanisms into two categories: “emission” and “absorption.” The two emission mechanisms are inseparable and mutually competitive, whereas the two absorption mechanisms act in concert independently. In further contrast, the emission rate diminishes with decreasing electron energy, whereas the absorption rate not only persists but maximizes at vanishing electron energies [see Eq. (35)]. Finally, we note that the emission mechanisms are emissive under the restrictive condition 39(a) and for a finite duration only, whereas the absorption mechanisms always absorb the wave energy.

The absolute magnitude of the linear efficiency is of little significance. However, its composition, parametric dependence, and temporary behavior provide a general physical picture. The time dependence of the linear efficiency is illustrated (on a relative scale) in Fig. 7 for three sets of values of $\varepsilon/\omega$ and $V_b$ ($eV_b$ being the electron energy). A fast wave ($\omega/k_z=2c$) is assumed for all cases; however, the illustration applies to slow-wave interactions (with $\varepsilon<0$) as well. The overall efficiency [Eq. (37)] is displayed by solid curves. The portion due to the two emission mechanisms is shown with dashed curves and that due to the two absorption mechanisms is shown with dotted curves. The characteristics are significantly different for different time scales, as discussed below.

a. Short time scale

On the short time scale ($|\varepsilon|t<<1$), emitted and absorbed energies scale as follows [see Eq. (38)]:

- emitted energy $\sim t^4$, $|\varepsilon|t<<1$, \[ (40a) \]
- absorbed energy $\sim t^2$, $|\varepsilon|t<<1$. \[ (40b) \]

Thus the interaction will always begin with electrons absorbing the wave energy, which results in an initial dip in the overall efficiency. In contrast to force bunching, inertial bunching is a delayed effect; that is, perturbations on $z$ and $\phi$ first require perturbations on $v_z$ and $\gamma$. In further contrast, the electrons are initially bunched toward the phase angle of zero energy transfer (see Figs. 5 and 6). With a frequency detuning factor ($\varepsilon$) of the proper sign, the center of the bunch then gradually slips/advances to the decelerating phase, thus incurring further delay. These two factors account for the dramatic difference in the short-time scaling in favor of absorption. On the other hand, the short-time scaling also indicates that emission grows faster than absorption and thus will be expected to dominate at a later stage.

b. Synchronous time scale

The electron will remain in synchronism with the wave over a duration given by $t\sim \pi/|\varepsilon|$. This is the maxi-
mum span for continuous energy extraction, and thus it is the time scale of practical interest. In device applications, it is important that the emission gain dominates over the absorption loss on this time scale. When $|\varepsilon|t \sim \pi$, the sinusoidal functions in Eq. (37) are of the order of unity. We may therefore write down two scaling laws. In terms of the electron energy, the ratio of emitted energy to absorbed energy scales as

$$\frac{\text{emitted energy}}{\text{absorbed energy}} \sim \frac{v_\perp^2}{1 - v_\perp^2/2c^2} \approx |\varepsilon| t \sim \pi, \quad (41a)$$

and in terms of the frequency detuning factor, it scales as

$$\frac{\text{emitted energy}}{\text{absorbed energy}} \sim \frac{1}{|\varepsilon|} \approx |\varepsilon| t \sim \pi, \quad (41b)$$

Equation (41a) indicates a decreasing emission-to-absorption ratio at lower electron energies, while Eq. (41b) prescribes a small detuning factor as an effective method of compensation. Thus it is in principle possible for the emission to reach the dominant state on the synchronous time scale at vanishingly small electron energies. Equations (41a) and (41b) provide a useful guide for parameter optimization. As an example, Fig. 7(a) represents a case of marginal interest, in which emission barely exceeds absorption within the synchronous time. This can be remedied by either reducing $\varepsilon$ [Fig. 7(b)] or increasing $V_p$ [Fig. 7(c)]. However, the first remedy requires a much longer synchronous time to reach the emission-dominated state [compare the lower time scales of Figs. 7(b) and (c)]. Low electron energy and long interaction time are incompatible with high-power generation. Hence high-power devices always operate at a relatively high electron energy, as in Fig. 7(c).

c. Long time scale

On the long time scale ($|\varepsilon|t \gg \pi$), Eq. (37) is dominated by the emission term that is linearly proportional to time. Emitted and absorbed energies are both oscillatory in time [Eq. (37)]. The emission portion (dashed curves in Fig. 7) oscillates between positive and negative peaks with increasing amplitude. This phenomenon is consistent with the inertial nature of the emissive bunching mechanisms. The bunch becomes increasingly tighter while traversing through the decelerating and accelerating phases of the wave. By comparison, the absorption portion (dots) oscillates with a constant amplitude and never changes sign. Given sufficient time, the emission amplitude will eventually overtake the absorption amplitude, even with a large detuning factor. Long-time behavior is a matter of theoretical interest only, since the maximum interaction efficiency is normally obtained on the synchronous time scale as discussed next.

F. Nonlinear behavior

1. Normalized equations

In the linear approximation, electromagnetic forces on the electrons in Eqs. (22)–(24) are evaluated at the zero-order electron coordinates [Eq. (21)]. The linear theory breaks down when orbital perturbations become too large, due either to a large rf field amplitude ($E_0$) or to the continued growth of inertial perturbations. The linear efficiency scales with $E_0^2$ [Eq. (37)] and oscillates indefinitely with increasing amplitude (Fig. 7). It has no upper bound unless nonlinear effects are taken into consideration. Saturated efficiency must therefore be evaluated by permitting large orbital perturbations. Such an evaluation is normally performed numerically.

For numerical calculations, it is convenient to convert Eqs. (16) and (18)–(20) into dimensionless forms by normalizing the wave frequency to unity. Other variables are normalized accordingly: $\tilde{t} = \omega t$, $\tilde{v} = v/c$, $\tilde{x} = x/\lambda$, $\tilde{k}_z = k_z$, $\tilde{\Omega}_e = \Omega_e/\omega$, $\tilde{v}_\perp = \omega/\kappa_c$, and $\tilde{E}_0 = E_0/(m_\text{e}/c)$. Where $\gamma = (2\pi/c/\omega)$ is the free-space wavelength. Dimensionless quantities, such as $\gamma$ (hence the electron energy) and the interaction efficiency, are not normalized. This procedure results in a set of readily integrable first-order differential equations:

$$\frac{d}{dt} \tilde{x} = \frac{\tilde{v}}{2\pi}, \quad (42)$$

$$\frac{d}{dt} \tilde{v}_\perp = -\frac{\tilde{E}_0}{\gamma} \left(1 - \frac{\tilde{v}_\perp^2}{\tilde{v}_\text{ph}^2}\right) \cos \left(\tilde{t} - \frac{2\pi \tilde{z}}{\tilde{v}_\text{ph}} - \phi\right), \quad (43)$$

$$\frac{d}{dt} \tilde{\phi} = -\frac{\tilde{\Omega}_e}{\gamma \tilde{v}_\perp} \left(1 - \frac{\tilde{v}_\perp}{\tilde{v}_\text{ph}}\right) \sin \left(\tilde{t} - \frac{2\pi \tilde{z}}{\tilde{v}_\text{ph}} - \phi\right), \quad (44)$$

$$\frac{d}{dt} \tilde{v}_\text{ph} = -\frac{\tilde{E}_0 \tilde{v}_\perp}{\gamma} \left(1 - \frac{\tilde{v}_\perp}{\tilde{v}_\text{ph}}\right) \cos \left(\tilde{t} - \frac{2\pi \tilde{z}}{\tilde{v}_\text{ph}} - \phi\right). \quad (45)$$

We further reduce the number of parameters by working in the electron reference frame ($v_\text{ph}=0$). There are still four free parameters to be specified for each numerical run: the initial electron energy ($\gamma_0$), the phase velocity ($\tilde{v}_\text{ph}$), the static magnetic field ($\tilde{\Omega}_e$), and the rf field amplitude ($\tilde{E}_0$). In numerical runs, the static magnetic field is specified through the normalized detuning factor $\varepsilon/\omega$. Good convergence is obtained with a 30-electron ensemble.

2. Nonlinear interaction

The numerically evaluated interaction efficiency as a function of time is shown in Fig. 8 in both the small- and large-signal rf fields. Consider first the case of fast-wave interaction ($\omega/\kappa_c = 2c$) in Fig. 8(a). In the large-signal run, the detuning factor ($\varepsilon/\omega = 0.044$) and rf field amplitude ($\tilde{E}_0 = 0.005$) were both optimized so that the efficiency saturates at the maximum value with respect to $\varepsilon$ and $\tilde{E}_0$, as given by the first peak of the solid curve. A small-signal run of the same case was made and the results [found to be in precise agreement with Eq. (37)] are plotted here for comparison with the large-signal behavior. As in the small-signal run, the large-signal efficiency begins with an absorption dip, because the linear theory still applies to the very early stage of the interaction. The large-signal efficiency is also characterized by
multiple peaks, but it reaches the highest value at the first peak on the synchronous time scale. The electrons have developed large orbital perturbations well before the first peak, and subsequent peaks are of decreasing amplitude, indicating a drastic departure from linear behavior. Similar conclusions can be made for the slow-wave interaction [Fig. 8(b)]. In actual device operation, the optimum rf field amplitude is self-consistently generated by an electron beam of properly designed current (see Sec. V.D.2). The electrons are timed to leave the interaction structure at the instant of maximum energy extraction (the first peak), along with the generated power.

Figures 9(a) and (b) show the electron dynamical behavior in the large-signal rf fields of Figs. 8(a) and (b), respectively. The upper portion of each figure reproduces the large-signal efficiency profile in Fig. 8 on the synchronous time scale. The lower portion displays the corresponding electron distribution in the effective cyclotron phase space at integer multiples of the wave period. Bunch formation is clearly seen at an early stage in each sequence. This is followed by nonlinear energy extraction. The efficiency decreases beyond the saturation point as favorably phased electrons start to move into accelerating phases. The saturation time ($\tau_{\text{sat}}$) in both cases corresponds to

$$\tau_{\text{sat}} \equiv \pi/|e|,$$

which is on the synchronous time scale as expected.

3. Saturated efficiency and its limitations

Referring to Fig. 8, we take the value at the first peak of the large-signal curve to be the saturated efficiency. Figure 10 presents a general picture of the saturated efficiency ($\eta_{\text{sat}}$) as a function of the detuning factor for several values of $V_b$. The fast-wave ($\omega/k_z=2c$) and slow-wave ($\omega/k_z=0.5c$) interactions are shown by solid and dashed curves, respectively. The calculation allows sufficient time for the interaction to saturate, and all data points have been maximized with respect to $E_0$. The saturation time (sample cases shown in Fig. 11) scales inversely with $e$ as in Eq. (46). A larger $|e|$ thus results in shorter saturation time and hence a broader resonant width. For the wide-ranging electron energies

---

5 Similar plots are presented in the review article by Baird (1987).
shown in Fig. 10, slow-wave and fast-wave efficiencies both reached a sufficiently high level to be of practical interest. The data in Fig. 10, though illustrated at a fixed phase velocity, are representative because the optimized efficiency is not sensitive to the phase velocity.

Figure 10 indicates that the saturated efficiency depends sensitively upon frequency detuning \( \varepsilon/\omega \) and that, for every electron energy, there is a different optimum detuning value. These features can be explained in light of Fig. 11, which plots the time dependence of the ensemble averages of \( \gamma, v_z, \) and \( \Omega_{\text{eff}}(=\gamma v_z/\gamma k_z v_z) \) up to the saturation time, for several electron energies at their optimum \( \varepsilon/\omega \) shown in Fig. 10. The variation of \( \langle \Omega_{\text{eff}} \rangle_{\phi_0} \) is influenced more by the variation of \( \langle \gamma \rangle_{\phi_0} \) for the fast-wave interaction and by the variation of \( \langle v_z \rangle_{\phi_0} \) for the slow-wave interaction. As a result, \( \langle \Omega_{\text{eff}} \rangle_{\phi_0} \) increases in the fast-wave interaction, while it decreases in the slow-wave interaction. The frequency should be initially detuned in such a way that \( \langle \Omega_{\text{eff}} \rangle_{\phi_0} \) approaches unity (i.e., better synchronism) in the course of the interaction. Thus, as shown in Figs. 11, \( \langle \Omega_{\text{eff}} \rangle_{\phi_0}/\omega \) is initially set to be less than unity for the fast-wave interaction and greater than unity for the slow-wave interaction (corresponding to positive and negative values of \( \varepsilon \), respectively). Figure 11 also indicates that the fractional change of \( \langle \Omega_{\text{eff}} \rangle_{\phi_0} \) increases with the electron energy; hence the efficiency maximizes at larger values of \( |\varepsilon| \) for higher electron energies (Fig. 10).

As in the conventional TWT, the saturated efficiency is limited by the randomness of the initial electron phase angles. Bunching action puts most, but not all, electrons in favorable phases. Energy is extracted from a majority of electrons, whereas those remaining in the wrong phases end up gaining a substantial amount. Consider Figs. 9(a) and (b) as an example. At saturation, electrons in the core of the bunch lose up to 99% of their energy, while some others gain as much as 50%. Saturation is thus a collective effect of variously behaving electrons. It largely coincides with the state of maximum energy extraction from core electrons in the bunch.

Figure 10 shows the trend of decreasing efficiency with increasing electron energy. At higher electron energies, there is greater fractional change in \( \langle \Omega_{\text{eff}} \rangle_{\phi_0} \) in the course of electron-energy depletion (see Fig. 11). As a result, favorably phased electrons are less likely to remain in synchronism with the wave. These electrons tend to advance into accelerating phases upon losing a smaller fraction of energy than in the weakly relativistic case. This results in a decline in efficiency at high electron energies.

In our prescribed-field model, optimum detuning is achieved by a magnetic-field mismatch. However, the optimum mismatch may not always be realizable in actual devices. For this reason, the saturated efficiency can be significantly lower depending upon the device type and operating parameters (discussed in Sec. V.F).

There are other factors limiting the saturated efficiency. Cyclotron interactions convert the transverse electron energy into radiation. Thus the beam-frame interaction efficiency is reduced when viewed in the laboratory frame, in which the added amount of (axial) electron energy remains almost idle. The electron velocity spread will spoil the synchronism and further degrade the interaction efficiency. The large \( k_z \) value associated with the slow wave makes the interaction especially vulnerable to velocity spread. On the other hand, the interaction efficiency can be increased in a number of ways, as will be discussed in Sec. V.F. It is now common to achieve laboratory-frame efficiencies in the neighborhood of 40%.

---

\( ^8 \)Some electrons are thus trapped in the phase space. For a detailed description of phase-space trapping, see Sprangle and Drobot (1977).
radiation; and the wave frequency is given by
\[ v = \frac{n}{L} \] where \( n \) is the cyclotron number. The electron will no longer be purely sinusoidal due to the finite Larmor radius. As a specific example, we consider the electron interaction with the axisymmetric TE_{0n} mode of a circular waveguide. The rf electric field has only a \( \theta \) component, which is given by
\[ E_\theta = E_0 J_1(k_n r) \cos(\omega t - k_z z), \] (47)
where \( J_1 \) is a Bessel function of order 1; \( k_n = x_n / r_w \); \( x_n \) is the \( n \)th nonzero root of \( J_1(x) = 0 \); \( r_w \) is the waveguide radius; and the wave frequency is given by \( \omega = (k_n^2 + k_L^2)^{1/2}c \). The electron is assumed to follow a helical orbit in a static magnetic field, with instantaneous phase angle \( \phi \), radial position \( r \), guiding-center position \( r_c \), Larmor radius \( r_L \), axial velocity \( v_z \), and transverse velocity \( v_\perp \) (Fig. 12). The electron energy varies at the rate
\[ \frac{d}{dt} \gamma = -\frac{e E_\theta v_\perp}{m_e c^2} \cos \alpha \]
\[ = -\frac{e E_0 v_\perp}{m_e c^2} J_1(k_n r) \cos(\omega t - k_z z) \cos \alpha, \] (48)
where \( \alpha \) is the angle between \( v_\perp \) and \( E_\theta \). As shown geometrically in Fig. 12, we may express \( r \) and \( \alpha \) in terms of \( r_c \), \( r_L \), and \( \phi \) as
\[ r = (r_c^2 + r_L^2 - 2r_c r_L \cos \phi)^{1/2}, \]
\[ \cos \alpha = (r_L - r_c \cos \phi)/(r_c^2 + r_L^2 - 2r_c r_L \cos \phi)^{1/2}. \] (50)
The electric field tangential to \( v_\perp \) may be written as
\[ E_0 J_1(k_n r) \cos \alpha = \frac{E_0}{k_n} \frac{\partial}{\partial r_L} J_0(k_n r_c^2 + r_L^2) \]
\[ -2r_c r_L \cos \phi)^{1/2}], \] (51)
and Fourier expanded into an infinite number of sinusoidal harmonics of the cyclotron phase angle \( \phi \),
\[ E_0 J_1(k_n r) \cos \alpha = \sum_{s=0}^{\infty} E_{0s} \cos s \phi, \] (52)
where the coefficient \( E_{0s} \) is in the form of a standard integral (Bateman, 1954):
\[ E_{0s} = -\Gamma \frac{E_0}{k_n} \frac{\partial}{\partial r_L} J_0[k_n (r_c^2 + r_L^2) \]
\[ -2r_c r_L \cos \phi)^{1/2}] \cos s \phi \]
\[ = -\Gamma E_0 J_1(k_n r_c) J_0(k_n r_L), \] (53)
\[ \Gamma = \begin{cases} 1, & s = 0 \\ 2, & s \neq 0. \end{cases} \] (54)
Substituting Eq. (52) into Eq. (48) yields the rate of change of the electron energy,
\[ \frac{d}{dt} \gamma = \frac{-e v_\perp}{2m_e c^2} \cos(\omega t - k_z z) \sum_{s=0}^{\infty} E_{0s} \cos s \phi \]
\[ = \frac{-e v_\perp}{2m_e c^2} \sum_{s=0}^{\infty} E_{0s} \cos(\omega t - k_z z - s \phi), \] (55)
where we have neglected the counter-rotating components \( \cos(\omega t - k_z z + s \phi) \), none of which involves cyclotron resonant interaction. Assuming that \( \phi \) advances at the electron cyclotron frequency [Eq. (7)] and \( z \) increases at the speed \( v_z \), the electron will be in resonance with the \( n \)th harmonic component if
\[ \omega - k_z v_z - s \Omega_e \approx 0. \] (56)
Equation (56) gives the synchronism condition for the harmonic interaction \( s > 1 \), through which more modes can resonantly interact with the electrons. Retaining only the synchronous component on the right-hand side, we see that Eq. (55) is similar in form to Eq. (17) except that the field amplitude is reduced to the effective value \( E_{0s} \).

2. Physical interpretation and significance of harmonic interaction

Calculation of the energy-transfer rate in the full fields of the TE_{01} mode is a complicated exercise (Chu, 1978). However, similarities between Eqs. (55) and (17) suggest that the linear rate will be proportional to the square of \( E_{0s} \), as in Eq. (37). We may therefore define the following coupling coefficient \( (H_s) \) as a measure of the interaction strength:
\[ H_s(k_n r_c, k_n r_L) = J_1^2(k_n r_c) J_0^2(k_n r_L). \] (57)
Figure 13 displays \( H_s \) as a function of \( k_n r_c \) and \( k_n r_L \) for the first four harmonics. In the limit \( r_L \to 0 \), all of the coupling coefficients vanish except for \( s = 1 \). This verifies that the harmonic fields \( s > 1 \) are due to the finite Larmor radius, which allows the electron to experience the transverse field variation. A large Larmor radius (due to high electron energy) will strengthen the \( s > 1 \) coupling coefficients while reducing the \( s = 1 \) coupling coefficient.
(Fig. 13). Radial periodicity of the electric field results in the periodic dependence of \( H_s \) on \( k_n r_c \). The peaks of \( H_s \) do not in general coincide with those of the actual field except for \( s = 1 \). Note that here the appearance of cyclotron harmonics is not a nonlinear effect, as is clear from the linear dependence of the harmonic field amplitude \( (E_0)^s \) on \( E_0 \) [see Eq. (53)].

As can be seen in Eq. (56), harmonic cyclotron interaction can alleviate the magnetic-field requirement by a factor of \( s \). The harmonic coupling coefficient decreases with \( s \) and increases with \( r_L \), which suggests that greater beam power and higher electron energy are required to generate the required field strength for efficient harmonic interaction. This trend may be exploited for the generation of high peak power beyond that obtainable in the fundamental harmonic interaction (Kou et al., 1992; Lin et al., 1992; Wang et al., 1992; Wang, McDermott, and Luhmann, 1995, 1996).

3. Optimum conditions for harmonic interaction

The coupling coefficient in Eq. (57) can be generalized to the \( \text{TE}_{mn} \) modes, where \( m \) is the azimuthal mode index. The generalized coupling coefficient assumes the form (Chu and Lin, 1988)

\[
H_{mn}(k_mr_c, k_{mn}r_L) = J_{s-m}(k_{mn}r_c) J_m^2(k_{mn}r_L), \tag{58}
\]

where \( J_m(x) \) is a Bessel function of order \( m \), \( x_{mn} = k_{mn}/r_w \), and \( x_{mn} \) is the \( n \)th nonzero root of \( J_m(x) = 0 \). Cyclotron harmonic interactions are subject to, and also the cause of, mode competition problems. An optimum choice of \( r_c \) can boost the desired interaction as well as reduce a large number of competing modes. Equation (58) prescribes a favorable condition for cyclotron harmonic interaction by employing an axis-encircling electron beam \( (r_c=0) \). In this case, mode competition is least serious, since only the \( m = s \) modes have nonvanishing coupling coefficients. In addition, the coupling coefficient with \( m = s \) has the maximum value at \( r_c = 0 \).

An axis-encircling electron beam can be generated by gyro-resonant rf acceleration in a cavity (Jory and Trivelpiece, 1968; McDermott, Furuno, and Luhmann, 1985). This process was employed for a demonstration of the \( \text{TE}_{81} \)-wave amplification at the eighth harmonic interaction (Furuno et al., 1989). At the operating frequency of 16.1 GHz, the required magnetic field was only 1.1 kG. A kicker magnet can also set a linear electron beam into axis-encircling motion. Harmonic radiation up to \( s = 5 \) was generated with a 300-keV electron beam under such an arrangement (Bratman et al., 1999).

H. Summary and discussion

We have presented the basic theory for electron cyclotron interactions with an electromagnetic wave. In the simple model with prescribed field amplitude and detuning factor, the bunching mechanisms and emission/absorption processes are elucidated. Macroscopic prop-
erties of the electrons (such as ac current and charge densities) as well as self-consistent responses of the wave (such as variation of the wave amplitude) have been neglected. These and other overlooked issues (including the wave medium) will be addressed in Sec. IV with a fully self-consistent formalism.

The nonlinear studies in Sec. II.F are based on a single-frequency, steady-state interaction, as is desirable for practical device operation. Saturated behavior (particularly the efficiency levels and limitations), together with the linear theory, provides the physics basis for subsequent device studies. To ensure stable device operation, other nonlinear effects must also be addressed, such as mode competition and nonstationary oscillations. These effects will be examined in Secs. VI–VIII.

Analysis has thus far been conducted in the beam reference frame. It provides an adequate physical picture for the prevailing types of ECM devices to be discussed in Sec. V. The axial velocity will later be incorporated into device studies. In the so-called cyclotron autoresonance maser (CARM) regime, the interaction involves highly relativistic electrons with an axial velocity approaching the speed of light. Both the axial velocity and the associated Doppler shift play important roles in this regime. Extreme sensitivity to electron velocity spread and a high voltage requirement have thus far limited the practical utility of the CARM interaction.

III. EARLY FAST-WAVE EXPERIMENTS

A. Survey of early fast-wave experiments

Studies of cyclotron radiation span over a century and are reviewed by Petelin (1999). Experimental investigations of stimulated cyclotron emission in fast-wave structures began as early as the groundbreaking theories of the late 1950s. Researchers in the U.S. and U.K. performed exploratory fast-wave experiments in small groups (reviewed by Hirshfield and Granatstein, 1977). Although details vary, they were performed under the same set of conditions: stimulated cyclotron emission was generated in a fast-wave structure by a helical electron beam so as to produce electron cyclotron resonance.

Pantell’s experiment (1959) is generally regarded as the first in this category. It produced backward-wave oscillations at 2.5–4.0 GHz in a waveguide with an output power of 0.4 W at 0.5% efficiency. Apparently without knowledge of the relativistic bunching mechanism, Chow and Pantell (1960) developed the nonrelativistic axial bunching theory to interpret the observed emission. Subsequently, Bott’s experiment (1964) ventured into the submillimeter-wave regime (0.95 mm), achieving cavity oscillations with 1 mW of output power at a low efficiency. Then, Schriever and Johnson (1966; see also Dickerson and Johnson, 1964) demonstrated backward-wave oscillations tunable over a broader band. This was one of the earliest experiments employing a magnetron injection gun (see, for example, Baird and Lawson, 1986), in which the electrons from an annular emitter were accelerated at an angle to the external magnetic field. It achieved an impressive output power of 700 W at 8 GHz with 10% efficiency. Amplification with 20-dB gain was also reported, but no further details were provided. The axial bunching theory was mentioned in both works (Bott, 1964; Schriever and Johnson, 1966) as a possible explanation of the observed radiation.

Hirshfield and Wachtel’s experiment (1964) provided the first clear identification of the azimuthal bunching mechanism, and in their paper the emission was named “electron cyclotron maser.” The authors injected a 5-kV spiraling electron beam, with the current below the oscillation threshold, into a cavity preexcited by a 5.8-GHz external source. A vivid physical picture emerged from their observations. Figure 14 plots the beam absorption coefficient as a function of the magnetic field, which increases to the left in the trace. As the magnetic field is swept from below to above the resonant value (2091 G), a negative absorption (positive emission) spike transitions to a positive absorption spike. This is precisely the pattern of azimuthal bunching [Eq. (13)]. It is interesting to note that there is also a pure absorption line centered at the resonant magnetic field (2070 G) for slow secondary electrons. This corresponds to the absorption (second) term in Eq. (35), which predicts that cyclotron-resonance absorption persists even at vanishing electron energies. By increasing the beam current in the negative absorption region, Hirshfield and Wachtel were able to observe self-sustaining oscillations at 5.8 GHz, at 10 mW output power and low efficiency. Later, Bott (1965) reported a similar oscillator device producing 2–4 mm radiation at a peak power of 700 mW with efficiency up to 2%.

TABLE II. Early observations of stimulated cyclotron emission in fast-wave devices employing a helical electron beam.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Mechanism attributed to</th>
</tr>
</thead>
<tbody>
<tr>
<td>1959</td>
<td>Pantell</td>
<td>axial bunching</td>
</tr>
<tr>
<td>1964</td>
<td>Bott</td>
<td>axial bunching</td>
</tr>
<tr>
<td>1964</td>
<td>Hirshfield and Wachtel</td>
<td>azimuthal bunching</td>
</tr>
<tr>
<td>1965</td>
<td>Gaponov et al.</td>
<td>azimuthal bunching</td>
</tr>
<tr>
<td>1965</td>
<td>Bott</td>
<td>azimuthal bunching</td>
</tr>
<tr>
<td>1966</td>
<td>Schriver and Johnson</td>
<td>axial bunching</td>
</tr>
</tbody>
</table>

In this work, the radiation was attributed to the azimuthal bunching mechanism.

By comparison, extensive work by a large group at the Institute of Applied Physics in the former Soviet Union not only was directed toward basic principles (reviewed by Gaponov, Petelin, and Yulpatov, 1967) but also was aimed at the development of practical devices through efficiency and power enhancement (reviewed by Flyagin et al., 1977). Initial experimental results were reported on amplification and oscillations in a crossed-field device called the trochotron (Antakov et al., 1960). In this device, the electrons moved along the waveguide in $E \times B$ drift motion under the influence of crossed electric and magnetic fields (both were static). The electron beam interacted with a transverse magnetic wave. As a traveling-wave amplifier, the device produced 750 W of 8-mm radiation with a gain of 10 dB and an efficiency of 25% (Antakov et al., 1966). However, the $E \times B$ drift velocity was reduced in high-frequency operation, for which the static $B$ field needed to be increased while the static $E$ field was limited by the breakdown strength (Flyagin et al., 1977). This imposed an unfavorable limit on the beam current at high frequencies.

Emphasis was then shifted to devices driven by helical electron beams moving along the magnetic field. The first attempt (Gaponov et al., 1965) resulted in a prototype gyromonotron complete with the magnetron injection gun and the open cavity (Vlasov et al., 1969). This experiment achieved second-harmonic oscillations at 25 GHz, producing 190 W of output power at ~3% efficiency. It was then followed by rapid development leading to MW-level sources for practical applications (discussed later in Sec. V.D.3).

B. Summary and discussion

Table II classifies the early fast-wave experiments discussed above by the mechanism to which the authors attributed the observation. The experiments were not so different in their actual configuration but were divided in terms of interpretations. Clearly, the existence of two bunching mechanisms made an unequivocal identification of the gain mechanism difficult (Hirshfield and Granatstein, 1977). Hirshfield and Wachtel’s experiment (1964) was designed to test the validity of the azimuthal bunching mechanism under conditions of negligible axial bunching. Thus it did not entirely preclude the axial bunching mechanism as a possible explanation of the results of Pantell (1959) and Bott (1964). On the other hand, Soviet authors recognized the role of azimuthal bunching from the very inception of their research. Axial bunching was regarded as a minor companion in the overall process. The issue raised was the deficiency of the nonrelativistic treatment, which was considered as causing the omission of a significant portion of the induced radiation (Gaponov and Yulpatov, 1967).

Questions remain as to the exact role of the axial bunching mechanism. The answer in large part is implicit in the algebraic expressions for the two bunching effects. Their relative magnitudes suggest the dominance of azimuthal bunching in the fast-wave regime and axial bunching in the slow-wave regime [see Eq. (37)]. The subtraction sign joining the two expressions further suggests an opposing relation between the two mechanisms. However, the physical relation between the two mechanisms still merits a closer examination. A definitive answer, as well as a broader physical picture, lies in a plasma-physics treatment, as is presented in the following section.

IV. THE ELECTRON CYCLOTRON MASER AS A PLASMA INSTABILITY

ECM theories deal mainly with beam-wave interactions in an rf structure. On the other hand, a magnetized plasma is a medium that supports a variety of waves at the electron cyclotron frequency. These waves can also be resonantly destabilized by gyrating electrons and, as will be shown, provide further insight into the ECM interaction. In this section, we analyze the ECM as a plasma instability following Chu and Hirshfield (1978). Other related plasma instabilities will be surveyed at the end.

A. Relativistic dispersion relation of right-hand circularly polarized waves

Consider an infinite plasma of uniform density ($n_0$) immersed in a uniform magnetic field $B_0\hat{e}_z$. At high frequencies, the plasma ions can be regarded as an immobile, charge-neutralizing background. In the limit of small-amplitude electromagnetic fields ($E_1,B_1$), the electron electrodynamics is governed by the linearized relativistic Vlasov equation,

$$\frac{\partial}{\partial t} f_1 + v_1 \frac{\partial}{\partial x} f_1 - \frac{e}{c} v_1 \times B_0 \frac{\partial}{\partial p} f_1 = e \left( \frac{E_1}{c} + \frac{1}{c} v_1 \times B_1 \right) \cdot \frac{\partial}{\partial p} f_0,$$

and the field equation

[10] See, for example, Hirshfield, Bernstein, and Wachtel (1965); Gaponov, Petelin, and Yulpatov (1967); Gaponov and Yulpatov (1967); Sehn and Hayes (1969); Lindsay (1972); and also Eq. (37) in Sec. II.E.
where \( f_0 \) is the initial distribution function (normalized to unity), \( f_1 \) is the perturbation of \( f_0 \), and \( J_1 \) is the perturbed current given by

\[
J_1 = -e \int f_1 \, v \, d^3 \mathbf{r}.
\]

Equations (59)–(61) may be solved by the method of characteristics (Krall and Trivelpiece, 1973; Stix, 1992). For waves propagating along the magnetic field, solutions are either electromagnetic (\( \nabla \cdot \mathbf{E} = 0 \)) or electrostatic (\( \nabla \times \mathbf{E} = 0 \)). In particular, we are interested in right-hand circularly polarized electromagnetic waves of the form

\[
E_z = E_0 (e_x + i e_y) e^{-i (\omega t + k_z z)}, \quad B_1 = \frac{k_z c}{\omega} e_z \times E_1.
\]

Standard manipulations yield the following dispersion relation:

\[
\omega_0^2 - k_z^2 c^2 = -\pi \omega_0^2 \int_0^\infty p_\perp \, dp_\perp \int_{-\infty}^\infty dp_z \left[ \left( \frac{\omega - k_z p_z}{\gamma m_e} \right) \frac{\partial f_0}{\partial p_\perp} + \frac{k_z p_z^2}{\gamma m_e} \frac{\partial f_0}{\partial p_z} \right] \frac{1}{\gamma \omega - k_z p_z \Omega_e},
\]

which represents a uniform distribution of monoenergetic electrons in random gyrotary motion, with \( v_z = 0 \) for all electrons. Equation (65) then reduces to

\[
\omega^2 - k_z^2 c^2 = \frac{\omega_0^2}{\gamma_0} \left[ \frac{\omega}{\omega - \Omega_e / \gamma_0} + \frac{k_z^2 \nu_{10}^2 (1 - \omega^2 / k_z^2 c^2)}{2(\omega - \Omega_e / \gamma_0)^2} \right],
\]

where \( \gamma_0 \) and \( \nu_{10} \) are initial values of \( \gamma \) and \( v_z \), respectively. For comparison, we write down the corresponding nonrelativistic dispersion relation (Schmidt, 1979),

\[
\omega^2 - k_z^2 c^2 = \frac{\omega_0^2}{\gamma_0} \left[ \frac{\omega}{\omega - \Omega_e} + \frac{k_z^2 \nu_{10}^2}{2(\omega - \Omega_e)^2} \right].
\]

B. Dispersive properties and growth rate

Figure 15 displays the solutions for \( \omega = \omega_0 + i \omega_1 \) as a function of \( k_z \) for a weakly relativistic and tenuous plasma (\( \gamma_0 = 1.02, \Omega_e / \gamma_0 \omega_0 = 10 \)). Both relativistic and nonrelativistic solutions are plotted. The real part \( \omega \), gives the dispersive properties of the fast-wave (\( \omega/k_z > c \)) and slow-wave (\( \omega/k_z < c \)) branches of the right-hand circularized polarized waves [Figs. 15(a) and (c)]. These are well-known modes of the magnetized plasma (Krall and Trivelpiece, 1973).

Instabilities, indicated by \( \omega_1 \), occur only in regions where the cyclotron-resonance condition (\( \omega = \Omega_e / \gamma \)) is satisfied. Both branches are unstable in the relativistic model [Fig. 15(b)]; however, only the slow-wave branch is unstable in the nonrelativistic model [Fig. 15(d)]. Because the relativistic effect is absent in the nonrelativistic model, the slow-wave instability in both models must be of a nonrelativistic origin (axial bunching). Inclusion of the relativistic effect gives rise to a fast-wave instability due to azimuthal bunching.

C. Physical interpretation

As discussed in Sec. II.B, wave-induced perturbations of \( \gamma \) and \( v_z \) result in azimuthal and axial phase bunching, respectively. The mechanisms are different, but their effects are inseparable. Both perturbations change the effective cyclotron frequency \( \Omega_{\text{eff}} \) [Eq. (11)] and, consequently, the electron phase angle relative to the wave. The increment of \( \Omega_{\text{eff}} \) over an infinitesimal time interval \( \Delta t \) can be written

\[11\text{Weibel (1959) derived the dispersion relation for this instability for the general case of an anisotropic distribution function. The physical mechanism of this instability—axial bunching—was independently proposed by Gaponov (1959a, 1959b) and by Chow and Pantell (1960).}
\[ \Delta \Omega_{\text{eff}} = k_z \Delta v_z + \Omega_e \Delta \left( \frac{1}{\gamma} \right) = k_z \Delta v_z - \frac{\Omega_e}{\gamma^2} \Delta \gamma, \]  

(69)

where \( \Delta v_z \) may be evaluated from the axial component of Eq. (15),

\[ \frac{d}{dt} (\gamma m_e v_z) = - \frac{e}{c} (v_z \times B_\perp) \cdot e_z \]

\[ = - \frac{e k_z}{\omega} (v_\perp \cdot E_\perp). \]  

(70)

Because the zero-order \( v_z \) vanishes, Eq. (70) readily yields

\[ \Delta v_z = - \frac{e k_z}{\gamma m_e \omega} (v_\perp \cdot E_\perp) \Delta t. \]  

(71)

The change of \( \gamma \) is determined by the work done on the electron,

\[ \Delta \gamma = - \frac{e}{m_e c^2} (v_\perp \cdot E_\perp) \Delta t. \]  

(72)

Substituting Eqs. (71) and (72) into Eq. (69), we obtain

\[ \Delta \Omega_{\text{eff}} = - \frac{e}{\gamma m_e \omega} \left( \frac{\Omega_e \omega}{\gamma c^2} - k_z^2 \right) (v_\perp \cdot E_\perp) \Delta t \]

\[ \equiv - \frac{e}{\gamma m_e \omega} \left( \frac{\omega^2}{c^2} - k_z^2 \right) (v_\perp \cdot E_\perp) \Delta t, \]  

(73)

where the second equality applies to synchronous interaction and terms proportional to \( \omega^2/c^2 \) and \( k_z^2 \) are due to \( \Delta \gamma \) and \( \Delta v_z \), respectively. The two terms are joined by a subtraction sign, indicating that the two bunching mechanisms are always competing. Thus there is no growth in the neighborhood of \( \omega/k_z = c \), where the bunching effects nearly cancel [Fig. 15(b)]. By comparison, the absence of azimuthal bunching in the nonrelativistic model results in an overestimate of the growth rate of the slow-wave instability [Fig. 15(d)].

D. Criterion for mechanism identification

The competition between azimuthal and axial bunching suggests that only the winning mechanism can be regarded as the actual cause for a given instability. We may therefore phrase a criterion as follows:

**Azimuthal and axial bunching are both present and are always competitive in electromagnetic cyclotron instabili**
The principle of slow-wave amplification was experimentally verified (Guo et al., 1982) by employing a dielectric loaded waveguide. The measured $TE_{01}$ dispersion curve is shown in Fig. 16(a). In the slow-wave regime, the experiment achieved a maximum small-signal bandwidth of 3.7% with a gain of 32 dB at 6 GHz [Fig. 16(b)]. It was much less than the predicted value of 20%, probably because of a large beam velocity spread. Amplification was also observed in the fast-wave regime at different beam voltages and magnetic fields, showing similar gain and bandwidth. This experiment clearly demonstrated the competition between azimuthal and axial bunching. No gain was observed in a narrow frequency range centered at $\omega/k_z=c$ or $f=5.8$ GHz [Fig. 16(b)], as predicted by theory. Across this narrow gap, the bunching mechanisms interchanged roles, and the nature of the instability changed qualitatively.

**E. An experimental verification**

The broad range of the slow-wave growth spectrum in Fig. 15(b) presents the tempting possibility of broadband amplification. In the laboratory frame in which the electrons move at velocity $v_z$, the frequency in Fig. 15(a) will be up-shifted by the amount $k_zv_z$, which corresponds to a significant bandwidth. This led to the study and invention of the slow-wave cyclotron amplifier (Chu, Ganguly, et al., 1981; Chu, Sprangle, and Granatstein, 1982; Guo et al., 1982). The theoretically predicted 3-dB bandwidth (at 20-dB peak gain) can be as high as 44% for a beam velocity spread $(\Delta v_z/v_z)$ of 0.7%, but it decreases to 17% as the velocity spread increases to 3.6% (Chu, Ganguly, et al., 1981).

Azimuthal bunching and axial bunching have often been referred to as phase bunching and spatial bunching, respectively (Antakov et al., 1966; Gaponov, Petelin, and Yulpatov, 1967; Gaponov and Yulpatov, 1967). However, such a characterization is contradicted by the self-consistent field solutions. From Eqs. (62) and (63), we obtain the perturbed charge and current densities ($\rho_i$ and $J_i$),

$$\rho_i = \frac{1}{4\pi} \nabla \cdot E_i = 0,$$

$$J_i = \frac{c}{4\pi} \left( \nabla \times B_i - \frac{1}{c} \frac{\partial E_i}{\partial t} \right)$$

$$= \frac{i E_0 \omega}{4\pi} \left( 1 - \frac{k_z^2 \epsilon_0^2}{\omega^2} \right) (\epsilon_x + i \epsilon_y) e^{-i\omega t + ik_z z}.$$  

The ac space-charge density is identically zero [Eq. (74)], indicating pure phase bunching under all conditions. Microscopically, rf forces on the electrons in a common cyclotron orbit generate density and current perturbations. Macroscopically, however, density perturbations in neighboring orbits cancel out, whereas current perturbations constructively superpose to drive the instability. It is also worth noting that Eq. (75) indicates the absence of any axial current despite the occurrence of axial bunching. Axial current cannot be formed in the interaction processes because at every point in space electron transverse velocities are randomly oriented so that there is no net $v_x \times B_y$ axial force. This renders the perturbed current in divergenceless form ($\nabla \cdot J_i = 0$) consistent with the absence of ac space charges.

As demonstrated in the uniform-plasma model, the cancellation of ac space charges is an intrinsic property of cyclotron interactions. An actual device may depart considerably from this idealized model. Finite beam size and nonuniformities of the beam and the rf fields can all result in incomplete cancellation of ac space charges. Space-charge effects under such conditions have been
analyzed by Liu and Yang (1981), Lau (1982), and Antonsen, Manheimer, and Levush (1986). In general, spatial bunching in gyrotrons is insignificant compared with that in linear beam devices. Thus far, ac space-charge effects have not been considered a major factor in the design of even the most powerful gyrotrons.

G. Related plasma instabilities

A magnetized plasma medium is extremely rich in wave phenomena. It is conceivable that other plasma waves can be resonantly destabilized by energetic particles in gyrational motion. Indeed, similar instabilities have been predicted to occur in laboratory and space plasmas. They include both electromagnetic and electrostatic waves, and they are driven by ions as well as electrons. For example, azimuthal bunching can destabilize the Bernstein modes in a plasma with anisotropic velocity distribution (Blanken, Stix, and Kuckes, 1969) as well as in an electron beam composed of gyrating electrons (Charbit, Herscovici, and Mourier, 1981; Hirshfield, 1981; Bondeson and Antonson, 1986; Chen and Chu, 1986; Chu and Lyu, 1986). Chen (1993, 1994) has further shown that the Bernstein mode instability may even be driven by fast ions born in a thermonuclear plasma.

Plasmas confined in a magnetic mirror are characterized by trapped particles with a loss-cone distribution, and thus they are also susceptible to ECM instability. Instabilities are predicted for electromagnetic modes that propagate nearly perpendicularly to the magnetic field, such as the ordinary and extraordinary modes (Freund and Wu, 1976, 1977) or parallel to the field (Lau and Chu, 1983). Wu and Lee (1979) interpreted the auroral kilometric radiation as a space-plasma ECM instability due to trapped electrons in the geomagnetic mirror field. Judging from the diversity of instabilities enumerated here, ECM effects are likely to have an even broader presence in plasmas.

H. Summary and discussion

The electron cyclotron maser has been studied here as a plasma instability. It has been shown that two types of electromagnetic waves can be simultaneously in cyclotron resonance with plasma electrons and that azimuthal and axial bunching destabilize different waves. In a plasma medium in which the two bunching mechanisms exist on an equal footing, their roles and relationship are definitively clarified. The fully self-consistent plasma-physics approach also provides clear proof that cyclotron phase bunching results in insignificant, if any, spatial bunching. This conclusion will have an important bearing on the modeling and operation of gyrotrons (see Secs. V.A, V.C.1, and VI.G).

V. THE ELECTRON CYCLOTRON MASER AS A COHERENT RADIATION SOURCE

Motivated by myriad application needs for powerful millimeter and submillimeter waves (Fig. 17), intensive research and development efforts have been directed toward the implementation of the ECM as a coherent radiation source. The resulting devices, called gyrotrons, assume a number of forms to meet specific requirements. Interaction structures of four basic types of gyrotrons, all of which support fast waves, are sketched in

(a) Gyrotron traveling-wave tube amplifier
(b) Gyroklystron amplifier
(c) Gyromonotron oscillator
(d) Gyrotron backward-wave oscillator

FIG. 18. Interaction structures of four basic types of gyrotrons: (a) The gyro-TWT amplifier features amplitude and phase control over a broad bandwidth. (b) The gyroklystron amplifier has a narrower bandwidth than the gyro-TWT, but better stability property and hence greater power capability. (c) The gyromonotron oscillator produces the highest average power. (d) The gyro-BWO features continuous frequency tunability.
the propagation constant $k$ cavity, boundary conditions at both ends restrict relation of a typical waveguide mode. For a resonant
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tron velocity spread.

the cutoff frequency for maximum tolerance to the electron velocity spread.

Resonant interactions in the rf structure are shown in Fig. 19. The hyperbolic line represents the dispersion relation of a typical waveguide mode. For a resonant cavity, boundary conditions at both ends restrict $k_z$ to a set of discrete values. Resonant frequencies are thus found at discrete points on the hyperbolic line. The straight lines represent synchronism conditions for different magnetic fields. A resonant interaction can, in principle, take place at any intersecting point between the mode line and the synchronism line. As can be seen in the figure, the operating points of the four types of gyrotrons are all close to the cutoff frequency.

Following a brief introduction to device modeling, we present a general discussion of the operating principles, development status, and applications of the four basic types of gyrotrons. More specialized topics will be addressed in subsequent sections.

A. Gyrotron modeling

The rf fields of the gyrotron modes are predominantly in the transverse direction. The basic theories developed in Secs. II and IV for the plane-wave model can therefore serve as a useful basis for the physics discussion to follow. However, more elaborate formalisms are required for self-consistent evaluations of wave frequency, field profile, and saturation amplitude for specific devices. As discussed in Sec. IV.F, there is negligible spatial bunching in cyclotron interactions. This permits the neglect of ac space-charge fields and the adoption of the transverse field profile of the unloaded interaction structure, in single-mode approximation or as an eigenmode expansion. The dc electric and magnetic fields of the electron beam are normally negligible. With the electron beam treated as an ac current source, the axial and temporal dependence of the rf fields can then be self-consistently evaluated from the set of wave and electron-dynamical equations.

While the concise field expressions of an idealized interaction structure often allow an analytical solution in the linear regime, investigations of practical devices invariably employ a steady-state or time-dependent code. Particle tracing has been the most commonly employed numerical technique. Full-scale particle simulations may also be required to handle problems involving multiple modes or more complex geometry. Calculations for this and subsequent sections are based on one or more of these approaches, as the case demands. Literature on the formalism and numerical tools will be cited where results are presented.

B. The gyrotron traveling-wave amplifier

1. Principle of operation—Convective instability

The gyro-TWT serves as a good example of the transformation of an ECM from a plasma instability to a practical device, as is illustrated in Fig. 20. In the plasma, electrons assume the dual role of providing the fast-wave medium and driving the instability. For a gyro-TWT, a circular waveguide replaces the infinite plasma as the fast-wave medium. A tenuous electron beam is then injected into the waveguide for the sole purpose of driving the ECM instability.

As in the plasma, the ECM instability in a gyro-TWT is characterized by a dispersion relation, which predicts
how an initial disturbance will grow. Instabilities are generally classified into two types: convective and absolute.\(^{15}\) Operation of the gyro-TWT is based on a convective instability. The input wave is amplified while propagating forward with the beam. Thus, in the steady state, the wave amplitude increases along the axis but maintains a constant value at any fixed point in space. The device is zero-drive stable in the sense that there is no output power without an input signal. We may therefore define an overall gain \((G)\) in terms of the input power \((P_{\text{in}})\) and the output power \((P_{\text{out}})\),

\[
G = 10 \log_{10} \left( \frac{P_{\text{out}}}{P_{\text{in}}} \right) \text{ dB.} \tag{76}
\]

2. Backward-wave oscillations—Absolute instability
The dispersion relation predicts a linear gain over a finite bandwidth [Fig. 20(f)]. At a sufficiently high beam

\(^{15}\)Plasma-physics criteria for the classification of absolute and convective instabilities can be found in Sturrock (1958), Briggs (1964), and Stix (1992).
current, the gain spectrum can extend into the negative $k_z$ region. A noise-level disturbance will then be amplified in the backward direction, serving as a feedback to bunch incoming electrons (further discussed in Sec. V.E.1). The disturbance can thus grow locally and spread out in both directions to result in self-oscillations. An instability of this type, characterized by growth at every spatial point, is referred to as an absolute instability. Care must be exercised in the interpretation of a numerically evaluated gain spectrum. The analytical threshold conditions for an absolute instability are derived by Lau et al. (1981a) and Davies (1989). A graphical method for identifying an absolute instability is presented by Chu and Lin (1988). When the instability turns absolute, the tube is no longer zero-drive stable, and self-oscillations can severely interfere with its performance. For this reason, the operating point of a gyro-TWT is always chosen to be near the grazing intersection (Fig. 19) in order to be farthest away from the backward wave.

There are additional, and often more serious, sources of unwanted oscillations. Intersections of the synchronism line and its harmonics with other mode lines in the backward-wave region are potential sources of absolute instabilities (backward-wave oscillations). Oscillations may also result from regenerative amplification due to end reflections. Competition from these oscillations and methods for their suppression will be analyzed in detail in Sec. VI.A.

3. Status and applications

Traveling-wave amplification via the ECM instability was studied early by Gaponov (1959a, 1959b) and demonstrated in the mid 1960s in a crossed-field device in which the electrons moved in cycloidal orbits (Antakov et al., 1966, see also Sec. III.A). The gyro-TWT in its present form (Granatstein et al., 1980) evolved from a proof-of-the-principle demonstration employing an intense relativistic electron beam (Granatstein et al., 1975). Theoretical studies (Ott and Manheimer, 1975; Sprangle and Manheimer, 1975; Sprangle and Drobot, 1977; Chu et al., 1979, 1980; Lau et al., 1981a, 1981b) provided the additional momentum for its development into the tube configuration at the Naval Research Laboratory (NRL) (Barnett et al., 1979, 1980; Seftor et al., 1979) and Varian Associates (Symons et al., 1979, 1981; Ferguson and Symons, 1980). Measured amplitude and phase modulation coefficients, spectral purity, and phase linearity of a C-band gyro-TWT (Ferguson, Valier, and Symons, 1981) compared favorably with a coupled-cavity TWT. However, the noise figure (above thermal) of $-50$ dB was estimated to be 12–15 dB higher than that of a coupled-cavity TWT operating at similar power levels. Bandwidth broadening with a tapered waveguide was also studied in theory (Chu, Lau, et al., 1981; Lau and Chu, 1981) and experiment (Barnett et al., 1981). The gyro-TWT experiments during this period were reviewed by Symons and Jory (1981) and Granatstein, Read, and Barnett (1984). While these pioneering experiments demonstrated the principle of the gyro-TWT, research work subsided for a number of years due to severe stability problems.

A new round of international research activities began in the late 1980s, all with emphasis on the fundamental issues of stability and strong theoretical support. The National Tsing Hua University group in Taiwan conducted a systematic investigation of mode competition and suppression, which culminated in a 35-GHz gyro-TWT experiment producing 93-kW saturated output power at 70-dB stable gain. These experiments will be discussed further in Sec. V. The UCLA/UC Davis team pursued the physics and technology of harmonic interactions, with an impressive demonstration of amplification at the eighth cyclotron harmonic (Furuno et al., 1989). A second-harmonic experiment (Wang, McDermott, and Luhmann, 1995, 1996) produced the highest gyro-TWT output power to date (207 kW at 16.7 GHz) for a moderately energetic electron beam. The current research focus of the UC Davis group is on a W-band gyro-TWT (McDermott et al., 2002).

The NRL group, on the other hand, launched a research effort focused on the tapered gyro-TWT, producing a record bandwidth of 33% centered at 34 GHz (Park et al., 1991, 1994, 1995). A separate NRL effort was directed at gyro-TWTs, driven by an intense relativistic electron beam, which achieved 20-MW peak power at 35 GHz (Gold et al., 1991). Recently, a Russian and United Kingdom team developed a helically corrugated interaction structure (Denisov, Bratman, Gross, et al., 1998). This novel circuit provides the important advantages of broadband operation and relative insensitivity to electron velocity spread, as has been demonstrated by Denisov, Bratman, Phelps, and Samsonov (1998) and Bratman et al. (2000). More recently, an MIT group built a 140-GHz gyro-TWT employing a confocal waveguide for high-order-mode operation. This quasiparabolic circuit promises high-average-power operation deep in the millimeter-wave region. The initial test produced 30 kW peak power in HE$_{110}$ mode operation with a gain of 29 dB and an unsaturated bandwidth of 2.3 GHz (Sirigiri, Shapiro, and Temkin, 2003).

By employing a nonresonant interaction structure [Fig. 18(a)], the gyro-TWT features broad instantaneous bandwidth [Figs. 20(e) and (f)], which makes it attractive for radar and communication applications. The millimeter-wave radar provides higher resolution than centimeter-wave radar and penetrates deeper than optical radar under foggy and smoky conditions. The general outlook for millimeter-wave radars is discussed by Skolnik (2002). The angular spread of electromagnetic waves scales inversely with the antenna diameter. In the U.S. space program, for example, deep-space communications currently employ a carrier frequency of $\sim 10$ GHz. With the antenna diameter ($\sim 64$ m) approaching the mechanical limit, significant improvement in directivity can only be achieved with a millimeter-wave transmitter. Another candidate for millimeter-wave transmitters, the gyroklystron amplifier, is discussed below along with its applications.
C. The gyroklystron amplifier

1. Principle of operation—Ballistic bunching and distributed interaction

The gyroklystron (Antakov et al., 1967) is a narrow-band amplifier that is both similar to and different from the conventional klystron. Multiple cavities are commonly employed to increase the gain; however, the principle can be illustrated with a two-cavity model [Fig. 18(b)]. The electrons are energy modulated in the first cavity by the input signal and are azimuthally bunched in the cyclotron phase angle. The resulting (transverse) ac beam current continues to grow in the drift region. Upon entering the second cavity, it drives a large-amplitude oscillation from which the output power is extracted.

As discussed in Sec. IV.F, phase bunching in cyclotron interactions produces insignificant ac space charges. Consequently the drift region is virtually free of ac forces and the electrons are ballistically (or inertially) bunched in their independent trajectories. Ballistic bunching also takes place in a conventional klystron, but in a more complicated manner. The electrons are velocity modulated by cavity rf fields in the axial direction. Subsequent ballistic bunching results in axial density modulation. The ac space-charge forces will then set off plasma waves in the drift region (Gewartowski and Watson, 1965, Chap. 9; Gilmour, 1986, Chap. 9). Thus the electrons are bunched to the maximum density that the space-charge repulsion forces allow.

In further contrast, energy extraction is distributed over the length of the gyroklystron cavity, whereas it is concentrated in the narrow gap(s) of the klystron cavity (Slater, 1950, p. 232). The action will not be reversed despite a typical electron transit time of several wave periods. This is possible because the electrons are in cyclotron resonance with a traveling-wave component of the cavity mode. The total phase variation of the wave, as experienced by the electron in traversing the cavity, is given by the electron transit angle (\(\Theta\)) defined as

\[
\Theta = (\omega - k_z v_z - \Omega_e / \gamma_0) \tau,
\]

(77)

where \(\tau\) is the electron transit time at the initial axial velocity \(v_z\), \(k_z > 0\) for the forward wave, and \(k_z < 0\) for the backward wave. In terms of the detuning factor [Eq. (25b)], we can simply write \(\Theta = v \tau\).

Under the synchronism condition, the transit angle remains small (\(|\Theta| < \pi\)) even when \(\omega \tau > \pi\). Long interaction time reduces the required field strength. This gives the gyroklystron significantly greater power-handling capability than the klystron. However, the gyroklystron efficiency is generally lower by comparison, because only the transverse electron energy is free for rf power generation.

2. A design example

A new generation of particle accelerators, such as TeV-level linear colliders, are being planned for high-energy physics research. To make the size and cost manageable, more powerful microwave amplifiers operating at shorter wavelengths are required to generate the high accelerating field. The gyroklystron provides an ideal candidate rf source for such applications (Granatstein and Lawson, 1996).

Here, we illustrate the ultrahigh-power capability of gyroklystrons with a 30-MW, 10-GHz design example shown in Fig. 21 (Chu et al., 1985). The dimensions of the four-cavity interaction structure and the beam parameters are listed in Tables III and IV, respectively. The ideal cavity field profile is assumed. The field amplitude is self-consistently calculated, including beam-loading effects on the cavity resonant frequency and bandwidth. The predicted performance is given in Table V. Efficiency degradation due to electron velocity spread is shown in Fig. 22. The transfer curve \(P_{out} vs P_{in}\) is plotted in Fig. 23 for a beam axial velocity spread of 10%. Table VI shows the large-signal amplitude and phase modulation sensitivities with respect to the operating parameters. In order to achieve a phase stability of

---

### Table III. Parameters of the gyroklystron interaction structure.

<table>
<thead>
<tr>
<th>Cavity</th>
<th>Mode</th>
<th>(f_0) (GHz)</th>
<th>Length (cm)</th>
<th>Radius (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavity 1</td>
<td>TE011</td>
<td>300</td>
<td>2.1</td>
<td>2.61</td>
</tr>
<tr>
<td>First drift region</td>
<td></td>
<td>10</td>
<td>4.5</td>
<td>1.50</td>
</tr>
<tr>
<td>Cavity 2</td>
<td>TE011</td>
<td>300</td>
<td>2.1</td>
<td>2.61</td>
</tr>
<tr>
<td>Second drift region</td>
<td></td>
<td>10</td>
<td>4.5</td>
<td>1.50</td>
</tr>
<tr>
<td>Cavity 3</td>
<td>TE011</td>
<td>300</td>
<td>2.1</td>
<td>2.61</td>
</tr>
<tr>
<td>Third drift region</td>
<td></td>
<td>10</td>
<td>4.5</td>
<td>1.50</td>
</tr>
<tr>
<td>Cavity 4</td>
<td>TE011</td>
<td>100</td>
<td>3.0</td>
<td>2.11</td>
</tr>
</tbody>
</table>

---

### Table IV. Gyroklystron electron-beam parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>500 kV</td>
</tr>
<tr>
<td>Current</td>
<td>200 A</td>
</tr>
<tr>
<td>Power</td>
<td>100 MW</td>
</tr>
<tr>
<td>Velocity ratio ((v_{z0}/v_{z0}))</td>
<td>1.5</td>
</tr>
<tr>
<td>Velocity spread ((\Delta v_{z0}/v_{z0}))</td>
<td>10%</td>
</tr>
<tr>
<td>Inner radius</td>
<td>0.12 cm</td>
</tr>
<tr>
<td>Outer radius</td>
<td>1.45 cm</td>
</tr>
<tr>
<td>Larmor radius</td>
<td>0.44 cm</td>
</tr>
</tbody>
</table>

---

FIG. 21. Schematic of a 30-MW, 10-GHz, four-cavity gyroklystron design. Dimensions are given in Table III. From Chu et al., 1985.
±5°, for example, the static magnetic field and the beam voltage need to be stable within 0.1% and 0.2%, respectively.

In the distributed interaction, energy modulation, electron bunching, and power conversion all occur in a single cavity. Hence each individual cavity can oscillate by itself, the prevention of which becomes an important consideration in the gyroklystron design. Short-length cavities have been chosen to ensure stability. As an example, Fig. 24 plots the start-oscillation current ($I_{st}$, discussed further in Sec. V.D.2) for different modes in the output cavity. It can be seen that, at the operating beam current of 200 A and the design magnetic field of 5.65 kG, the output cavity is zero-drive stable.

3. Status and applications

Early Soviet gyroklystron development was aimed at radar applications. The results, reviewed by Gol’denberg and Litvak (1995), were not published until much later. Two phase-matched, $Ka$-band gyroklystrons are currently in operation to power a megawatt radar station for tracking orbiting objects around the earth (Tolkachev et al., 2000).

In the United States, exploratory studies were conducted at Varian Associates (Jory et al., 1977) and NRL (Ganguly and Chu, 1981; Arfin and Ganguly, 1982; Bol- len et al., 1985). The design in Table V and its demonstration (Lawson et al., 1991) provided a strong impetus for subsequent gyroklystron activities aimed at accelerator and radar applications. A later experiment employing coaxial cavities achieved 75 MW peak power in the $X$ band (Lawson et al., 1998). At the same time, a conventional klystron developed at the Stanford Linear Accelerator Center produced 50-MW peak power in the same band (Phillips and Sprehn, 1999). At frequencies beyond the $X$ band, however, the gyroklystron appears to be a better choice. For example, a 50-MW, 30-GHz version is under development for rf structure testing and conditioning of the Compact Linear Collider at CERN (Blank, Borchard, et al., 2002). $W$-band gyroklystrons capable of 100-kW peak power at a 10% duty factor (Fig. 25, Danly et al., 2000, Blank, Felch et al., 2002) have also been developed and integrated into the NRL WARLOC radar system (Ngo et al., 2002). Novel applications requiring more powerful gyroklystrons have been envisioned, such as radar tracking and cataloging of centimeter-size space debris (Manheimer, Mesyats, and Petelin, 1994). The measured noise levels of a 200-kW, $Ka$-band gyroklystron are similar to those of conventional klystrons (Calame et al., 2000; see also Anton- sen et al., 2001; Manheimer, 2001).

D. The gyromonotron oscillator

1. Principle of operation—Reflective feedback

As just discussed, distributed interaction allows a cavity to oscillate by itself. Self-oscillation in a single cavity forms the basis of a high-average-power device called the gyromonotron [Fig. 18(c), Gaponov et al., 1965, 1967]. To build up and sustain the oscillation, a feedback loop is required. In the gyromonotron, it is provided by
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**TABLE V. Gyroklystron small- and large-signal predicted performance.**

<table>
<thead>
<tr>
<th></th>
<th>Small signal</th>
<th>Large signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static magnetic field (kG)</td>
<td>5.65</td>
<td>5.65</td>
</tr>
<tr>
<td>Center frequency (GHz)</td>
<td>10.02</td>
<td>10.02</td>
</tr>
<tr>
<td>Peak power (MW)</td>
<td>28.1</td>
<td>28.1</td>
</tr>
<tr>
<td>Peak gain (dB)</td>
<td>63.1</td>
<td>56.2</td>
</tr>
<tr>
<td>3-dB bandwidth (%)</td>
<td>0.10</td>
<td>0.21</td>
</tr>
<tr>
<td>Efficiency (%)</td>
<td>28.1</td>
<td></td>
</tr>
</tbody>
</table>
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**TABLE VI. Gyroklystron large-signal predicted amplitude modulation (AM) and phase modulation (PM) sensitivities.**

<table>
<thead>
<tr>
<th></th>
<th>AM sensitivity</th>
<th>PM sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static magnetic field</td>
<td>0.18 dB/%</td>
<td>51.1°/%</td>
</tr>
<tr>
<td>Beam voltage</td>
<td>0.13 dB/%</td>
<td>25.8°/%</td>
</tr>
<tr>
<td>Beam current</td>
<td>0.07 dB/%</td>
<td>2.9°/%</td>
</tr>
<tr>
<td>Electron pitch angle</td>
<td>0.34 dB/degree</td>
<td>6.1°/degree</td>
</tr>
</tbody>
</table>
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end reflections. Consider the two traveling-wave components of a resonant mode. The forward wave turns into a backward wave upon reflection at one end, while the backward wave reverses to a forward wave at the other end. This results in continuous wave circulation in a closed loop. If the power gained from the beam exceeds the power lost, the circulating wave will be repetitively pumped by the electron beam from the noise level to an equilibrium amplitude. This may be regarded as a feedback process because fresh electrons are interacting with a wave generated by early electrons. By comparison, wave growth in the gyro-TWT is a single-path process.

2. Power balance, oscillation threshold, and equilibrium field

As the electron beam deposits energy into the cavity fields, there are also power losses through output coupling ($P_{\text{out}}$) and wall dissipation ($P_{\text{ohm}}$). The power versus $E_0^2$ curves in Fig. 26 demonstrate the existence of a threshold condition for self-oscillation. At any level of the rf field amplitude ($E_0$), both $P_{\text{out}}$ and $P_{\text{ohm}}$ scale as $E_0^2$. Their sum thus appears as a straight line in Fig. 26, the slope of which depends upon the loaded quality factor $Q_L$. The beam-generated power can be written as $\eta P_b$, where $\eta$ is the interaction efficiency and $P_b$ is the beam power. The interaction efficiency scales as $E_0^2$ in the linear regime [Eq. (37)], and $P_b$ is assumed to remain constant during the field buildup. Hence the beam-generated power also appears as a straight line in the linear stage, with a slope proportional to $P_b$. The threshold beam power ($P_{b,\text{th}}$) is the power at which the two slopes are equal. When $P_b$ exceeds the threshold value, there is more power generated than lost, and consequently $E_0$ starts to grow.

Returning to the basic model of Sec. II, we may estimate an optimum magnetic field for the startup of oscillation. As shown in Figs. 7 and 8, both linear and nonlinear efficiencies reach their first peak on a synchronous time scale, or when $\epsilon t \cong \pi$. Because $\epsilon t$ (a phase angle) is a frame-independent quantity, its optimum value in the beam frame transforms into an optimum electron transit angle in the lab frame:

$$\Theta_{op} \cong \pi.$$  \hfill (78)

Equation (78) is an approximate condition applicable to both linear and nonlinear regimes, although the pre-
cise values of $\Theta_{op}$ in the two regimes are slightly different. With the beam parameters and cavity dimensions fixed, the magnetic field is the only free parameter in $\Theta$. Thus, for each mode, condition (78) specifies an optimum magnetic field for the lowest oscillation threshold.\(^{16}\) Given the beam voltage, the threshold beam power can be converted into a more convenient figure of merit—the start-oscillation current ($I_{st}$). Figure 24 illustrates the dependence of $I_{st}$ on the magnetic field for a number of low-order modes. These modes are separated by differences between their optimum magnetic fields, while neighboring modes partially overlap because of finite resonant width. Higher-order modes will be more closely spaced in the chart. However, overlapping modes can be separated by interaction strength (hence $I_{st}$) if the beam is positioned in favor of the operating mode [see Eq. (58)]. The $I_{st}$ vs $B_0$ chart provides a useful guide for mode selection. To minimize the possibility of mode competition, the operating mode should be sufficiently separated from the other modes in $B_0$ or $I_{st}$.

The start-oscillation current is a linear property. Linearly, the electrons become more tightly bunched in a longer interaction structure. Hence $I_{st}$ decreases with increasing structure length ($L$). As discussed in Sec. II.E, cyclotron emission and absorption both take place in the interaction processes, and they scale differently with the interaction time (or $L$). As a result, $I_{st}$ depends upon $L$ in a complicated manner, rather than obeying a simple scaling law. A specific example will be considered in Sec. VII.B for the gyrotron backward-wave oscillator.

Figure 26 also shows how an equilibrium state is reached and stably maintained. The field amplitude ($E_0$) grows as long as $n_\psi P_\psi > P_{out} + P_{ohm}$. However, the growth cannot continue indefinitely. As $E_0$ rises and the interaction becomes nonlinear, the efficiency will level off and eventually decrease. This causes the $n_\psi P_\psi$ line to bend downward and intercept the $P_{out} + P_{ohm}$ line at the point where $n_\psi P_\psi = P_{out} + P_{ohm}$ (Fig. 26). An equilibrium state is thus established and $E_0$ will no longer increase. As can also be seen in Fig. 26, the equilibrium state is stable against $E_0$ fluctuations. The operating beam current is usually chosen so that the equilibrium field yields the maximum efficiency, as in Fig. 26.

3. Status and applications

The gyrotron oscillator is the most mature type of gyrotron. Pioneering work was conducted at the Institute of Applied Physics (IAP; see Sec. III.A). Highlights of early accomplishments included cw operations at the second cyclotron harmonic, which produced 1.5 kW at 326 GHz (Zaytsev et al., 1974) and 10 kW at 34 GHz (Kisel’ et al., 1974), both in low-order-mode operation. These demonstrations proved the viability of the gyrotron as a powerful source, and its application for fusion plasma heating generated a strong development program at IAP. Plasma heating requires high power; thus high-order modes must be utilized. The whispering gallery modes were found to be more stable against mode competition and to possess field profiles compatible with a large-radius annular electron beam (Bykov et al., 1975). By the late 1970s, fundamental harmonic gyrotron oscillators at operating frequencies of up to 100 GHz and peak power levels up to 1 MW (Andronov et al., 1978) had been developed for tokamak heating (Alikaev and Suvorov, 1994). The early history of the Soviet gyrotron work is reviewed by Flyagin et al. (1977), Andronov et al. (1978), Symons and Jory (1981), Flyagin and Nusinovich (1988), and Gol’denberg and Litvak (1995).

The successes of the Soviet work stimulated major gyrotron development activities in the U.S., France, China, Japan, Switzerland, and Germany for a variety of fusion-oriented applications such as plasma startup, heating, current drive, instability control, and plasma diagnostics (Lucé, 2002). Gyromonotrons are now commercially available (reviewed by Felch et al., 1999). These devices produce megawatt output power in long-pulse or cw operation in the frequency range 75–170 GHz, which represents an advance more than three orders of magnitude beyond the capability of other tube types. A coaxial-cavity version recently developed at the Institute for Pulsed Power and Microwave Technology...
in Germany generated peak power as high as 2.2 MW at 165 GHz in TE$_{31,17}$-mode operation (Fig. 27, Piosczyk et al., 2002). Medium-power gyromonotrons at lower frequencies have also found applications in materials processing (Bykov and Semenov, 1994; Link et al., 1999).

In a different direction, step-tunable gyromonotrons (Brand, 1985) have been developed for research use. As the magnetic field is varied over a broad range, the oscillation jumps from mode to mode, thus generating a broad and usually discrete radiation spectrum. Step-tunable gyrotrons developed at Fukui University, Japan, are capable of delivering submillimeter-wave radiation ranging from hundreds of watts cw at 190 GHz to tens of watts cw at 860 GHz (Idehara et al., 1999). These sources are provided in a user facility dedicated to research on materials characterization, plasma wave scattering, and electron spin resonances (Fekete, Brand, and Idehara, 1994; Timms and Brand, 1996; Idehara et al., 1999). High-power, step-tunable gyromonotrons are also desirable for position-selective heating of fusion plasmas (see, for example, Kreischer and Temkin, 1987).

E. The gyrotron backward-wave oscillator

1. Principle of operation—Internal feedback

The gyrotron backward-wave oscillator [gyro-BWO, Fig. 18(d)] employs a waveguide structure like the gyro-TWT but operates at a point in the $\omega$-$k_z$ diagram where the group velocity is opposite to the beam velocity (Fig. 19). This allows oscillations to build up in an internal feedback loop composed of the forward-moving electron beam and the backward-propagating wave. In accordance with the previous argument, the beam power must exceed a certain threshold to start the oscillation. In the noise fields, the electron beam will be weakly bunched by the resonant backward wave. The bunched electrons impart energy to the wave, which propagates backward toward the beam entrance to generate tighter electron bunches. More and more energy is thus fed to the wave until an equilibrium state is reached. Since the beam and the wave constitute a closed loop, no reflections are required in the buildup process. In addition to frequency tuning by voltage adjustment, as in the conventional BWO, the gyro-BWO can also be tuned through variation of the magnetic field (Fig. 19).

2. Axial modes of the gyro-BWO

In contrast to the gyromonotron, for which each hot mode corresponds to a cold mode, there exists no cold resonant mode in the gyro-BWO interaction structure (basically a waveguide; see the simplest model at the top of Fig. 28). The identities of hot modes must then be determined entirely by the beam-wave interaction. Field-shaping processes, as well as the resultant axial field profile in a gyro-BWO, are therefore fundamentally different from those in a gyromonotron. Referring to Fig. 7 again, successive peaks of the linear efficiency occur at discrete values of $et$. Applying Fig. 7 to gyro-BWO interactions in a waveguide of fixed length, these optimum values of $et$ translate into a set of optimum transit angles approximately written as

$$\Theta_{op} = (2l - 1) \pi, \quad l = 1, 2, 3, \ldots$$

Despite its approximate nature, Eq. (79) exhibits the essential feature—the discreteness—of optimum transit angles. In addition to the magnetic field, the wave frequency is now a free parameter in $\Theta$. Hence, in any given magnetic field, condition (79) specifies a discrete set of frequencies (and the associated $k_z$). These turn out to be the eigenfrequencies of the gyro-BWO axial modes, as shown by Chen et al. (2002). Figure 28 plots the axial profiles of the rf field amplitude and beam energy deposition rate for the first four axial modes at their respective $I_{st}$, $V_b = 95$ kV, $\alpha = 1.1$, $r_w = 0.35 r_w$, and $B_0 = 14.5$ kG. From Chen et al., 2002.

FIG. 28. Model and linear axial modes of a gyro-BWO. Top figure: the gyro-BWO interaction structure (a uniform waveguide). Bottom figures: axial dependence of calculated field amplitude (solid curves) and beam energy deposition rate (dashed curves) of the first four axial modes at their respective $I_{st}$.

The identities of hot modes must then be determined entirely by the beam-wave interaction. Field-shaping processes, as well as the resultant axial field profile in a gyro-BWO, are therefore fundamentally different from those in a gyromonotron. Referring to Fig. 7 again, successive peaks of the linear efficiency occur at discrete values of $et$. Applying Fig. 7 to gyro-BWO interactions in a waveguide of fixed length, these optimum values of $et$ translate into a set of optimum transit angles approximately written as

$$\Theta_{op} = (2l - 1) \pi, \quad l = 1, 2, 3, \ldots$$

Despite its approximate nature, Eq. (79) exhibits the essential feature—the discreteness—of optimum transit angles. In addition to the magnetic field, the wave frequency is now a free parameter in $\Theta$. Hence, in any given magnetic field, condition (79) specifies a discrete set of frequencies and the associated $k_z$. These turn out to be the eigenfrequencies of the gyro-BWO axial modes, as shown by Chen et al. (2002). Figure 28 plots the axial profiles of the rf field amplitude and beam energy deposition rate for the first four axial modes at their respective start-oscillation currents. For the fundamental axial mode (Fig. 28, $l = 1$ or $\Theta \approx \pi$), the electron beam deposits energy in the wave over its entire passage through the interaction structure, following the initial absorption dip. Each higher-order axial mode is characterized by a step increase in $\Theta$ (by $\sim 2\pi$), which results in one more region of negative energy deposition and
hence an amplitude trough of the field (Fig. 28, \( l = 2 - 4 \)). Thus the order of an axial mode is differentiated by the transit angle or, equivalently, by the number of regions of positive energy deposition. These properties extend to the case of a tapered interaction structure as well.

Note that the field in Fig. 28 represents an amplitude-modulated backward wave, rather than the standing wave of a resonator. This is revealed by the strong correlation between the field profile and the energy-deposition profile. As the wave propagates backward, each field peak and trough occurs precisely at the completion of a positive and negative energy-deposition phase. Higher-order axial modes will be further discussed in Secs. VII.C and VIII.D in connection with nonlinear issues.

3. Nonlinear properties

As Fig. 28 shows, the interaction dynamics, rather than resonant structure, determine the axial mode profile of a gyro-BWO. Thus the linear and nonlinear field profiles of a gyro-BWO are found to be significantly different (Chen, Chu, and Chang, 2000). The axial field profile contracts nonlinearly as the beam current rises, because the feedback loop shortens with an increased rate of beam energy depletion. This results in stable saturated operation at currents orders-of-magnitude higher than the start-oscillation current (Chang et al., 2001). More studies have revealed that stationary and nonstationary states appear alternately as the beam current rises (Nusinovich, Vlasov, and Antonsen, 2001; Chen et al., 2002; Grudiev and Schunemann, 2002, see also Sec. VII.D). Nonlinear properties of backward-wave oscillations will be further examined in Secs. VII and VIII.

4. Status and applications

By employing a nonresonant circuit, the gyro-BWO is able to feature continuous frequency tunability by either voltage or magnetic-field adjustment, as was demonstrated early with low-energy electron beams (Pantell, 1959; Schriever and Johnson, 1966) and more recently with moderate-energy (Park et al., 1990; Kou et al., 1993; Basten et al., 1995) and high-energy electron beams (Spencer et al., 1996; Water et al., 1996; Kamada et al., 1998). Theoretical studies of the gyro-BWO first appeared in the mid 1960s in the Soviet literature. These and later theories are reviewed by Nusinovich and Dumbrajs (1996). As discussed in Sec. III.A, the principle of the ECM was first demonstrated in backward-wave oscillations (Pantell, 1959). Thus far, however, the gyro-BWO remains the least-investigated ECM device despite numerous applications that require frequency tunability, such as electronic countermeasures, position-selective plasma heating, spectroscopy, and drivers of ultrahigh-power amplifiers. Some interesting properties of backward-wave interactions have only recently come to light, as discussed above. Further research is warranted for a better physical picture of the gyro-BWO and its development into a useful device.

F. Efficiency considerations

Interaction efficiency is a common measure of device quality, in addition to being of utmost importance to high-average-power operation. In Fig. 10, it is shown that the saturated efficiency maximizes at an optimum detuning factor. For cavity interactions in the gyromonotron and gyrokystron, the wave frequency is fixed by the cavity resonance. The magnetic field can thus be adjusted to achieve optimum detuning. However, it is difficult to control the detuning factor for waveguide-based devices. The gyro-BWO oscillation frequency varies in concert with the magnetic field to maintain synchronous interaction. The gyro-TWT gain diminishes with too large a detuning factor. There are also other factors that adversely affect the efficiency of the gyro-TWT and gyro-BWO. The gyro-TWT operates at a frequency farthest away from the cutoff (Fig. 19) and thus is most sensitive to beam velocity spread. The gyro-BWO field is at a high level at the beam entrance, which results in abrupt electron bunching unfavorable for efficient interaction. Largely for these reasons, the interaction efficiency is generally higher for the gyromonotron and gyrokystron (30–50%) than for the gyro-TWT and gyro-BWO (10–30%).

Profiling of the interaction structure (Kisel' et al., 1974; Bykov and Gol'denberg, 1975) or the static magnetic field (see, for example, Chu, Read, and Ganguly, 1980; Read et al., 1982) are common means for efficiency enhancement. Other methods include penultimate-cavity tuning for the gyrokystron and the use of a below-grazing magnetic field for the gyro-TWT (see, for example, Chu et al., 1979). When these methods are applied to amplifiers, they are often at the expense of gain and bandwidth and are effective only for an electron beam with low velocity spread. As an example, Fig. 29 shows the effect of penultimate-cavity tuning (Chu, Latham, and Granatstein, 1988) for the 30-MW, 10-GHz
gyroklystron design shown in Fig. 21. Significant efficiency enhancement (from 36% to 43%) occurs for a cold electron beam, but the benefit fades away as the velocity spread increases. The performance of harmonic gyrotrons is especially limited by the availability of low-velocity-spread, axis-encircling electron beams. In such cases, good electron optics appears to hold the key to dramatic advances.

External to the interaction region, a depressed collector can be used to increase the overall efficiency. In the experiment of Piosczyk et al. (2002), for example, a single-stage depressed collector (Fig. 27) resulted in an efficiency increase from 30 to 48%.

G. Summary and discussion

We have surveyed four decades of active research that has yielded fruitful results in gyrotron physics, technology, performance, and applications. Present-day modeling capabilities are illustrated by the excellent agreement between theory and experiment shown in Fig. 25, while the tube layout in Fig. 27 serves as an example of the sophistication of the latest technology. By delivering power ranging from tens of watts at ~1000 GHz to nearly 100 MW at ~10 GHz, the gyrotron has indeed lived up to its promise as a millimeter/submillimeter-wave source of unprecedented capabilities. Looking forward, challenging applications will continue to give fresh impetus to further research and technology development. The full potential of the gyrotron remains to be demonstrated.

VI. GYROTRON TRAVELING-WAVE AMPLIFIER—A STUDY OF MODE COMPETITION

Mode competition in the gyrotron is a physics issue of both academic interest and practical importance. Early studies on this subject were mostly concerned with oscillators (reviewed by Nusinovich, 1999). However, this is a phenomenon more richly manifested in the gyro-TWT than in other device types. Here, to illustrate the general nature of the problem, we present a detailed study of multimode effects in the gyro-TWT and methods for competing mode stabilization.

A. Sources of self-oscillations in the gyro-TWT

In a resonant cavity, ω and k_z assume discrete values, which restricts cyclotron resonance to a narrow magnetic-field range for each mode. In contrast, there are no such restrictions in a waveguide structure. Consequently, electrons in a gyro-TWT can be in simultaneous resonance with a multitude of forward and backward waves in both the fundamental and higher cyclotron harmonics. Furthermore, the amplifying wave, without a feedback mechanism, is at a disadvantage relative to oscillating modes. All of these factors make the gyro-TWT susceptible to a variety of spurious oscillations.

Figure 30 shows the ω-k_z diagram of the TE_{11} and TE_{21} modes of a waveguide and the beam-wave synchro-nism lines at the fundamental (s=1) and second (s=2) cyclotron harmonics. As discussed in Secs. B.2 and V.E.1, interactions involving backward waves (points 1 and 2) will grow locally in an internal feedback loop at sufficiently high beam current. These oscillations belong to the general category of absolute instabilities. Interactions in the forward-wave region (points 3, 4, and 5) normally give rise to convective instabilities, which grow spatially along the path of the electron beam. The gyro-TWT is a complicated case because it exploits a convective instability near the cutoff frequency (point 3), which transitions into an absolute instability when the unstable spectrum extends into the backward-wave region at high beam currents (Chu and Lin, 1988).

The problem of absolute instabilities is compounded by an additional source of oscillation that results from regenerative amplification due to reflections at, for example, the input/output mismatches. This occurs when the tube gain (G) exceeds the sum of the power reflection coefficients at the left and right ends (R_l+R_r) plus the cold-circuit attenuation (A) between the ends (all expressed in dB).

\[ G - R_l - R_r - A > 0, \]

where typical values for R_l and R_r are 10–20 dB, corresponding to 10–1% reflection.

B. Competition between convective and absolute instabilities

We discuss here a series of Ka-band gyro-TWT experiments conducted with three types of interaction structures as shown in Fig. 31, all designed for TE_{11}-mode interaction at the fundamental cyclotron har-
monic (point 3 in Fig. 30). The experimental device (photo shown in Fig. 32) features a pair of dual-port couplers, one at each end, specifically designed to separate the operating mode from the oscillating modes (Barnett et al., 1989; Chang et al., 1999). The TE_{11} wave enters and exits exclusively through one set of input/output ports with 1 dB transmission loss over a band of ~3.5 GHz. Good isolation (~30 dB) from the other two ports allows very-low-level oscillations of non-TE_{11} modes to be monitored through the extra port at each end without interference from the TE_{11} wave. A superconducting magnet provides the uniform magnetic field in the interaction region. A single-anode magnetron injection gun generates the electron beam with a simulated axial velocity spread of ~5%. The TE_{11} output power is measured with a calibrated crystal detector (with an estimated accuracy of ±5%) and verified with a calorimeter (agreement within ~5%).

The unsevered gyro-TWT [Fig. 31(a)] was driven by an 87.75-kV electron beam with the magnetic field (12.38 kG) optimized for high saturated efficiency. Figure 33(a) shows the 34.7-GHz, TE_{11} output power (dots) versus the drive power at a beam current (I_b) of 1.25 A (Barnett et al., 1989). The experiment was found to be susceptible to a second cyclotron harmonic, TE_{21} backward-wave oscillation (point 2 in Fig. 30) at I_b as low as 0.1 A. Output power of the simultaneous TE_{21} oscillation, measured by a calorimeter at the extra upstream port, is also plotted (×'s). The TE_{21} power measurement has a 3-dB uncertainty because the oscillation frequency (~56 GHz) falls outside the range of the Ka-band components. Mode competition is revealed by the strong correlation between the TE_{11} and TE_{21} power levels. The TE_{21} oscillation dominates at zero or small drive powers. The oscillation level decreases steadily and eventually disappears as the drive power is in-

FIG. 31. Schematics of the (a) unsevered, (b) severed, and (c) distributed-loss gyro-TWT circuits employed in experimental investigations. The interaction structure is connected at each end, through a weakly tapered section, to a uniform section of larger radius for broadband input/output coupling through the side walls.

FIG. 32. Photograph of a Ka-band gyro-TWT detached from the superconducting magnet.
creased. Upon complete suppression of the TE\textsubscript{21} oscillation, the amplified power rises precipitously to a high saturation level corresponding to \(\frac{1}{H_{11011}}\%\) efficiency, an indication that the presence of TE\textsubscript{21} oscillation has severely degraded the amplification efficiency.

Figure 34 displays, in oscilloscope traces, oscillation suppression by a large-amplitude drive wave. In the absence of the drive wave, the TE\textsubscript{21} oscillation is present over the duration of the beam pulse [Fig. 34(a)]. When a 1-kW, TE\textsubscript{11} drive pulse is applied in the middle of the beam pulse, the oscillation is completely suppressed [Fig. 34(b)] by the amplified TE\textsubscript{11} wave [Fig. 34(c)]. Oscillation returns as soon as the drive is turned off.

C. Simulation analysis and physical interpretation

The preceding experiment was simulated by Chu et al. (1991) with a multimode, finite-size particle code (Capiplan, Lin, and Chu, 1982). Figure 33(b) shows the simulated TE\textsubscript{11} output power and TE\textsubscript{21} oscillation power as functions of the TE\textsubscript{11} drive power, using the experimental parameters of Fig. 33(a). Apart from minor quantitative differences, the simulation results exhibit all of the essential features of the measurements shown in Fig. 33(a).

To compare with the temporal measurements (Fig. 34), Fig. 35 plots the simulated evolution of the spatially integrated field energy (\(W_f\)) of both the TE\textsubscript{11} and TE\textsubscript{21} modes. The TE\textsubscript{21} oscillation grows from the numerical noise level to a steady state as soon as the electron beam is injected at \(t=0\). At \(t=42.5\) ns, a 900-W TE\textsubscript{11} drive wave is injected, which grows to the maximum amplitude on a time scale \((\approx 2\) ns\) comparable to the end-to-end transit time of the TE\textsubscript{11} wave. The growth time is indicative of convective amplification. Consistent with the nonlinear nature of mode competition, the TE\textsubscript{21} oscillation starts to diminish only when the TE\textsubscript{11} wave has grown to a sufficiently high level. The oscillation is almost completely suppressed at \(t=46\) ns. As the drive wave is turned off at \(t=58\) ns, it immediately grows back to the predrive level. Simulated oscillation signals exhibit a few transient ripples when the electron beam is suddenly turned on and again when the drive signal is suddenly turned off. The ripples were not observed in the experiment because the experimental rise and fall times were much longer than the ripple period.

Numerical simulations have provided illuminating details not measurable in experiment. For example, consider the processes in Fig. 35. Figure 36 shows the electron distribution, at the end of the interaction section, as a function of the axial momentum \(p_z\), the perpendicular momentum \(p_\perp\), and the kinetic energy \(W = (y-1)m_e c^2\). Initially (Fig. 36, \(t=0\)), the electron beam was monoenergetic \((W=W_0)\) with a 5% spread in both \(p_z\) and \(p_\perp\) about the average values \(p_{z0}\) and \(p_{\perp0}\). The distribution function was then diagnosed at a time when...
the TE$_{21}$ oscillation dominated ($t = 42.5$ ns), and later when the oscillation was completely suppressed ($t = 55$ ns). Since neither mode had an axial electric field and the $B_\perp$ field was weak at the near-cutoff frequency, the electrons experienced no axial electric force and only small ($v_\perp \times B_\perp$) axial forces. Thus the distribution in $p_z$ changed slightly throughout the interaction (Fig. 36, first row). By comparison, the electrons developed a significant spread in both $p_\perp$ and $W$ in the course of the interaction (Fig. 36, bottom two rows).

The diagnostics in Fig. 36 also reveal the physical mechanism for the mode competition. Self-consistent beam perturbations associated with one mode will appear as deleterious momentum/energy spreads to another mode of different frequency and field structure, and vice versa. Mode suppression occurs when one mode reaches such a high level that its associated beam momentum or energy spread completely stabilizes the other mode. This can be seen in Fig. 36 ($t = 42.5$ ns) where the steady-state TE$_{21}$ oscillation is characterized by a $p_\perp$ spread of $\sim 10\%$ and a $W$ spread of $\sim 6\%$. As expected from the linear theory, spreads of such magnitude are insufficient to stabilize the TE$_{11}$ instability. Thus the TE$_{11}$ wave is amplified (at a reduced growth rate) in the presence of the TE$_{21}$ oscillation. It will soon reach a much higher level than the TE$_{21}$ oscillation, with an electron spread in $p_\perp$ and $W$ as high as 30–40% (Fig. 36, $t = 55$ ns). Consequently the TE$_{21}$ oscillation will be suppressed.

In all of the cases considered so far, the TE$_{11}$ drive wave was injected after the TE$_{21}$ oscillation had reached a steady state. The scenario of an early drive injection is simulated in Fig. 37, where a 450-W, TE$_{11}$ drive wave is injected at $t = 0$ along with the electron beam. The TE$_{11}$ wave grows immediately, but not to a level sufficient to cause complete suppression of the TE$_{21}$ oscillation (see Fig. 33 at $P_{in} = 450$ W). Thus the TE$_{21}$ oscillation soon catches up, and the TE$_{11}$ level decreases as a result. The end state does not significantly differ from that of the late-injection case.

FIG. 36. Diagnostics of the electron distribution for the simulation in Fig. 35. The electron distribution at the end of the interaction section is diagnosed as a function of $p_z/p_{z0}, p_\perp/p_{\perp0}$, and $W/W_0$, at times $t=0, 42.5$ ns, and 55 ns. From Chu et al., 1991.

FIG. 37. Simulated evolution of the field energies of the TE$_{21}$ and TE$_{11}$ modes. The electron beam and a 450-W, TE$_{11}$ drive wave are injected simultaneously at $t=0$. From Chu et al., 1991.
D. Stabilization of reflective oscillations and absolute instabilities

1. Stabilization with a sever

Oscillation prevention is an important consideration for amplifier design, particularly under high-gain conditions. A severed structure is commonly employed in the TWT to increase the gain (Gilmour, 1986, Chap. 10). The sever effectively damps the backward wave and thereby cuts off the feedback path responsible for the global reflective oscillation caused by input/output mismatches. However, sever reflections can still trigger local oscillations in individual sections under criterion (80). The gain per section is thus limited (typically to 20 dB). More sections have been used to stack up the gain. This is possible because the gain achieved in previous section(s) is largely preserved in the ac signals embedded in the electron beam, even when the amplified wave is completely absorbed by the sever. The wave quickly grows back (to a few dB below the preabsorption level) as soon as the beam enters the next section. Thus, to the amplifying wave, all sections function as one integrated interaction structure.

A two-section, severed interaction structure [Fig. 31(b)] with a total length of 19.5 cm has been tested in an attempt to counter the TE_{21} absolute instability as well as to prevent reflective oscillation (Chu et al., 1990b). The 3-cm-long sever located in the middle had a cold-circuit attenuation of ~30 dB. It significantly increased the TE_{21} oscillation threshold from 0.1 to 0.9 A. However, the threshold was still too low to allow stable operation at beam currents required for high-power generation. The limited success was a reminder of the severity of the absolute instability, which persisted even as a second cyclotron harmonic instability. Apparently, a different remedy is required.

2. Stabilization with distributed wall losses

The sever may be less effective in damping backward-wave oscillations in the first section because the power flows away from (instead of into) the sever. Weak coupling between the two sections may further lower the oscillation threshold. These possibilities suggest the use of a two-section interaction structure with wall losses distributed along the entire length of the first section [see Fig. 31(c)]. The lossy and copper sections constitute the linear and nonlinear stages, respectively. Similar to the sever, the lossy section cuts off the path of the reflective feedback loop. In contrast to the sever, it is also an amplification stage. The distributed loss absorbs the amplifying wave only in the region where its amplitude is small. However, to the predominantly backward power flow of the absolute instability, it functions as an effective energy sink.

The distributed-loss scheme was tested in a subsequent experiment. The circuit, shown in Fig. 38(a), has a total interaction length of 17.46 cm with the first 9.73 cm coated with Aquadag. The resistivity profile of the lossy section is shown in Fig. 38(b). Zero-drive stability was demonstrated at a beam current of 3 A, producing 62 kW saturated power with 33-dB gain, 21% efficiency, and a 3-dB bandwidth of 12% (Chu et al., 1995). These figures represent substantial improvements over those of the first two attempts. Interestingly, they were accomplished with a total cold-circuit attenuation of only 20 dB (10 dB less than that of the previously used sever). However, a TE_{11} oscillation limited the stable operating current to 3 A.

Physical processes in this experiment, modeled with a single-mode, particle-tracing code, are displayed in Figs. 38(c)–(e). As is well known for both the TWT (Gilmour, 1986, Chap. 10) and the gyro-TWT (Kou, 1995), amplification is always preceded by a launching loss [Fig. 38(c)]. It is interesting to note that the forward wave grows linearly in the lossy section, accumulating a gain of 13 dB just before it enters the copper section [Fig. 38(c)]. With the lossy section replaced by a copper sec-
tion, there would be a total gain of 23 dB over the same distance. The 10-dB difference is much less than the cold-circuit attenuation (20 dB) of the lossy section. This illustrates a basic difference between the resistive damp-
ing of cold and hot modes. The cold mode has all of its energy in the electromagnetic fields. For the beam-generated hot mode, however, a substantial portion of the energy also resides in the ac motion of the electrons. The lossy wall absorbs the electromagnetic energy but not the electron kinetic energy. Thus it attenuates the reflected wave (basically a cold mode) more than it reduces the gain of the amplifying wave (a hot mode). Not counting the launching loss, it has been analytically shown (Lau et al., 1981b) that the reduction in hot-tube gain due to the wall resistivity is only one-third that of the cold-circuit attenuation over the same distance.

Reflected power and Ohmic power are also diagnosed in Figs. 38(d) and (e), respectively. There is no reflective oscillation because approximately 99% of the reflected power has been absorbed in the lossy section. Total Ohmic power dissipated on the wall equals approximately 1.1% of the beam power.

Successful demonstration of the lossy section as both a linear amplification stage and an oscillation stabilizer suggests a scheme for ultrahigh-gain operation. In this scheme, the lossy section is made sufficiently long so as to provide the desired gain, while the copper section is constrained to a minimum length to increase the thresholds of absolute instabilities. On the other hand, the observed TE_{11} oscillation at \( I_b > 3 \) A warrants a closer examination of stability issues. Further theoretical studies have indicated that three types of oscillations are associated with the distributed-loss structure [Figs. 39(a) and (b)]. In addition to the global oscillation due to reflections at the input/output ends [Fig. 39(c)] and the TE_{21} absolute instability [Fig. 39(e)], the copper section is susceptible to a localized oscillation [Fig. 39(d)], much like that of the gyrotron (Sec. V.D). The operating parameters in Fig. 39 have been chosen to accentuate the respective types of oscillations. From Chu et al., 1998, 1999.

\[ V_{b} = 100 \text{ kV}, \quad I_b = 3.5 \text{ A}, \quad B_0 = 12.7 \text{ kG}, \quad L_1 = 20 \text{ cm}, \quad \text{and} \quad L_2 = 4 \text{ cm} \] (see Fig. 31). The calculation assumes \( \alpha = v_{+0}/v_{z0} = 1, \quad r_c/r_w = 0.35, \quad \Delta v_{+}/v_{z0} = 5\% \), and a wall resistivity of \( \rho = 3.6 \times 10^5 \rho_{cu} \) for the lossy section consistent with the measured cold circuit attenuation of \( \sim 100 \) dB near the cutoff frequency. From Chu et al., 1998, 1999.

E. An ultrahigh-gain scheme

An experiment has been conducted to test the high-gain scheme (Chu et al., 1998, 1999) by employing a mechanically tunable magnetron injection gun (Wang et al.,...
FIG. 41. Output power vs drive power at 34.2 GHz: dots, measured; solid curve, calculated. Other parameters are the same as in Fig. 40. From Chu et al., 1998, 1999.

1997). The interaction structure consists of a 4-cm copper section preceded by a 20-cm, Aquadag-coated lossy section with a cold-circuit attenuation of ~100 dB. The Aquadag layer has a thickness of ~0.007 cm, which is approximately equal to the skin depth. Oscillations inside the couplers have limited the maximum stable operating current to 3.5 A. At this operating current, the experiment produced 93 kW saturated output power at a gain of 70 dB, more than 30 dB beyond that previously achieved by the gyro-TWT. Improved stability permitted operation at a higher $\alpha$ value ($v_{\perp 0}/v_{\parallel 0} = 1$) and hence higher efficiency (26.5%). Figure 40 plots the measured (dots) and calculated (solid lines) output power and gain as functions of the frequency, and both indicate a 3-dB bandwidth of ~8.6%. Figure 41 shows the measured (dots) and calculated (solid lines) output power versus the input power. Zero-drive stability is evidenced by good linearity of the transfer curve. Measurements and calculations are in good agreement in both figures. Table VII compares the key parameters of this proof-of-principle gyro-TWT with those of a state-of-the-art TWT.

F. Harmonic multiplying amplification

In the multistage amplifier, the rf fields in neighboring stages are isolated by a cutoff section (as in the gyrokystron) or a sever (as in the severed gyro-TWT). In the evanescent region between stages, the ac signal is embedded in the electron beam, which drives an oscillation or launches an amplifying wave upon entering the next stage. In such configurations, nonlinearity of the electron dynamics can be exploited for harmonic multiplying operation. In the linear analysis of the electron beam acted upon by a small-signal drive wave, higher-order terms are neglected. These neglected terms are multiplications of first-order perturbations at the drive frequency and, if retained, give rise to low-level harmonic components. The harmonic contents become richer as the beam-embedded ac signal grows in magnitude through, for example, drift-space bunching or preamplification in the first stage. Harmonic multiplying amplification will result if conditions in subsequent stage(s) are set to favor interaction with a particular harmonic component of the beam current.

The harmonic multiplying scheme is of practical interest because of the reduced magnetic-field requirement and the ready availability of low-frequency drivers. The scheme can be implemented in different configurations. A frequency-doubling, two-cavity gyrokystron has been demonstrated that produced 21-MW output power at 19.76 GHz with an efficiency near 21% (Lawson et al., 1993). An improved four-cavity version is under development for linear collider applications (Yovchev et al., 2000). A frequency-doubling inverted gyrokystron has also been demonstrated (Guo et al., 1997; Rogers et al., 2001) and analyzed (Zhao et al., 2000). The experiment produced $K_a$-band output at approximately 100-kW power levels. Harmonic multiplying amplifiers are nonlinear devices possessing characteristics fundamentally different from those of a single-frequency amplifier. Issues such as the gain/power scaling, input/output phase relation, and interference from lower harmonic beam perturbations have been studied for the traveling-wave configuration (Chu, Guo, and Granatstein, 1997).

G. Summary and discussion

Oscillations due to absolute instabilities are the most serious problem encountered in the gyro-TWT. Competition between convective and absolute instabilities has been examined in theory and experiment. Oscillations due to circuit reflections have also been identified and analyzed. Distributed attenuation has been shown to be effective in stabilizing both types of oscillations. These studies have led to the demonstration of a stable gyro-TWT with ultrahigh gain by taking advantage of the fact that the reduction in hot-tube gain due to the wall resistivity is only one-third that of the cold-circuit attenuation over the same distance.

Although convenient for physics studies, a waveguide coated with Aquadag is incompatible with high-average-power operation. For increased tolerance to wall heating, the NRL group has recently built a 35-GHz, $\text{TE}_{01}$-mode gyro-TWT employing ceramic rings for distributed attenuation. The experiment produced 137 kW

<table>
<thead>
<tr>
<th>Type</th>
<th>Voltage</th>
<th>Current</th>
<th>Magnet</th>
<th>Peak power</th>
<th>Efficiency</th>
<th>Gain</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>gyro-TWT</td>
<td>100 kV</td>
<td>3.5 A</td>
<td>cryogenic</td>
<td>93 kW</td>
<td>26.5%</td>
<td>70 dB</td>
<td>8.6%</td>
</tr>
<tr>
<td>TWT</td>
<td>45 kV</td>
<td>7 A</td>
<td>solenoid</td>
<td>50 kW</td>
<td>16%</td>
<td>40 dB</td>
<td>6%</td>
</tr>
</tbody>
</table>

TABLE VII. Comparison of the experimental gyro-traveling-wave tube with the state-of-the-art TWT (Varian/CPI model VTA 5701).
saturated power in zero-drive stable operation with 47 dB gain, 17% efficiency, and a 3-dB bandwidth of 3.5% (Garven et al., 2002). Diffractive slots are being developed for still greater power-handling capability (Pershing et al., 2002).

Distributed attenuation has been a long-practiced technique to stabilize the conventional TWT. In linear beam interactions, however, ac space-charge fields may overwhelm the depressed rf fields in the lossy section, resulting in poor electron bunching and degraded efficiency (Gilmour, 1986, Chap. 10). For this reason, short severs are more commonly employed in the TWT. By comparison, negligible spatial bunching in cyclotron interactions (Sec. IV.F) makes distributed attenuation a viable scheme for the gyro-TWT, as can be seen by the efficient operation of the gyro-TWT with a long lossy section.

Highlights of worldwide research on the gyro-TWT have been briefly summarized in Sec. V.B.3. A detailed survey can be found in Chu (2002). These efforts have culminated in the demonstration of the gyro-TWT as a new generation of millimeter-wave amplifiers of unprecedented power, gain, efficiency, and bandwidth.

VII. NONLINEAR FIELD CONTRACTION IN BACKWARD-WAVE OSCILLATIONS

Backward-wave oscillations form the basis of the gyro-BWO and may also be present as an interference to the normal operation of the gyro-TWT. As discussed in Sec. V.E.1, these oscillations build on an internal feedback process, which requires no resonant structure. Consequently there are only hot resonant modes without cold counterparts. In the absence of a resonant structure, the oscillation frequency and axial field profile are governed entirely by the interaction dynamics. In this section, we consider a resultant nonlinear property that distinguishes the gyro-BWO from other device types (Chen, Chu, and Chang, 2000).

A. Modeling of backward-wave oscillations

Theoretical studies of the gyro-BWO usually begin with a linear calculation of the start-oscillation current (Wachtel and Wachtel, 1980; Park, Granatstein, and Parker, 1984; Kou, 1994). Orbit tracing techniques or particle simulations are then employed to follow the nonlinear behavior. In the standard treatment, self-oscillation of the backward wave is formulated as a condition of infinite gain, with a zero-field point imposed at the downstream end. This condition is justifiable when the downstream field tapers down to small values, as is usually the case. Rigorously, however, there is no reason to demand a zero field at a fixed position or even its presence at all. Hence we impose outgoing-wave boundary conditions at both ends. In the absence of external excitation, any solution that exists must be one of self-oscillation. Since the field is at no point restricted to a fixed value, it is allowed to relax to a self-consistent profile at any beam current above threshold. For the study in this section, a single-mode, steady-state code (Chu et al., 1999) is employed.

We model a Ka-band, TE_{11}-mode gyro-BWO by the configuration shown in Fig. 42. It consists of a uniform interaction section of length $L$ connected at each end, through a $0.48^\circ$ up-taper, to a short uniform section of slightly larger radius. The end tapers model the couplers employed in the experiment to be described in Sec. VIII. There are small reflections at the taper interfaces. Weak interaction in the upstream taper results in less abrupt electron bunching and thus increases the interaction efficiency (Kou, Chen, and Wu, 1998). All of these effects are modeled in the theory. The presence of end tapers will not change the basic conclusions.

B. Nonlinear field contraction

Figure 42 shows the evolution of the axial field profile (for $L=10$ cm) from the linear state ($I_b=0.1$ A) to a highly nonlinear state ($I_b=5$ A). The field is seen to contract significantly toward the upstream end as $I_b$ increases. Field contraction represents the combined effect of early electron energy depletion and backward

---


19See, for example, Lin (1992), Lin and Kaw (1992), Walter et al. (1996), and Arman (1998).
flow of the generated power. At higher beam currents, the interaction intensifies, and saturation occurs early. Thus the electron energy is depleted in a shorter distance. Following saturation, the “spent” electron beam generates much less power as it flows downstream. Since there is no forward wave in the circuit to transfer energy down to the region of weak interaction, the field amplitude decreases immediately upon depletion of the electron energy.\(^{20}\)

The consequences of nonlinear field contraction are displayed in Fig. 43, which compares the start-oscillation current \(I_{st}\) and the nonlinear interaction efficiency \(\eta\) vs the uniform section length \(L\). The start-oscillation current depends sensitively upon \(L\), whereas the nonlinear interaction efficiency (all evaluated at \(I_b = 5\) A) is almost independent of \(L\) as long as \(L\) exceeds a relaxation value of \(\sim 3\) cm (cf. Fig. 45). Other parameters are the same as in Fig. 42. From Chen, Chu, and Chang, 2000.

![FIG. 43. Calculated start-oscillation current \((I_{st})\) and nonlinear interaction efficiency \((\eta)\) vs the uniform section length \((L)\). The start-oscillation current depends sensitively upon \(L\), whereas the nonlinear interaction efficiency (all evaluated at the beam current of 5 A) is almost independent of \(L\) as long as \(L\) exceeds a relaxation value of \(\sim 3\) cm (cf. Fig. 45). Other parameters are the same as in Fig. 42. From Chen, Chu, and Chang, 2000.](image)

![FIG. 44. Calculated nonlinear field profiles (relative scale, plotted from \(z_1\) to \(z_2\) of Fig. 42) for \(I_b = 5\) A and (a) \(L = 1\) cm; (b) \(L = 4\) cm; (c) \(L = 7\) cm; and (d) \(L = 12\) cm. Other parameters are the same as in Fig. 42. From Chen, Chu, and Chang, 2000.](image)

![FIG. 45. Calculated efficiency vs beam current for different values of \(L\). Oscillations start at widely different currents, but exhibit almost the same nonlinear behavior as long as \(L\) exceeds the relaxation length of \(\sim 3\) cm. Other parameters are the same as in Fig. 42. From Chen, Chu, and Chang, 2000.](image)

C. Summary and discussion

We have shown that the effect of nonlinear field contraction is to completely decouple the linear and nonlinear behavior.\(^{20}\)

By the same argument, nonlinear field contraction might also take place in the conventional BWO.
ear behaviors of the gyro-BWO, especially in a long interaction structure. Linear interaction extends over the entire structure length, whereas nonlinear interaction is concentrated within an effective length determined only by the interaction dynamics. This marks a fundamental difference between the gyro-BWO and the gyromonotron. In the latter device, the feedback loop and hence the field profile extends from end to end in both the linear and nonlinear regimes. This difference will significantly impact the performance optimization of the gyro-BWO, as illustrated in the following example.

Most of the gyro-BWO experiments reported so far (see, for example, Park et al., 1990; Kou et al., 1993; Basten et al., 1995) have employed an interaction length of at least two guide wavelengths, which scales to $L > 12\, \text{cm}$ for the $Ka$-band structure of Fig. 42(a). Erratic frequency tuning has often been observed. Possible causes include mode competition, mode switching, and self-modulation. These phenomena are all expected to have higher threshold currents with a shorter interaction length. On the other hand, field profiles all relax nonlinearly to a short width of $\sim 3\, \text{cm}$ regardless of the structure length (Fig. 44). Thus elimination of the extra interaction length may provide a simple remedy at no expense to the interaction efficiency (Fig. 43).

The distinctive properties of the gyro-BWO also have important implications for nonstationary behavior. The results presented in this section were obtained with a steady-state code. While the solutions represent valid equilibrium states, there is no verification that these states are stable. Stability issues will be examined in the following section with a time-dependent code.

VIII. NONSTATIONARY OSCILLATIONS

Inherently a high-power source, the gyrotron is susceptible to a range of single-mode and multimode nonstationary behavior. In various ways, this behavior imposes severe limitations on gyrotron performance. Multimode effects in the gyro-TWT have been considered in Sec. VI. Here, we examine the nonstationary behavior resulting from the overdrive of a single mode of the gyromonotron and gyro-BWO.

A. Single-mode nonstationary behavior

It was recognized early in theory (Ginzburg, Kuznetsov, and Fedoseeva, 1978) and experiment (Bezruchko and Kuznetsov, 1978) that the onset currents for nonstationary oscillations in a conventional BWO range typically from 2.5 to 3.5 times the start-oscillation current. Similar results have also been reported in more recent theoretical investigations of the BWO (Dmitriev, Trubetsko, and Chtverikov, 1991; Levush et al., 1992) and the gyromonotron (Nusinovich and Zapevalov, 1985; Ginzburg, Nusinovich, and Zavolsky, 1986; Lin, Yang, and Chu, 1988). Immediately above the nonstationary threshold, the oscillation amplitude is modulated, which generates sidebands separated from the main frequency by approximately

$$\Delta f \sim 1/(\tau_w + \tau)$$  \hspace{1cm} (81a)

for the BWO and

$$\Delta f \sim 1/(2\tau_w)$$  \hspace{1cm} (81b)

for the gyromonotron, where $\tau_w$ is the wave transit time at the group velocity and $\tau$ is the electron transit time. The denominator in Eqs. (81a) or (81b) is the time required for a modulation signal to complete a round-trip path in the feedback loop. Such single-mode nonstationary behavior is referred to as self-modulation. As the beam current increases further, harmonic sidebands appear, and eventually the system transitions from the self-modulation state into a chaotic state. During the transition, doubling of the modulation period has been observed in a simulation study (Lin, Yang, and Chu, 1988).

The theories discussed above are based on equal in-
Interaction length in linear and nonlinear regimes. The onset currents for stationary and nonstationary oscillations both vary with the interaction length in much the same manner, so that their ratio remains largely fixed. However, for the gyro-BWO, the effective lengths for linear and nonlinear interactions can be drastically different (Fig. 42), which makes it impossible to establish a fixed relationship between the oscillation threshold (a linear effect) and the nonstationary threshold (a nonlinear effect). This and other related issues will be addressed here through a comparative study of the nonstationary behavior of the gyromonotron and gyro-BWO.

B. Experimental observations

We first discuss a recent experimental study on a Ka-band, TE_{11}-mode gyromonotron and gyro-BWO with the same interaction structure (Chang et al., 2001). The geometry and dimensions of the interaction structure are shown in Figs. 46(b) and 47(b). The 10-cm uniform interaction section in the middle is connected at each

![FIG. 47. Model and calculated behavior of a gyro-BWO: (a) operating point of the gyro-BWO in the $\omega$-$k_z$ diagram; (b) same interaction structure as in Fig. 46(b); (c) calculated linear and nonlinear field profiles at different $I_b$. (d) Calculated beam energy deposition profiles for the corresponding fields shown in (c). A cold electron beam is assumed. $V_b = 100$ kV, $\alpha = 1$, $r_c/r_w = 0.35$, and $B_0 = 14.59$ kG. From Chang et al., 2001.](image)

![FIG. 48. Output power (normalized to the beam power) of a gyromonotron at (a) the upstream port and (b) the downstream port as functions of the beam current: , measured power in the stationary state; $\bigcirc$, measured power in the nonstationary state; solid curve, calculated power for the stationary state; dashed curve, calculated power for the nonstationary state. Parameters are the same as in Fig. 46. From Chang et al., 2001.](image)

![FIG. 49. Output power (normalized to the beam power) of gyro-BWO at the upstream port as a function of the beam current: , measured power; solid curve, calculated power. Measured and calculated powers at the downstream port (not shown) are negligible by comparison. Stationary oscillations have been observed at all operating currents. Parameters are the same as in Fig. 47. From Chang et al., 2001.](image)
end by a 5-cm up-taper (with a 0.57° taper angle) to a uniform output section of 0.7 cm in length. Reflections from the end tapers can result in gyromonotron oscillations; however, the reflection coefficients are sufficiently weak for the structure to function also as a gyro-BWO circuit at higher magnetic fields. Transition from one type of oscillation to the other is effected by magnetic-field adjustment only [Figs. 46(a) and 47(a)]. It is therefore possible to make a direct comparison between the measurements in the two regimes. Other parts of the experimental setup are described in Sec. VI.B.

In both the gyromonotron and gyro-BWO regimes, oscillations were observed to start at \( I_b = 50 \text{ mA} \). However, the gyromonotron oscillation became nonstationary at \( I_b = 1.29 \text{ A} \), while the gyro-BWO oscillation remained stationary up to the maximum operating current of 5 A. An oscillation in the output coupler, detected at \( I_b > 5 \text{ A} \), prevented further measurement beyond 5 A. Figures 48(a) and (b) show the measured output power (normalized to the beam power) at, respectively, the upstream and downstream ports of the gyromonotron as a function of \( I_b \). Output powers measured in the stationary state are indicated by dots, and those measured in the nonstationary state (time-averaged values) are indicated by circles. Figure 49 shows the output power of the gyro-BWO (dots, also normalized to the beam power) measured at the upstream port up to \( I_b = 5 \text{ A} \). Output power at the downstream port (not shown) is negligible by comparison. Calculated values, obtained with a stationary code, are also plotted in Figs. 48 and 49 for comparison. They are shown with dashed lines in the (experimentally observed) nonstationary regime.

The difference in feedback processes is evident from the power measurements. The feedback loop of the gyromonotron consists of two counterstreaming waves. Hence there are comparable power levels at both ends (Fig. 48). However, the feedback loop of the gyro-BWO consists of the backward wave and the forward-moving electron beam. This results in the predominance of the output power at the upstream end (Fig. 49).

The nonstationary behavior of the gyromonotron was diagnosed with an oscilloscope and a spectrum analyzer (HP8564E). The video response of the detector and oscilloscope is \( \approx 260 \text{ MHz} \) at 3 dB. The spectrum analyzer is gated with a high-speed diode switch to block the rise and fall portions of the signal and hence the transient effects. Figures 50(a)–(f) show the gated signal traces and corresponding spectrograms of the gyromonotron output pulse at different beam currents. The center frequency varies steadily from 33.19 GHz at \( I_b = 50 \text{ mA} \) to 33.42 GHz at \( I_b = 2 \text{ A} \). The oscillation is stationary [Fig. 50(a)] at beam currents up to 1.29 A. At \( I_b = 1.29 \text{ A} \), sidebands begin to appear [Fig. 50(b)], which are symmetrically separated from the center frequency by approximately 102 MHz, in good agreement with Eq. (81b) if we assume an effective interaction length of 18 cm. Harmonic sidebands then appear at increased beam currents [Fig. 50(c)]. At still higher beam currents, doubling

![FIG. 50. Signal traces and corresponding spectrograms of gated gyromonotron output at different beam currents. Adapted from Chang et al., 2001.](image-url)
[Fig. 50(d)] and tripling [Fig. 50(e)] of the modulation period are witnessed before the oscillation eventually turns stochastic [Fig. 50(f)].

By comparison, the gyro-BWO remains stationary [Fig. 51(a)], within the 260-MHz video response of the detector, up to the maximum operating current of 5 A (100 times $I_{st}$). At $I_b = 5$ A, the spectrum [Fig. 51(b)] is characterized by a single frequency at 34.2 GHz and a spectral width ($\Delta f$) of 1.2 MHz consistent with the pulse length.

### C. Theoretical interpretation

Calculated stationary field profiles of the gyromonotron are shown in Fig. 46(c). They represent a stable balance between the (axially) uneven deposition of the beam energy [Fig. 46(d)] and its equilibration through counterstreaming traveling waves. The two curves in Fig. 46(d) marked by $I_b = 0.11$ and 0.17 A show the beam energy deposition profiles in the linear and saturated states, respectively. The curve marked by $I_b = 1.2$ A shows the deposition profile just before the onset of the (experimentally measured) nonstationary state. In the marginally stable state ($I_b = 1.2$ A), it can be seen that the overbunched electron beam rapidly releases its energy to the field and then immediately retrieves a large fraction as it propagates downstream. As a result, the field shape is distorted. Upon further current increase, the oscillation becomes nonstationary, characterized by back-and-forth bounces of the field peak and hence the appearance of sidebands.

The field profile in the gyromonotron is shaped primarily by the resonant structure. Hence, as shown in Fig. 46(c), the linear and nonlinear field profiles differ only in amplitude but maintain almost the same shape up to the saturation current of 0.17 A. However, the gyro-BWO axial field profile depends only upon the interaction dynamics. Thus, as shown in Fig. 47(c), rapid energy depletion at higher beam currents results in a much-contracted field. This facilitates energy equilibration and explains the observed stability at beam currents far above the oscillation threshold (see Fig. 49).

### D. Time-dependent simulation of the gyro-BWO

Time-dependent gyro-BWO simulations (Nusinovich, Vlasov, and Antonsen, 2001; Grudiev and Schunemann, 2002) on the weakly tapered structure of Fig. 42 confirmed its stability at beam currents far above $I_{st}$. However, these studies also revealed the puzzling effect that stationary and nonstationary states alternately appear as the beam current rises. To avoid complications arising from a tapered structure, time-dependent simulations were subsequently performed for a uniform interaction structure, assuming perfect matching at both ends (Chen et al., 2002). Stability properties are displayed in the parameter space of $I_b$ and $L$ (Fig. 52). Again, it is shown that the onset currents for nonstationary oscillations can be more than 100 times $I_{st}$ (for $L < 10$ cm). Multiple zones of nonstationary states are also found for the uniform structure. This phenomenon thus appears to be general, though reasons for it are still unclear. As a first step toward an interpretation, we consider below possible causes of the nonstationary oscillation.
We have shown in Sec. V.E.2 that higher-order axial modes of a gyro-BWO are characterized by larger electron transit angles and hence more regions of negative energy deposition. Interaction weakens with negative energy deposition. Consequently, the higher the mode order, the greater the start-oscillation current. This is exhibited in Fig. 52. Superposed on the stability map are the start-oscillation currents of the first four axial modes (dashed curves, $l = 1 \cdots 4$) obtained with a single-mode, steady-state code. As expected, $I_{st}$ of the fundamental axial mode ($l = 1$) falls precisely on the boundary between no oscillation and stationary oscillations found from time-dependent simulations (Fig. 52). However, there is no correlation between the $I_{st}$ of higher-order axial modes (obtained with the single-mode, steady-state code) and the onset current of the nonstationary state (obtained with the time-dependent code). For example, oscillations can either remain stable at beam currents far above the $I_{st}$ of the $l = 4$ mode (for $L < 8$ cm) or turn nonstationary at currents well below the $I_{st}$ of the $l = 2$ mode (for $L > 11$ cm). It thus appears that axial mode competition cannot be the cause of the nonstationary behavior.

Figure 53 displays the calculated output spectrum at a beam current slightly above the onset current of the nonstationary state for $L = 8.5$ cm and 12 cm. Both spectra exhibit characteristics similar to self-modulated oscillations of the gyromonotron [Figs. 50(b) and (e)]. The frequency separation between the main oscillation and sidebands is greater for $L = 8.5$ cm than for $L = 12$ cm, which is consistent with the higher oscillation frequency (hence faster group velocity) and shorter bounce distance in the former case [see Eq. 81(a)]. This qualitatively identifies self-modulation to be the cause of nonstationary oscillations.

E. Summary and discussion

Nonstationary behavior of the gyromonotron has been experimentally characterized and theoretically interpreted in terms of uneven beam energy deposition. On the other hand, the gyro-BWO exhibits a much broader stable operating range, which can be attributed to rapid energy equilibration in the contracted rf field. In both cases, the onset stage of nonstationary oscillations displays evidence of self-modulation, rather than axial mode competition. The existence of multiple nonstationary zones in the gyro-BWO parameter space, however, remains an unresolved issue for further investigation.

Additional nonlinear issues can be inferred from the linear properties of the gyro-BWO. We have just argued that, in a uniform interaction structure, the start-oscillation current always increases with the axial mode index (illustrated in Fig. 52). As a result, the fundamental axial mode will always appear first as the beam current rises. This suggests that excitation of higher-order axial modes is inherently a multimode effect. Dominance of a higher-order axial mode, if possible, will be the consequence of mode competition.

Furthermore, the large separation (by a factor of ~8, see Fig. 52) between the $I_{st}$ of the fundamental and second axial modes implies a substantial buildup of the fundamental axial mode as the beam current continues to rise to the threshold of the second axial mode. Since the formation of axial modes depends entirely upon the beam-wave interaction, questions arise as to the accessibility and identities of higher-order axial modes defined on the basis of the single-mode theory, given the presence of a large-amplitude fundamental mode. In fact, the absence of mode competition at a current well above the threshold of several higher-order axial modes (Fig. 52) has already raised similar questions. The gyro-BWO offers the unique advantage of continuous frequency tunability. As is evident from the unresolved issues, it is also an intriguing electrodynamical system with nonlinear properties yet to be fully unraveled.
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