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ABSTRACT 

This thesis is written in two parts. 
In Part One, we develop a new method for evaluating three dimen­

sional lattice summations and apply it to the evaluation of the electro­
static potential of a finite ionic crystal. We then compare our 
expression with those obtained using infinite crystals. Some of the 
effects which are not obtainable using an infinite crystal ·are: 

i. the electrostatic poteatial depends on the shape of the sample 
when a dip�le or quadrupole moment is present, and 

2. the electrostatic potential at the surface of a crystal changes 
rapidly near the surface. 

In Part Two, we use the method developed in Part One to evaluate 
the electrostatic potential in a defonned crystal and use the resulting 
expression to define the macroscopic electric field and the electric 
displacement field. For the case of uniform fields, the expressions 
for these fields reduce to those in common use. 
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CHAPTER I 
INTRODUCTION 

A. Int.:oduction 
The electrostatic potential is a quantity which appears in most 

calculations related to ionic crystals. Unfortunately, it is a quantity 
which is difficult to evaluate. The difficulty arises from the long 
range nature of the coulomb potent ia 1 of a point. charge. If a crysta 1 
is assumed to be composed of point charges, then all the ions in the 
crystal contribute significantly to the electrostatic potential at any 
point, not just the ions in the vicinity of the point. 

Since there are of the order 1023 ions in a finite crystal, in 
practice, direct summation of the contribution of each ion is impus8i-
ble. What has been done in the past is to consider the case of the 
infinite crystal. The electrostatic potential of an infinite crystal 
is a periodic function of positio� with the periodicity of the lattice. 
'l'his property aids in manipulating the expression for the electrostatic 
potential into more manageable forms. However, the nature of the con­
nection between the finite crystal results and the infinite crystal 
results has never been made clear in the literature, at least in our 
opinion. 

What we propose to do in this thesis is to evaluate the electro­
static potential for a finite crystal and compare the result with the 
expressions for the electrostatic potential of an infinite crystal 
obtained by other authors. The comparison of the potentials of the 

1 
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infinite and finite crystals has not been done previously to our 
knowledge, 

In Chapter II, we discuss some of the prominent methods used in 
the past to evaluate the electrostatic potential of an infinite crystal. 
In Chapter III, we evaluate the electrostatic potential due to a finite 
crystal, It is found convenient to consider this potential as the sum 
of two parts - an intrinsic and an extrinsic part, The intrinsic part 
is discussed· in Chapter IV, We show that this quantity is related to 
the electrostatic potential of the infinite crystal, Chapter Vis 
devoted to a discussion of the extrinsic part, This quantity is non­
periodic and has no counter-part in the infinite crystal, 

In the remainder of this c!.apter, we will introduce the notation 
and terminology that will be used throughout the thesis, 



B. Notation 
Before proceeding, we will introduce the notation which will be 

used throughout the thesis. Whenever possible, the notation of Born 
and Huang1 (B&H) will be used. 

The position vector of a Bravais lattice point will be denoted 
-;, - *1 by x(l) where 

x(i) = 11 al el + 12a2e2 + l3a3e3 + Xo 1. 2  .1 

1 · is, the triplet of integers (11, 12, 13) (which will be referred to as 

" ,.. ,. vectors of the Bravais lattice; and e1, e2, e3 are unit vectors. i.e. 
J'eif = 1 i = 1, 2, 3  1. 2. 2 

a1, a2, a3 will be referred to as lattice parameters, -x0 l.s a vector, 
� --independent of 1, which is zero if we have chosen the origin of x(l) 

to be a Bravais lattice site and non-zero otherwise. 
'We -will denote vectors in .t:he reciprocal lattice (reciprocal to 

_. the Bravais lattice defined by (1, 2 , 1)) by k and reciprocal lattice 
_,, _.., vectors by y(h). i.e. 

k = k1f 1 + k2£2 + k3�3 
and 

1.2. 3 

-? We will be using the symbol 1 in three forms - l which represents 
the triplet (11, 12, 13), li which is a component of r, and 1 which is 
the symbol for one. 

3 
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y(h) = 1.2.4 
h denotes the triplet of integers ·(h ,h ,h ) ; k

1
/b

1
, k /b , k /b 

1 2 3 2 2 3 3 �re re,l numbers·, be' be' b tare the primitive translation 
i-1 2-2 3-:3 of the reciprocal lattice; ,. ,. € are unit vectors; vectors e e -1' -2.' -3 

bl , b 2' b are reciprocal lattice parameters. The unit vectors 
in addition to satisfying 

,_ ,. e e -= i ·-· . J l,i. . J. 
(1.2.2), also satisfy 

1,j a:: 1,2,3 

where S, . is the Kronecker delta. l.J 
if i = j 
if if. j � � The !i are give� in ter�s of the ei by the relatio� 

�nere i, j, k are �yclic permutations of 1, 2, 3. 

1.2.5 

1.2.6 

1.2.7 

and 
e -1' 



C. The Electrostatic Potential 
Before giving the expression for the electrostatic potential of a 

crystal, we will first have to define what we mean by a finite or by an 
infinite crystal, For the purposes of this thesis the following 
definitions will apply, 

'A finite crystal is one which is constructed by associating 
*l a unique charge repetition unit (c,r,u,) with each lattice 

point within a finite region of a Bravais lattice. 1*2· 
The c,r, u. is the simplest group of charges (or ions) with which we 
may build up the finite crystal, In practice, the c , r,u. will be 
chosen to be electrically neutral, though many of our results hold for 
the case of c,r,u,'s with non-vanishing net charge, 

'An infinite crystal i s  one which is constructed by associating 
a neutral charge basis unit (c, b,u,) with every lattice point 
of a Bravais latt.ic.e,. ' 

,'<l There are finite crystals in which it is convenient to consider 
the crystals as being built up from two c.r.u. 's. This is usually done 
if the total number of ions in the two c.r.u,'s is less than the number 
of ions in the single necessary c.r.u. 
*2 A more realistic definition of a finite crystal should include 
statements about the equilibrium conditions satisfied by the ions. We 
have chosen the present definition because the electrostatic potential 
asso6iated with this charge array may be evaluated exactly. Equilibrium 
conditions are beyond the scope of this part of the thesis. 

5 
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Again the c.b.u. is some group of point charges (or ions) with 
which the infinite crystal can be .constructed. We have chosen to use 
c.r.u. for the finite crystal and c.b.u. for the infinite crystal to 
emphasis that the charge repetition group for a finite crystal is 
unique (for a given Bravais lattice) and that the charge repetition 
group for an infinite crystal is not unique.*3 (See figs. 1. 1 and 1.2. ) 
The criteria the c. b,u, must satisfy are charge neutrality and that it 
correctly builds up the crystal lattice. The neu�rality condition is 
necessary if the electrostatic potential is to be finite. Some con­
venient c. b, u.'s are the primitive cell and other unit cells. The ·ions 
in the c.b.u. are allowed to have charges which are fractions of the 
!."'•.,ic charge, The only criterion (but more �tringent) which 
the c.r.u. must satisfy is that it correctly builds up the finite 
sample which is �eing considered. For a given region Vin a Bravais 
lattice t:here is.a .different finite crystal for each c.r.u. Whereas, 
for the case of an infinite crystal, a number of different c , b.u.'s 
plus one Bravais lattice may generate the same system, 

To give an example of why we wish to stress the difference between 
a c,b,u. and a c.r.u,, we will consider the charge arrays given in figs. 
1.1 and 1,2. In fig. 1 , 1  we show part of an infinite charge array, We 
see that, for each Bravais lattice we may choose, there are many 
different c.b.u:s which may be used to build up the infinite crystal. 
A few of them are given in'fig. 1.1. We note that these c,b, u.'s have 

*3 We note that a single charge repetition unit may be either a c.r.u , 
or a c.b.u, depending on the type of crystal it is used to construct, 
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0 0 0 0 0 0 0 0. 0 
X X X X X X X X X 

0 0 0 0 0 0 0 0 ·O. 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 
0 0 0 0 0 0 0 0 0 

X X X X X X X X X 

An infinite charge array 

. 

A possible Bravais lattice of the 
infinite crystal. 

Figure 1 , 1  

0 +q 
X - q 

.-q 
• .;.q 

.+q .-q 

-\q • .-\q 
• +q 

-Ji:q. . -\q 
,+q 

-\q. .-tq 

Several possible c.b,u ,'s with which 
the infinite crystal may be constructed 
using the given Bravais lattice. 

The Infinite Crystal 
A Diatomic.Crystal of Point Charges with Charges q and -q 
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0 0 0 0 0 
X X X X X 

0 0 0 0 0 0 �q 
X X X X 

0 0 0 0 0 X - - q 
X X X X X 

0 0 0 0 0 
X X X X X 

A finite charge array 

� .  
V .• -q 

A Bravais lattice with which we can associate The c.r.u. of the finite 
the finite crystal. A c.r.u. is associated 
only w{th e�ch· of' the lattice sites within 
the finite region V. 

Figure 1.2 

crystal associated with 
the given Bravais lattice. 

A Finite Diatomic Ionic Crystal 
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varying dipole moments and different symmetry properties. Directing 
our attention to fig. 1.2, we have an example of a finite crystal. 
The region Vis a rectangle of sides 4a by 5a. In contrast to the 
infinite crystal case, we see that once the Bravais lattice is chosen, 
there is only one charge repetition unit with which we may build this 
finite crystal. 

In summary, we use c.r.u. because a finite crystal uniquely defines 
the c.r.u. whereas. the infinite crystal does not uniquely define the 
c.b.u. Also when the teno c.r.u. is being used, it is innnediately 
obvious that a finite crystal is being considered. 

The following discussion, up to eq (1.3,5), holds for both finite 
a .. d infinite crystals. For simplicity we will refer only to the c.r. u. 
of the finite crystal explicitly. 

If the c.r.u. is neutral, then the whole crystal is also neutral. 
Labelling eacb of tbe ions in the c.r.u. with the symbol ki'4, we have 

1.3.1 

where qk is the charge of the k-th type ion and k is surroned over all 
the ions in the c. r,u. which is denoted by the r on the sum, If k is 
summed over a. c·: b,u. , then we use a b instead of the r. We find it 
convenient to introduce a dimensi.onless parameter sk, related t? qk as 
follows: 

... *4 There should be no confusion between k denoting a vector in the 
reciprocal lattice and k denoting the type cf ion in the c.r.u. or 

� c, b, u. since k will always carry the vector symbol. 
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1.3.2 

where e is the magnitude of the electronic charge. 
If we let one of the ions (with k = ·O) in the c.r.u. occupy the 

Bravais lattice sites, then we can define the positions of the other 
ions in the c.r.u. with respect to this ion. Letting the position 
vector of the k-th type ion be xk relative to the k = 0 ion, then 

1.3.3 

where xr/al, x�/a2' x�/a3 are real numbers whose magnitudes are less 
than one. By definition 

.. o 
X :: 0 1.3.4 

.. _, Thus the position vector, x(l, k), of the k-th ion in the· c.r.u • 
associated with the 1-th lattice site is 

x<i,k) ..... .., = x(l) -k + X 1.3.5 
where ik is independent of 1. The choice of which ion we choose to 
have k = 0 is arbitrary. 

The electrostatic potential, V(z), at a point P (with position 
vector i) which is not an ion site, in a finite crystal of point 
·charges is defined by 

V(z) = e .. f � sk 1.3.6 
4,rE° lE-V k I t<i, k) - zl where k is summed over all the ions in the c. r. u. and 1 is summed over 

all the Bravais lattice sites within.V (lEV). (See fig. 1.3.) The 
boundary condition that the electrostatic potential due to each ion 

*5 We will be using M.K.S. units throughout this thesis. 
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0 

0 0 

0 

0 0 

0 

0 0 

0 

0 

0 0 

-# -x(l,k) - a lattice vector 
z - position vector of an arbitrary point P 
0 - the origin 

. .  1.,,..':. 

· · . 'Figure 1.3 

0 

0 

Position Vecto.:-s in a Finite Cry5tal of Volume V 



12 

must satisfy is that it vanishes far from the ion. If the point P 
happens to be an ion site, say x(l',k'), then the electrostatic 
potential at this point (called the self-potential) J<' (l') is 
defined by 

vk '<i') defn 
= e 47f€ 

0 

t lEV k I x<f, k) 
1.3. 7 

- xcT• ,k') \ where the ' on the sum indicates that the term associated with 1 = l' 
_, -# is to be omitted when k = k'. i.e. the lattice site x(l', k') is con-

sidered to be vacant. 
In the past it has been common practice to wr.ite the electrostatic 

potential of an infinite crystal as 
V(z) = e 4'«E 

0 

� f s k 

i k ,_..... ..., x(l,k) - z 
1.3.8 

where the sum over 1 is over the infinite lattice and the sum over k 
is over some charge repetition unit (usually the unit cell). Due to 
the conditional convergence of the R.H.S. of (1.3.8),  this is not a 
good representation to use. 

What we will mean by  the electrostatic potential of an infinite 
crystal is 

-·� vco(z) = e lim { sk 1.3.9 
4't(" E V ,ex:> 1 E. V I x(i, k) - ;I First k is sunnned over all the ions in the c.b.u., then 1 is summed 

over all the lattice points within the finite region V which tends to 
infinity. �(z) is a periodic function of t with . the pcri.odicity of 
the lattice. 

The self-potential, v°°(k') , at an ion site with position vector 
X(l1 , k  I) is 



v"'°(k I) = e 4ft'f 
0 

13 

lim 1.3.10 
V �a:, 

� � where the I on the sum over 1 indicates that 1 = 0 is to be omitted 
when k = k'. For the infinite crystal, the electrostatic self-potential 
does not depend on the lattice site indices (i.e. on 1 1 ) due to the 
periodic nature of V00(z). 

We will denote the quantity defined by the introduction of the 
vanishing exponential by V' (1) (this is the quantity which Ewald 

evaluated). i.e. 

i b -#ltci,k)-11 
V' (z) = e lim lim t sk e 1.3.11 

4-cf"E: p'"" 0 V�a> it:v k 
14

-+ - 11 0 x( 1, k) 

n1e electrostatic self-potential RRsociated with this definition cf 
the electrostatic potential is 

v•k' = e lim lim _;i_' 
4 '1"'% /J� 0 V -rc.o 16 V 

I_, ..;, .. k' l J> k -,Bx(l,k)-x £.. s e 1.3.12 
k J3tcr:k) - 1k I 

The limit V ""?""aJ. and the limit ;3 � 0, in genera 1, do not commute (see 
discussion following eq (2,4,4)). Thus the quantities V'({) and V�(i) 
are, in general, different, 

·h6 We will use V = vro.:k'=O) for the ele.ctrostatic self-potential of 
the k=O ion in the infinite crystal, 



D. Conditional Convergence -The electrostatic �otential.at a point P with position vector z, 
due to a infinite, point charge crystal is usually written as 

�<z) = 
< b k < f s 
1. k /1(i, k) 

(see (1.3.8)) 1.4.1  
- zl 

As (1.4.1) is written, we first sum over all the ions in the charge 
basis unit (c.b. u.) (the sum over k), then sum over all the Bravais 
lattice sites (a c.b. u. is associated with each lattice site). By 
choosing a particular c.b. u., we are implicitly choosing one type of 
order of summation. The choice of c.b.u. is not unique in a crystal. 
For a given Bravais lattice, there are many ways in which the same 
crystal structure may be built up (see fig. 1.1). If the sum (l. 4.1) 
depends on the choice of c.b.u., then the sum is said to be c.b.u, 
conditionally convergent. 

There is a se.cDnd "7.ay in "Which (1.4 .1.) -may be conditionally· con­
vergent. To obtain a better understanding of this type of conditional 
convergence, we write Va:,(z) as given by eq (1, 3,9). 

v"°(z) = e 
411'€ 

0 

-, 

lim V -+CO 

where 1 € V indicates that 
region V, If V(i) depends 
�Cl) is said to be. shape 

b 
k s Jt f < lEV k /�(l,k) - ii 

the sum is over. all lattice 
on how we let the region V 
conditionally convergent, 

1.4.2 

points in the 
go to infinity, then 
For a three 

dimensional lattice we could sum over lines and planes as Madelung, or 

14 
' . . .  .. 
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Line-wise Summation 
First sum over all the points in 
a line (�), then sum over all 
the lines ( ! 2). 

Expanding Square 
First sum over a 11 the poincs within 
the square of side 2a, then all the 
points on the surface of the square 
of side 4a, 6a;.etc, 

Expanding Circle 
First sum over all the points within 
the circle of radius a, then add the 
points lying of the circle of radiu� 
l'ia, /3a, etc, 

Figure 1.4 
Several possible ways one may sum over all the lattice sites in an infinite 
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over an expanding cube as Evjen, or over all the points within an ex­
panding sphere (see fig. 1 . 4  for the case of a two dimensional array) . 

Previous authors have not distinguished between the two types of 
conditional convergence. We shall see later that the sum, eq (1. 4.2), 
representing the electrostatic potential of an infinite crystal is 
always c.b.u. conditionally c onvergent, For some of the c.b. u.'s it 
will also be shape conditionally convergent. There may be c.b. u.'s such 
that eq (1.4. 2) is not shape conditionally conve�gent but, in general, . 
this is not true for all the possible c.b.u.� of a crystal. 

In Chapter IV we will show how these two kinds of conditional 
convergence arise when eq (1,4.2) is used to define the electrostatic 
rvtential of an infinite crystal. This conditional convergence is the 
principal drawback of the infinite crystal methods since the value of 
eq (1. 4, 2) is not solely a property of the crystal structure, 

Since the electrostatic potential of an infinite crystal is 
represented by a conditionally convergent sum, the question of accepted 
value for this conditionally convergent sum arises. It has been our 
experience that previous authors have assumed that if the c.b.u. is 
choosen such that the infinite sum is no longer shape conditionally 
convergent, then this gives the accepted value for the electrostatic 
potential of the infinite crystal. Unfortunately, there are �rystals 
where such a c.b. u. does not exist, We will show later that the quantity 
defined by the introduction of the vanishing exponential, eq (1, 3, 11) ,  
gives the acct• pted value when it exists, Thus, for the cases where 
there is no suitable c .b. u. , the accepted value has been chosen to be 
the quantity which results from the introduction of the vanishing 
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exponential. However, given this accepted value, the problem still 
remains as to the meaning of this accepted value. 

In Chapter IV, we will show how this accepted value is related to 
the actual value of the electrostatic potential for the finite crystal. 
In general, they are not the same. 

In the discussion of the infinite crystal methods, we will refer 
to the methods as valid or correct if the methods give the accepted 
value for the infinite crystal (as defined o n  the p�evious page). We 
do not mean they are valid or correct for the case of finite crystals, 
For finite systems, the electrostatic potential is a well defined 
quantity for each sample, although it may vary from sample to sample 
of the same crystal, 



CHAPTER II 
HISTORICAL SUHMARY 

A. Introt·uction 
There have been many methods developed for evaluating the sums 

associated with the electrostatic potential of a point charge, ionic 
crystal. They all considered the mathematically simple case of the 
infinite crystal. 

The first method was developed by Madelung2 in 1918*1• He first 
obtained the fourier series solution of two electrostatic potential 
problems (a) lines of periodic neutral charge groups, and (b) planes 
of periodic neutral charge groups. He then considered the infinite 
crystal as composed of (001) planes e�ch composed of (100) lines, He 
was then able to evaluate the total electrostatic potential at an ion 
site by using his solutions to the linear and planar problems to 
evaluate the contribution of each plane cf charge. 

Another method, which relies on special ordering of the terms 
(with charge neutrality as the criterion), was developed by Evjen3 • 

Other methods have been developed by Ewald4, Born*1, and Harris 
and Monkhorst5 (H&M). All three methods are based on the introduction 
of a vanishing exponentia 1 te rm. to remove the conditional convergence 
inherent in the original sum. Ewald was the oi1ly one who discussed 

��1 The discussions of the methods of Madelung and Born are based on 
the review article by J, Sherman6• 
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this point but it is implicit in the other two methods. Ewald intro­
duced the theta-function transformation to simplify the resulting 
expression whereas H&� introduced fourier · transforms, Born used 
Ewald ' s  results in his method. The methods of Ewald and H&M have been 
successfully applied to a variety of problems ,  

I n  yet another approach, Tosi considered the problem of an infinite 
array of similar point charges embedded in a uniform background of 
charge of opposite sign. In this way he was able to . associate a finite 
electrostatic potential with a Bravais lattice whose lattice sites are 
occupied by similar point charges. The electrostatic potential of the 
ions without the background charge is infinite, 

This chapter will be de�ot�d to gi�ing a brief description of 
these various methods, 



B, Madelung ' s  Method 
One of the problems Madelung considered was the electrostatic 

potential of an infinite row of periodic neutral charge groups with 
period a, The electrostatic potential vL(z) of such a line of point 
charges is periodic in one dimension, Thus he assumed a fourier series 
representation for the solution at a point P, of the form 

v1'cx, r, 9) 
· i2«mx/a =_q_ i A(r,m)e 

41fc· m 
0 

2 . 2 . 1  

where (x, 9,r) are the cylindrical coordinates of the point P relative 
to the origin chosen to be at ion k (see fig. 2 ,1  for the special case 
of a line of alternating point charges). m is to be summed over all 
integers. The R.H.s. of (2, 2 , 1) is independent of the angul.;.:: 
coordinate 9 due to the symmetry of the problem, The conditions 
Madelung imposed on the electrostatic potential of this system were 
that it must be a solution of Poisson's equation and must vanish as 
r �co. 

The solution. he found, for an electrically neutral line of alter­
nating point charges (q ' , -q ') (see fig, 2.1), was 

where 

L V (x,r) = 8q' 
4cr€. a 

0 

f K(2?rmr/a)cos(2rrmx/a) m=l odd 

K(z) = �i1rH6l) (iz) 

2 . 2 . 2  

2.2. 3 

and H�l)(z) is a Hankel function of the first kind, However, this 

20 
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origin of c�ordinate system 
point of interest 

z 1, z2, z3 - cartesian coordinates of the point P 
Figure 2.2 

A Two Dimensional System 
An infinite plane of alternating point charges with periods a1,a2 

in the e1 and �2 directions respectively. The coordinutes of an arbitrary 
point P are shown , 
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solution is not valid for r -,. 0 since it includes the contribution of 
the ion at x = o .  For r = o, 

tf (x;O) = 2q' 2 m (-1) 2.2. 4 41(€_a m=l I m  - x/a f 0 

where we have excluded the contribution due to the ion at x = O. This 
may also be represented by a fourier series for -�a� x � �a but the 
coefficients are numbers which are not readily available . 

The other problem Madelung considered was the potentia l at a point 
P due to a plane array of neutral charge groups (see fig. 2 . 2 for the 
special case of a plane of alternating eharges) . Extending the fourier 
method, the electrostatic potential for a pl�ne of charges , Vp(l) , is 

Vp(l) = 16q' 4-rr �a 1a 2 
where 

m 1, m 2=1 :odd 
2 . 2 . 6  

In terms of reciprocal lattice notation (2. 2 . 5) may be rewritten 
as 

where 

vP(z) = 4ctq' Z. 
47if0

a1a2 hp h2 odd 
-z3 /y(h)I iy(ii> . z e· e 
/y<�) I 

*l 2.2.7  

*l This function is of the same form as the potential calculated in 
Chapter V (see eq (5.4. 11 ) ) .  
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(see eq (1.2, 4) ) 2.2.8 

This expression is not valid for z = 0 3 
since it includes the contribution of the point charge a z1 g z

2 
= 0 ,  

As a sample calculation, we will describe the evaluation of the 
electrostatic potential at a Na ion site in NaCl , We will consider 
the ion as occupying a lattice site in a (001) plane. This plane will .. 
be referred to as the zero plane. The other plages are at a distance 
na (n integral) £rem the zero plane. The contribution, v3 , to the 
total electrostatic potential from the planes at a distance na from 
the zero plane, may be found from (2 , 2 . 5) with z3 = na, z1 = z2 = 0, 
q' = (-l)nq (where q is the charge of the Na ion), and a1 = a2 = a, 
Thus 

v3 = f. vP (O, o, na) n 
00 z = 16q 

4rrE a n=l mi , mz=l 
odd 

2 2 \ -2-rrn (m +m ) (-l )ne l 2 
' (m1+m;/z 

2.2.9 

The contribution of the zero plane to the total potential consists 
of two parts :  v1 and v2. v1 is the contribution of the charges which 
lie on the line in the (100) direction which passes through the ion 
site and v2 is the contribution of the remaining lines of charge in the 
(001) plane ,  

q' = (-l)nq. 
To evaluate V we use (2 . 2 . 2) with x � 0, r � na, and 2 
Thus.,_ 

16q 
4frt a· 

� ( - 1) °K(2·mm) n=l m=l odd 
2.2.10 
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and setting x = 0 in (2.2.4) to obtain v1 we get 
vl = VL(O;O) 

(b = 2g i {-l)m 

4"rrG a m=l 
=-2ln2 4'lr€0a 

Therefore the self-potential at an Na ion site in NaCl may be 
written as 

= q (- 2ln2 + 4ttE a 
co o:> 

16 r (-l) n t f. [ K(2nnm1) 
n= l  m1 =l 

odd 
+ i m =l 2 odd 

This method is restricted to those crys tals which can be broken 
up into neutral lines and neutral planes of charge as described above. 
This can be easily done for m3m crystals such as NaCl or CsCl but is  
more difficult to ·do in the case of more complex crystals such as 
BaTi03 or cubic ZnS. 

This method is  principally of historical interest since without 
modification it is  restricted to a small class of crystals. However, 
in the class of crystals i n  which i t  may be applied, the Madelung 
method is  still useful in evaluating lattice sums arising in surface 
problems. 

We stated earlier that the electrostatic potential of an infinite 
crystal is, in general, conditionally convergent. This means that the 
infinite sum associated with the electrostatic potential gives different 
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values depending on the order of summation. There is no guarantee 
that the order of summation Madelung used gives the correct physical 
pptential other than for thin slabs where· Madelung's ordering is 
justifiable. 



c. Evjen ' s  Method 
The self-potential at a k '  "' 0 ion site is 

Z:' V 1 lim z , k  = 

4'«E V -t-co l c:  V k lt(l,k)/ 0 

(see eq (1.3.10)) 

2 '  b 
= 1 lim z q ' k 

4tr€ V 70() lt V k ... - -kJ 
0 lx(l) + X 2. 3 . 1  

where we have substituted for x(i, k) u sing eq (1.3.5). We are using 
q'k to indicate that the charges used in the c.b.u. may be fractions 
of the ionic charge qk. 

In terms of our notation, Evjen chose to write the electrostatic 
potential in the form 

V = 

where 
e 4tr� 0 

lim 2.3.2 V ..,,a, 
2. 3. 3 

is proportional to the electrostatic potential at the origin due to 
the electrically neutral charge group associated with the lattice site 1 .  

The difference between Evjen's method and other ordering methods 
(such as Madelung's) is his choice of unit cells (i. e. of c.b.u :s) . 
Normally one chooses the unit cell to have charges which are integral k multiples of the ionic charge q � Evjen chose to consider unit cells 
which contained ionic charges q'k wl1ich may be fractions of qk. 

He did this by assuming the charge of  each ion in the unit cell 
should he multiplied by a weighting factor which depends on the position 

2 7 
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of the ion in the unit cell. Thus the charges of th� unit cell can be 
written 

'k k k q = es w 2. 3.4 
where Jr- is the weighting factor (for a cubic lattice J< is just the 
inverse of the number of unit cells which are adjacent to the ion site 
- 1/8 for a corner, � for an edge, % for a side� and 1 for inside the 
unit cell), sk is the dimensionless parameter introduced by eq (1.3.2). 

Introducing the dimensionless parameter ek defined by 

0 (1) may be written as b 0(1) = i k 

2.3.5 

2.3. 6 

Evjen then divided the sum over 1 in (2.3 ,2) into two parts - a 
sum over all points within a sphere of radius R (l E VR) and a sum over 
the rest (1¢VR). 

V = e f __ r 0 (1) + lim _i 0 (1) J 2.3. 7 47cc: U: V V ....-oo 1 € V R Y¢v
R 

where V is the volume of the sphere of radius R. He then set the R 
· second sum equal to Q and assumed that it may be approximated by an 
integral as follows: 

Q = lim �Z.  0(l) 
V -:,  U, V 

rtv  R 
= um o-ff I dx0 < x> 

V �oo V '  
2.3.8 

where V' is the region V from which the re8ion V has been omitted and R 
0- is the number of unit cells per unit volume. He give,i no discussion 
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of the fact that the volume is made up of a sum of c ubes and hence the 
spherical surface is not smooth. Also he does not discuss the proper­
ties of Q such as its infinite value when 00!) = 1/ lxl or its undefined, ·IZ  -l. • X _,, though finite, nature when 0 ci) = e / /xi (k a vector in reciprocal 

space (see eq (1.2.3)).  The quantity Q is not referred to explicitly 
in the rest of the paper. He seems to assume that it is vanishingly 
small for large R. 

Evjen then proceeded to expand 1/l x(i)+xk l in a series of Legendre 
polynomials P (cos(8)) ,  as follows n 

where 

where 

1 = l. 
I x<i) + -t</ n=O 

cosek = 
X = f x(i)/ 

[ - k - k - k]/ k x1(l) x 1 + x2(l)x2 + x 2(1)x2 xx ' 
= (a -+ b .+ c) /xk 

Substituting (2.3 . 10) into (2.3.3) ,  ¢(1) becomes 
�(1) = A /xn+l n n=O 

where 

2 .3.10 

2.3.11 

2.3.12 

2 .3 .  13 

2.3.14 

2.3.15 
Thi.s expans ion is not va lid for the unit ce 11 at x(l) . .  0 and 

hence 0(5) has to be considered seperately. 



30 

The polynomial expansion for Pn (y) is 
2.3. 16 

n where Lt is the t-th coefficient of the Legendre polynomial of degree 
n (which vanishes when t is odd). Consequently 

b \ = [. /L� (xk/ (a+b+cl 2.3.17 
� /12 4 Therefore A will ·depend linearly on terms of the type a b c where. n 

I{ ,  � ,  ,.6j are a set of integers with the property that 
� +;.s; +;.13 = n - t with t=O, or t=2 , or t=4, etc. 
At this point Evjen makes the following statement: 
' It follows that, if we for.n the integral over the surface of a 

sphere 
2 .3. 18 

then B2 1 � O. n+ It is therefore sufficient to consider terms where n,  
.,81, �'� are a 11 even. ' 

He does not j ustify this statement and we are unable to give a 
rigorous proof of its validity. 

Manipulating (2.3.17), it can be written in the form 
2.3,.. 19 

where 

where r denotes the summation over the sets of positive integers p, q ,  
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s such that for each value of .n and t 
p + q + s = n - t 2. 3. 1  

a�d M(p, q, s,t) i s  a 2n-th order electric - moment of the unit cell 
given by 

2.3.22 

To give examples of how his method worked, Evjen evaluated the 
Made lung _cons.tants (see eq, (4, 3. 7) ) for three cubic crystals - NaCl, 
CsCl, and cubic ZnS, The unit cells he chose and -the weighting factors 
of each ion are given in figs, 2 , 3, 2.4, and 2.5. His results are given 
in Table 4, 3. 

In the calculation for CsCl, Evjen found that the electrostatic self­
potential at a Cs (or Cl) site approached two different limits 
depending on whether the terminating surfac e· was made up of Cs or Cl 
ions, Although he did not mention it, implicit in the above result 
is the use oT --two different unit cells (see fig 2,4). We will show in 
Section 4, 5 that the two infinite crystals which are constructed using these . 
two unit cells will have different electrostatic potentials and that the 
average of the two potentials gives the accepted results for CsCl. 

To explain his result, Evjen incorrectly assumed that the differenc.e 
was a result of his theory being valid for a sphere while the calcu­
lation used a cube. He obtained the accepted value for the Madelung 
constant by correctly averaging the two limiting values. ·Severa J. 
papers7, 8�6ive discussed this incons�stency and used different element­
ary cells other than a unit cell to obtain the accepted values of the 
electrostatic potential without the averaging Evjen had to do. 
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We will also show that the value for the infinite crystal obtained 
for ZnS using Evjen 's method is incorrect (in the sense discussed at 
the end of Section l�S). In his paper, Evjen gives the accepted value 
without giving a clear discussion of how he obtained it. This result 
has not received much attention in the literature, probably because 
Evjen did not discuss it explicitly in his paper as he did for the 
CsCl result. 
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D. Ewald' s  Method 
The most widely used method for evaluating Coulo�b sums was 

developed by Ewald in 1921. He was interested in potentials of the 
fonn 

V(z,1<, K ) = 
0 

ik,.xcf,k) iK
0
/x<i,k)-z/ 

e e 

/ xci,k) - -;/ 2.4.1  
� where k is a vector in reciprocal space, K = vJ/c ( u,  is an optical 

0 

frequency and c the velocity of light) , and � is· the position of the 
point of interest P with respect to the origin of the c. b. u. (which 
will be chosen to be the unit cell) . This type of potential arises in 
the optical theory of solids. � is assumed to be non-zero and the sum .. uver 1 is over all lattice sites in the infinite Bravais lattice. -Instead of considering the sum over l given in (2. 4. 1) ,  which is .. conditionally convergent when k and K are non-zero and is infinite 

0 when k = 0 and K = 0, Ewald decided to consider the well defined 
0 quantity 

b 1 .  < k = im < q lirn ik. x(I,k) iK' \xcf,k)-zl 
.... i. e e O 2 , 4. 2  v ,  cz, r, K ) 

0 f3-,0 k 4TC€ 
0 

V -, a::> ]. e V I _., _. ...,, I x(l,k) - Z I  

where K' = K + i8. The limits �iO and V ...;, CO  do not commute. This 0 0 I f-
-? new potential is well defined for all k and K .  Ewald gave the 

0 following arguw.ent for the introduction of the vanishingly small 
exponent. 

' This exponent may be very small so t:hat no changes from the 
actual state occur within finite distances from the origin. It is 

..., sufficient to caus e  an absolute convergence of the sum over 1. The 
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crystal gets blurred, so to speak, at large distances without, however, 
being suddenly limited. All properties which we call properties of the 
mJ'.3terial, (those which result from a certain limited environment and 
are therefore repeated in all equivalent points of the crystal inde­
pendently of the limitation), should be calculated from the crystal 
"limited but without surface". 

For these properties the physically correct value of the sum is 
that one which occurs in the limit cf the vanishing .of ·the exponentia 1.' 

The conclusion of this argument is valid:':l The argument, however, 
only strongly indicates that the introduction of the vanishing expo­
nential is valid; it is not an absolute proof. This proof will be 
given in Chapter 4.6. 

To simplify the discussion, we will give a description of Ewald' s  
method for K = O. We will closely follow the description of Ewald's 

0 

method given in B &H  sin�e this reference is readily available to most 
people. We will include the exponential term which B&H ignored. 

If we define a quantity 0(z.,, I!,.,8) by 

0cz,iZ,,s) 
i'k'.x<i> 

e - lim __,Z e 
V �ro 1 E V / x(l) _ z) 

-,81x<I) -z I 2.4. 3 

then it is easily seen that the quantity V' may be written as 

V ' ( z, k', 0) = 
.. -,k b k k ik.x i _g_0 ( z'-x , k,j3) e 

k 4-U-t 0 

where we have used the relation 
xci, k) = xci) + xk (see eq (1.3 �5)) 

2.4. 4 

2.4.5 
*l See discussion at the end of Section 1.5 for the meaning we give 
valid. 
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In order to manipulate (2.4.3) into a more rapidly converging 
expression, Ewald introduced the identity 

2.4.6 

Substituting (2.4.6) into (2.4.3), we find 

= 

i:: 

,., ...,. 2 2 <X> _. ... ..  _. 2 ,....,  .... -, 2 
<t)J ik. z -13 /41' < ik. (x(l)-z) -,P x(l)-z J dp e [ 3. e 5- e  e 0 Jif 1 2.4. 7 

where ,.,,e have denoted lim .qi by { for convenience in writing. 
V -� l E: V 1 The term enclosed by the brackets in eq (2.4. 7) is a periodic 

function of f with the period of the lattice , Thus we may represent 
this term by a fourier series, i.e. 

'2; 2 eo _-, .. · - -:, 2 ,..., ....., -? '2 -;3 41° < 1. k • ( x ( 1) -z) -,P �{ ( 1) -z I 
2 e S e  e m 1 
where 

� - [fJ2+Jy"'(h)+k j 2J;y g(h) = 2zr 1 e va P3 

_, ..., -< � iy(h) . z :::: � g(h)e 2.4.8 

2.4.9 

and y(h) are reciprocal lattice vectors with indices h (see eq (1.2.4)). 
h is the triplet of integers Cl\,h2, h3) which is summed over , all the 
reciprocal lattice sites. v is the volume of the unit cell in real a 
space. Equation (2.4.8) represents the well known theta function 
transformation. 

It is evident . from the series involved in eq (2.4.8) that the 
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series on the L.H.S. of the equation is rapidly convergent for large 
values of ;::J and the series on the R.H.S. of the equation is rapidly 
convergent for small values of f?. Thus it is  convenient to split the 
integral in (2. 4 .7) into two parts as follows: 

co ro 
= 2  i. f a;> lfr 1 R 

+ 2Z[ 
V 

R t J 9# h O f3 
. 2 2 2 2.4. 10 

- [  11 +Jy(h) +� J  J l'f. iy(h) . z 
e . e 

where R is chosen such that fast convergence of both terms is obtained. 
If we want to find the potential at � =  0, we must subtract the 

t�rm - -associated with x(l) = 0 which has been included in the sum over 
1 in eq (2, 4 , 3) .  Thus 

,.:l. - � -1 2 � 2 -v _, 0 (0, k,t9) = lim [2 z � o Jrr 
f• cof -j-J /x(l) - z  -p 14! ik, J((l) 
� dj> e  e 1 R 

2. 4. 11 
...., where the ' on the su m over 1 denbtes the exclusion of the term 

associated with f == 0 from the sum and 
z = ,t, . 2 .4 .,12 

The lim may be tak�n in the first term. in square brackets since 
it is an ,3. na lytic function of 1:. In th� second term both parts diverge 
and hence have to be considered carefully. 

Adding and subtra cting the integra 1 over/ from O to R, the last 
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term may be written as 

The first term in (2.4.13) vanishes identically and the second term is 
an analytic function of z and the limit may be interchanged with the 
integration to give 

Therefore (2.4.11) reduces to 

R -/!yl-
- 2 f df' e  /ff 0 

. -;:f/4R2 . 
3 = - 2R e - f3 + 0� ) 

/ff 
2 . 4 . 14 

2 .4 .15 

Substituting eqs (2.4.10) and (2 .4.15) into (2.4.4),  we find that 
the self-potential at a vacant Bravais lattice site of the k-th ion is 
given by 

V'k(O,k,O) = lim £ qk' [2 i' i d  (.3 ..::, 0 k '  47CE /fc 1 R 
0 

_ 112 1 x<i)+xk • 1 2-; ,41 ik. x(i) 
e · e 

+ 2tr i 
V h 

a 

2 _, _,, ..... ,27 ·. ,.J. _.. � ... k '  k' R -[/3 +j y(h)+k J /4/' -iy(h) . x J ik.x f ,%? e e e 
0 '°3 

/3 2.4.16 



41 
� � The prime on the sum over 1 denotes the exclusion of the 1 = 0 term 

from the sum when k' = k. The other authors discussed in this chapter 
all consider the simpler case of k = O. Therefore to have a formula 

.... for the same quantity the other authors evaluated, we will set k = 0 
in eq 

k - -9..._ 4a.E 0 

- /3 2.4.17 

The term with h = 0 in (2.4. 17) vanishes due to charge �eutrality. 
We will indicate the exclusion of the term associated with h = 0 by the 

..., use of the ' on the sum over h. The limit 13 ..,. 0  may now be taken to 
obtain 

. r 
2 , ..,, .,,, -,k , , 2 

b ,(. �· -p x(l)+x zl;� � dp e I k'  lfii.. 1 R 1 
, R · -/y(h)/ 214t2 - iy(h) .xkJ + 2 zr i � � e e Va h O ?  

2.4.18 



E. Born's  Method 
Using the vanishing exponential., we may write the Coulomb 

potential at a k '  = 0 ion site as, eq (1.3.12) , 
v 10 = e lim lim 4tcEO /J 7 0 V -?°' 

I b k -13/�(i, k)l -� 2_ s  e i £ v k I x(i, k)J 2.5.1 
.. k' where we have set x = O. For the manipulations performed in Born's 

method, the exponential and lim do not enter explicitly. Thus to V -.a.> simplify writing, · we will use the simpler expression 
(X) b v•o z' i = e s 

4 "ZC6. r k lx(i, k)I 0 

a:) .  b 
e f. z s 2.5.2 

,.-rrt 
0 

k lx7<1) + xk I 
-0 ..,.  k where we have substituted for x(l,k) using (1.3,5) and s is a 

dimensionless parameter given by k k s = q /e (see eq (1.3.2)) 2. 5.3 
The absolute .value of each of the components x� (i=l, 2,3) is less 

than the corresponding lattice parameter ai (see eq (1.3.3) ) .  Suppose 
that the crystal structure is such that 

k k i 1 , 2,3 nx. = m. a. 
l. l. 

for all k, where n and k both integers and m. are 

= ��k)/n  
h -4>(...,k) · 1 · . h . d · ..... k w ere x m 1.s a attice vector wit 1.n ices m .  
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2.5.4 
n is positive, then 

2.5.5 
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The self-potential of a k ·= 0 ion may now be written as 
V ' 0 == co, b sk e i i 

47X6 1 k I x(l) _. �k I I 0 + x(m ) n 

co, b ne { {  s 2.5.6 4'(( (: I � ..:, .... �k 
I 0 1 nx(l) + x(m ) 

Introducing the generalized Kronecker delta defined by 
s ... .... = 0 

1 ' ,  1 
= 1 

the potential (2. 5.6) becomes 
V'O == ne 41rc 

0 

..:, .... if 11 ::: 1 

�- ... �k l' nl+m , 

2.5.7 

2.5.8 
where i1 is to be summed over all lattice sites except l' = 0 (which 
is indicated by the ' on the sum over l'). We have used the property 
of lattice vectors that 

4 _., ·-? k . nx(l) + x(m ) = 

However 
l £. .., 'k � l '  nl+m 1 ' 

= 

= 1 

i(nl) + x(mk) 
i(ni_..;k) 2.5.9 

2.s.10 
where y(h) is a reciprocal lattice ... vector (see eq (1. 2.4))  and,h is 
the triplet of integers (h1,h 1,h 1) .  · �  � The term associated with nl+m = 0 is omitted from the sum over 1 
in eq (2.5.8). We may add this term to the sum over 1 since it con-
tributes 

£� = 0 1 ' ,  0 2.5 . 11 
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to eq (2 .5.8). Interchanging the summations over 1 1 and k with the 
sum over 1 v ' O ' becomes 

b 
V'O f. = ne 

47ft 

«> 

f l' 
k s 

/ x<i ' )  I 
k s l �(l' ) / 

f. s..... .. k l' nl+ffi 1 
n-1 
1ito 

f� .. .. ..k - -il x(l' )-x(m )J . y (h) /n *l e 2 . 5. 12 

where we have substituted for. the sum over 1 using eq (2 . 5. 10). 
Performing a further interch.snge of the orders of summation, (2 . 5 . 12 )  
may be rewritten as 

n-1 
V 'O ....,2 = e 4Ztt n 2 h=-0 

coo 

f..' 
l' 

e 
_, _, .J _. ix(l').y(h)/n 

l�(l' ) /  

b 
f. k s e k 

Therefore the potential may be written in the form 

where 
s (h) n 

n=l _t II{y(h) /n) S (h) n b=O 

-4 -k - -'> / 
= ! sk eix(m ). y(h) n 

k 
is a structure factor and 

ix(mk).y(ri)/n 
2 .:;. 13 

2 . 5.14 

2 .5.15 

II(y(h)/n) < '  = lim lim L.. ix(i' ) .y(h) /n -,.ilx<i' )I e e 2 . 5.16 
/3 � 0 V '-i'()() f• E V J xci ' ) /  

*l All interchanges are valid since we are actually considering the 
well-defined expression (2 . 5 . 1 ) .  All interchanges are made before the 
lim j3 7 0 is taken, 
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where we have reintroduced the limits since they are relevant to the 
following discussion. 

Born called II the ' Grundpotential ' .  This is the self-potential 
that would result at a vacant lattice site at the origin if all the 
other Bravais lattice sites were occupied by point charges of charge 

_. _,, -v"  ....;, ... , il(l').y(h)/n -_p' lx(l') 
e e 

Born ' s  procedure would not be strictly valid if the vanishing .. exponential was not present because the II (k) would not be well defined 
� functions due to the conditional convergence of the sum over l '  in eq 

(2.5.16). However, the sum over l '  in eq (2. 5 . 7) is the same quantity 
which Ewald evaluated using the theta function transformation. Thus 
Born was able to use Ewald' s results tc write the Grundpotcntia 1 as 
the sum of two terms rr1 and I I2 • i, e • 

..,, 
II(k0

) = II1 + II2 2 . 5 . 17 

where 

and 

= 41( 2.· v 'ir' - 2R 

- ix(l') .k fl -n (R /x ( l '  :i)] e n 
l x<1' ) l 

where we have set 

and 
... ..,, 
k = y(h)/n n 

.0. (x) 
X -X -· 2 f dx e /fr 0 

2. 5 .  18 

2.5. 19 

2 . 5 .20 

2 . 5 . 2 1  

is the error function. These formulae may _be derived from (2.'i.15) by 
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setting ,a= 0 and manipulating the resulting expressions. 
Using these formulae Emerslebem13 has calculated a table of 

Grundpotentials for n = 12 for a cubic Bravais lattice. Once the 
Grundpotentials are known then it is a simple matter to evaluate V'O 
due to the sniall number of terms (n3 ) involved in eq (2 .5. 14). However 
the Grundpotentials have not been calculated for general n. Thus this 
method is limited at the present time to the cubic case where the ions 
satisfy condition (2.5.4) for n = 12. 

As with Made lung's method this method is primarily of historica 1 
interest since the numbers of crystals which satisfy (2.5.4) are 
limited. We note that since Born's method introduces the vanishing 
exponential, this method will 1:,ive the ·same values for the electro­
static potential as Ewald's method. 
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