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Abstract

The development and implementation of quantitative imaging biomarkers has been hampered by the

inconsistent and often incorrect use of terminology related to these markers. Sponsored by the

Radiological Society of North America, an interdisciplinary group of radiologists, statisticians, physicists,

and other researchers worked to develop a comprehensive terminology to serve as a foundation for

quantitative imaging biomarker claims. Where possible, this working group adapted existing definitions

derived from national or international standards bodies rather than invent new definitions for these

terms. This terminology also serves as a foundation for the design of studies that evaluate the

technical performance of quantitative imaging biomarkers and for studies of algorithms that generate

the quantitative imaging biomarkers from clinical scans. This paper provides examples of research studies

and quantitative imaging biomarker claims that use terminology consistent with these definitions as well as

examples of the rampant confusion in this emerging field. We provide recommendations for appropriate

use of quantitative imaging biomarker terminological concepts. It is hoped that this document will assist

researchers and regulatory reviewers who examine quantitative imaging biomarkers and will also inform

regulatory guidance. More consistent and correct use of terminology could advance regulatory science,

improve clinical research, and provide better care for patients who undergo imaging studies.
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1 Introduction of Quantitative Imaging Biomarkers Alliance (QIBA) and

the Terminology Working Group

In response to the need for reliable and reproducible quantification of biomedical imaging data, the
Radiologic Society of North America (RSNA) in 2007 organized the QIBA to unite researchers,
healthcare professionals, industry stakeholders, and regulatory scientists and reviewers in the
advancement of quantitative imaging and the use of quantitative imaging biomarkers (QIBs) in
clinical trials and practice.1 QIBA’s mission is to improve the value and practicality of quantitative
imaging biomarkers by reducing variability across devices, patients and time.

QIBA’s emphasis is on building ‘‘measuring devices’’ rather than ‘‘imaging devices.’’ That is,
QIBA focuses on the signals that are recorded by an imaging device, processed into digital
information, and then by means of mathematical algorithms turned into a number that can be
interpreted by clinicians. During the first years of QIBA committee activity, it became apparent
that there were inconsistencies and ambiguities across the committees in how they expressed
quantitative measurements, concepts, or designed experiments to obtain needed data. Although
there was recognition that it would make sense to adapt the long-accepted methodology for
laboratory assay technical performance evaluation and validation, it was not always clear what
the most appropriate adaptation would be for certain imaging methods or contexts of use.
Therefore, QIBA and National Institute of Biomedical Imaging and Bioengineering decided to
co-sponsor a workshop on metrology to obtain expert advice on terminology and methodology
relevant to the above concerns. Three working groups were formed to address three main but
interdependent issues: terminology, technical performance, and methods for algorithm comparison.

This paper is the result of the Terminology Working Group and is organized as follows. Section 2
presents the process of this working group; Section 3 discusses the concepts of biomarkers and
quantitative imaging which lead to QIBs and terms related to their use; Section 4 lists
recommended definitions of terms in alphabetical order; Sections 5 through 7 provide the
working group’s understanding and rationale behind these definitions, their proper use, as well as
examples; and we conclude with a summary in Section 8.

2 Process of the Terminology Working Group

Between April 2012 and November2013, the Terminology Working Group held two face-to-face
meetings and numerous conference calls. The terminology defined in this paper emerged from
several sources. The terms come from the existing literature or authors (see the author list) who
have direct experience in the development, analysis, and regulatory review of quantitative
biomarkers, and from the other working groups on technical performance and algorithm
comparison who suggested terms that they use for their work. Finally, we consulted various
international standards bodies that have developed similar terms.

One of our guiding principles was to use internationally standardized and accepted terminology
that is applicable in the context of QIBs. In this paper, we draw definitions from several sources,
including the International Vocabulary of Metrology (VIM2), International Organization for
Standardization (ISO3), Clinical and Laboratory Standards Institute,4 and National Institute of
Standards and Technology (NIST5), and relate them to QIBs. When there are discrepancies
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between sources, we describe them and make a recommendation or modification. When providing
examples, we use the International System of Units (SI units) and their abbreviations.

In all other cases, we developed definitions, circulated them repeatedly throughout the working
group, and then used conference calls to ensure we achieved consensus among the members of the
working group. The definitions and explanations herein have been agreed to by all members of the
working group.

3 QIB and its use

A widely accepted definition of a biomarker, used by Food and Drug Administration (FDA), is
‘‘a characteristic that is objectively measured and evaluated as an indicator of normal biological
processes, pathogenic processes, or biological responses to a therapeutic intervention.’’6 NIH uses
a very similar definition for a biomarker.7 The term ‘‘quantitative imaging’’ has recently been
formally defined as

the extraction of quantifiable features from medical images for the assessment of normal or the severity,

degree of change, or status of a disease, injury, or chronic condition relative to normal. Quantitative
imaging includes the development, standardization, and optimization of anatomical, functional, and
molecular imaging acquisition protocols, data analyses, display methods, and reporting structures.

These features permit the validation of accurately and precisely obtained image-derived metrics with
anatomically and physiologically relevant parameters, including treatment response and outcome, and
the use of such metrics in research and patient care. (https://www.rsna.org/QIBA.aspx)8

QIB is a term we apply to a numerical characteristic extracted from quantitative imaging and this
numerical characteristic has properties of quantitative measurements.

3.1 What is a QIB?

Consider tumor volume (the measurand), which may be considered as a biomarker to describe a
disease process, or, for example, a patient’s response to therapy. Is tumor volume a QIB? Before we
arrive at a formal definition of QIB, let’s consider the following VIM definitions (all VIM citations
found at Joint Committee for Guides in Metrology2):

Quantity [VIM, 1.1]: a property of a phenomenon, body, or substance, where the property has a magnitude

that can be expressed as a number and a reference.
For example of tumor volume, this reference can be a measurement unit, e.g. a cubic centimeter (cm3) or a
Becquerel (Bq).

Quantity value [VIM, 1.19]: a number and reference together that express the magnitude of a quantity.

For example: the volume of a given tumor, 2.0 cm3, is a quantity value.

Measurement [VIM, 2.1]: the process of experimentally obtaining one or more quantity values that can
reasonably be attributed to a quantity.

Measurand [VIM, 2.3]: the quantity intended to be measured.

We define a QIB as ‘‘A quantitative imaging biomarker (QIB) is an objective characteristic derived
from an in vivo image MEASURED on a ratio or interval scale as indicators of normal biological
processes, pathogenic processes or a response to a therapeutic intervention.’’

QIBs will consist either only of a measurand (variable of interest) or a measurand and other factors
that may be held constant, and the difference between two values of the measurand is meaningful.

Kessler et al. 3
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Note that in some cases, a clear definition of zero such that the ratio of two values of the measurand is
meaningful is required. In this context, ‘‘a clear definition of zero’’ means that zero indicates no
signal is present. For example, in computed tomography (CT) a value of zero Hounsfield Units
(HU) is not a meaningful zero because in the HU scale zero is arbitrarily defined as the CT
attenuation of water. In other words, there is a CT signal present from the water, but it is
arbitrarily assigned the value of zero.

Some imaging biomarkers are composed solely of a measurand, e.g. tumor volume. Other
imaging biomarkers are functions of a measurand and other factors. An example of this is the
standardized uptake value (SUV) obtained from positron emission tomography (PET) scans.
Here, the measurand is tissue radioactivity concentration at some time after injection, and the
SUV is calculated as the ratio of the value of the measurand to the injected dose at the time of
injection divided by body weight

SUV ¼
tissue radioactivity concentration at time t

injected dose at time zero=body weight

3.2 Where are QIBs of use?

QIBs can be useful in both regulatory and clinical settings. In order to determine their
applicability and validity, it is crucial that the framework in which they are acquired is well
described including context of use, acquisition parameters, measurement methodology, and
quantification of variability and error. Knowledge of these factors enables clinicians to reliably
compare measurements over time and across imaging platforms. For example, comparing two or
more SUV measurements over time could be clinically useful in cancer patients if the SUV
measurements were reliable. Reliable QIBs can also help advance medical product development
in the regulatory setting, for example if an imaging biomarker were qualified by the FDA for
drug development, described by the FDA in their Biomarker Qualification Program (http://
www.fda.gov/Drugs/DevelopmentApprovalProcess/DrugDevelopmentToolsQualificationProgram/
ucm284076.htm6). FDA-qualified imaging biomarkers could help move novel, safe, and effective
medical therapies to the public through either traditional or accelerated approval pathways with
appropriate postapproval follow-up.9 Qualification refers to the rigorous evaluation of
biomarkers for use in medical product development within the regulatory process. An
important component of developing and validating a QIB is accurately and consistently
describing exactly what physical phenomenon (and its relation to disease progress or outcome)
is being measured, under what circumstances, and with what error. The following section gives
the definition of QIB and terms related to its use in alphabetical order. These terms also serve as
input to the groups reporting on consensus regarding performance measures and algorithmic
comparisons for QIBs.

4 List of recommended definitions of terms in alphabetical order

Text box for all important definitions: Alphabetical

Agreement: Agreement is the degree of closeness between measurements made on the same
experimental unit.

Bias: Bias is an estimate of systematic measurement error; it is the difference between the average
(expected value) of measurements made on the same object and its true value. Percent bias is bias

divided by the true value in percent.

4 Statistical Methods in Medical Research 0(0)
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Biomarker: A characteristic that is objectively measured and evaluated as an indicator of normal
biological processes, pathogenic processes, or a response to a therapeutic intervention.

Interval variable: Measures for which the difference between two values is meaningful, but the ratio
of two values is not, are called interval variables.

Limit of blank: A threshold above which measurements from the quantity with true state of
measurand¼ 0 are obtained with probability a (probability of falsely claiming that the true state of
measurand>0).

Limit of detection: Limit of detection (LoD) for a QIB is the measured quantity value, obtained
by a given measurement procedure, for which the probability of falsely claiming that the true
state of measurand¼ 0 is b, given a probability a of falsely claiming that the true state of
measurand >0.

Limit of quantitation: The limit of quantitation (LoQ) is defined as the lowest value of measurand
that can be reliably detected and quantitatively determined with {stated} acceptable precision and
{stated, acceptable} bias, under specified experimental conditions.

Linearity: Linearity [ISO 181133]: The ability to provide measured quantity values that are directly
proportional to the value of the measurand in the experimental unit.

Measurand: Measurand [VIM, 2.3]: The quantity intended to be measured.
Measurement: Measurement [VIM, 2.1]: The process of experimentally obtaining one or more

quantity values that can reasonably be attributed to a quantity.
Measuring interval: The set of values of quantities of the same kind that can be measured by a given

measuring instrument or measuring system with specified instrumental measurement uncertainty, under
defined conditions.

Monotonicity: The property of a variable such that it has relation of the form Y¼ f(X), where f is a
strictly increasing or decreasing function.

Precision: Precision is the closeness of agreement between measured quantity values obtained by
replicate measurements on the same or similar experimental units under specified conditions [VIM,
2.15].

Profile claim: A profile claim tells a user of the product or a biomarker what quantitative results can
be achieved by the use of that product/biomarker in a clinical context.

Quantitative Imaging Biomarker: An objective characteristic derived from an in vivo image

MEASURED on a ratio or interval scale as indicators of normal biological processes, pathogenic

processes, or a response to a therapeutic intervention.

Quantity: Quantity [VIM, 1.1]: A property of a phenomenon, body, or substance, where the
property has a magnitude that can be expressed as a number and a reference.

Quantity value: Quantity value [VIM, 1.19]: A number and reference together that express the
magnitude of a quantity.

Ratio variable: A variable such that the difference between any two measures is meaningful and any
two values have a meaningful ratio, making the operations of multiplication and division meaningful. A
ratio variable possesses a meaningful (unique and nonarbitrary) zero value.

Reliability: Reliability is defined as the ratio of variance based on between-subject measurement to
total variance based on the observed measurement.

Repeatability: Repeatability represents the measurement precision under a set of repeatability
conditions of measurement.

Repeatability condition of measurement: The repeatability condition of measurement is derived out
of a set of conditions that includes the same measurement procedure, same operators, same measuring
system, same operating conditions and same physical location, and replicate measurements on the same
or similar experimental units over a short period of time [VIM, 2.20].

Kessler et al. 5
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Reproducibility: Reproducibility is measurement precision under reproducibility conditions of
measurement [VIM, 2.25].

Reproducibility condition of measurement: The reproducibility condition of measurement is derived
from a set of conditions that includes different locations, operators, measuring systems, and replicate
measurements on the same or similar objects.

Trueness: Trueness is the closeness of agreement between the average of an infinite number of
replicate measured quantity values and a reference quantity value [VIM, 2.14].

Uncertainty: Uncertainty is a nonnegative parameter characterizing the dispersion of the quantity
values being attributed to a measurand.

5 Characteristics of QIBs

5.1 QIBs are ratio or interval variables

The description earlier requires that to be considered a QIB, the corresponding measurands must be
ratio or interval variables as defined by Stevens.10 For example, tumor volume is a QIB because if
one tumor has a volume of 0.5 cm3 and another tumor has a volume of 1.5 cm3, the following
statements have real meanings: (1) the larger tumor is 1.0 cm3 bigger than the smaller tumor; and
(2) the larger tumor is three times the size of the smaller tumor. Tumor volume is thus a ratio
variable as defined by Stevens.

For another example, PET SUV is a QIB because all factors for obtaining its value (i.e. injected
dose, body weight, and time of measurement (t)) other than the measurand (i.e. concentration of
radioactivity at time t) can be held constant, and the measurand is a ratio variable as defined by
Stevens.10 Consider two tumors receiving the same ratio of injected dose to body weight. If we look
at SUV at time t and the tissue radioactivity concentration at that time (the measurand) is 5MBq/kg
for one tumor and 10MBq/kg for the other tumor, then the following statements have real
meanings: (1) the second tumor has 5MBq/kg more radioactivity than the first tumor; and (2)
the second tumor has two times as much radioactivity per unit mass as the first tumor.

Measures for which the difference between two values is meaningful, but the ratio of two values is
not, are called interval variables.10 We will refer to these types of variables as interval variables
throughout this document. Examples of interval variables are described by Coxson11 and Dirksen12

where imaging biomarkers based on computed tomography (CT) are used to estimate the severity of
emphysema, percent emphysema, and percentile density.

This paper does not address non-QIBs, i.e. measures for which values are assigned a magnitude,
but neither the difference between two values nor the ratio of two values is meaningful. The scale of
such values is sometimes called ordinal, because the ordering of values does have meaning (see VIM,
1.26; and Stevens10). Examples include, in mammography, the Breast Imaging Reporting and Data
System (BI-RADS) Assessment Categories 1 (Negative) through 5 (Highly suggestive of
malignancy) and Breast Composition Categories 1 (Almost entirely fat) through 4 (Extremely
dense),13 and in CT Colonography and Data Reporting System (C-RADS) finding categories C1
(Normal Colon or Benign Lesion; Continue Routine Screening) through C4 (Colonic Mass, Likely
Malignant; Surgical Consultation Recommended).14

5.2 Properties of QIBs

5.2.1 Differences between variable types

The following table demonstrates some key differences between these types of variables and the
statistical parameters that can be computed from each of these variable types. That certain variable

6 Statistical Methods in Medical Research 0(0)
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types allow quantitative comparisons and calculations as shown below illustrates why this working
group considers only interval and ratio variables as legitimate for QIBs.

Meaningful computation Nominal Ordinal Interval Ratio

Frequency distribution Yes Yes Yes Yes

Median and percentiles No Yes Yes Yes

Addition or subtraction No No Yes Yes

Mean, standard deviation, standard error of the mean No No Yes Yes

Ratio or coefficient of variation No No No Yes

5.2.2 Linearity

In order for the measurements to represent physical reality, they must bear a well-defined
relationship to the underlying measurand. For that reason, it is desirable that the QIB has the
property of linearity:

Linearity [ISO 181133]: the ability to provide measured quantity values that are directly proportional to
the value of the measurand in the experimental unit.

In image analysis, linearity is intrinsically driven by many factors associated with both the formation
as well as quantitation of the image from the device. For example, the scanner’s spatial fidelity has a
profound impact on accuracy of measurements as the size of the biological phenomenon to be
quantified approaches the resolution of the scanner. However, due to the complexity of imaging
systems technology, there are many other measurement characteristics that may affect the ability to
transform computed results in such a way that that the measurements are in a linear relationship
with measurands.

We consider linearity in the general sense that the measured quantity values (Y) bear a linear
relationship of the form Y¼ aþ bX, where X is the reference (or true) value of the measurand. A
definition of linearity in the [ISO 18113] is proportionality, when the intercept (or offset) term a¼ 0.
An example is the measured change in HU in iodinated contrast CT for measuring extravascular
leakage.15 A relationship of Y¼ bX corresponds to QIB as a ratio variable and relationship of
Y¼ aþbX (a 6¼ 0) corresponds to QIB as an interval variable.

While linearity is a sufficient condition for the measurements to bear a well-defined relationship to
the measurand, more generally a strictly monotonic relation of the form Y¼ f(X), where f is a
strictly increasing or decreasing function, is necessary and sufficient to associate a unique
measured value Y with every distinct value X of the measurand. This holds true when the form
of f is known, because it is possible to transform the measurement Y as Z¼ f�1(Y), to produce a
proportional relationship between Z and X and therefore the QIB has the property of linearity. An
example of a multivariate monotonic relationship is the measurement of apparent diffusion
coefficient (ADC) from diffusion weighted Magnetic Resonance Imaging (MRI) studies. ADC has
been shown to depend on the concentration of fluid (as a sixth degree polynomial) and phantom
temperature (as a quadratic) in phantom studies.16

5.3 QIBs and risk scores

The type of marker with numerical values which is a combination of several features or
measurements (such a marker is sometimes called a ‘‘score’’) with a primary purpose of
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measuring current or future risk but does not represent any underlying biological quantity is not
considered a QIB.

5.4 Need for QIB-related terminology

Early QIBA claims were inconsistent and had deficiencies, and that was the motivation for this
Metrology Working Group. More recently developed QIBA Profile Claims, those that the QIBA
work groups have used to describe the use of QIBs, illustrate the value of a more precise terminology
with regards to QIB.

QIB claims refer to representations about the biomarker that provide a description of use and its
benefits, including clinical value, safety, and effectiveness. Many publications illustrate problems
both in the use of terminology and statistical measurements for QIBs. For example, authors
frequently use Pearson Correlation Coefficient (r) as a measure of ‘‘accuracy’’ where ‘‘accuracy’’
is not clearly defined. The Pearson Correlation Coefficient only assesses the linear association
between the two measurements and it does not assess the closeness or agreement between the
measurements. In addition, the correlation coefficient depends on the range of the true quantity
values: if the range is wide, the correlation will be greater than if the range is narrow. Studies where
investigators compare two QIBs over a broad range of values may show a high correlation but the
two QIBs can be in poor agreement.

QIBA Profiles state a QIBA Claim and also the specifications needed to meet that Claim. In the
initial versions of QIBA Profile documents the structure of QIBA Claims varied widely across the
QIBA Profiles and many of the Claims were incomplete. Therefore, the QIBA Metrology Working
Group was asked to develop a template to structure QIBA Claims. It was decided that QIBA Claims
should state the measurand, the clinical context, and the bias and precision that could be obtained
by following the specifications in the QIBA Profile. Other metrics listed in the terminology earlier
(such as linearity, limits of detection, etc.) could also be listed in a QIBA Claim, but for pragmatic
reasons the QIBA Metrology Working Group recommended that bias and precision be listed at a
minimum.

6 Assessment of QIBs

6.1 Measuring uncertainty of a QIB

To fully characterize a QIB, we believe it is necessary to present an indication of its uncertainty.
Uncertainty is a nonnegative parameter characterizing the dispersion of the quantity values being
attributed to a measurand. Uncertainty combines many components. Some components of
uncertainty arise from systematic effects, e.g. bias (see definition below if true value is known).
Other components of uncertainty arise from random factors, e.g. a lack of precision from the
imaging device that makes the measurement, or biological variability of the measurand over time.

For these reasons, the QIBA Terminology Working Group recommends the use of clear
definitions of terms when assessing the measures of dispersion made on the same experimental
unit. To measure uncertainty, two typical approaches are used: disaggregated and aggregated
approaches. A disaggregated approach uses more than one parameter to summarize different
components of uncertainty, e.g. bias and precision while an aggregated approach uses one
parameter, e.g. mean squared error (MSE), limits of agreement, intra-class correlation coefficient
(ICC), etc. to summarize the uncertainty. Significant sources of uncertainty should be identified and
the parameter measuring any of these sources should be stated explicitly. It is not sufficient to say,
e.g. ‘‘Uncertainty is 10%.’’ To adequately characterize a QIB, it is necessary to say, e.g. ‘‘In this

8 Statistical Methods in Medical Research 0(0)
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group of patients, the average coefficient of variation in PET SUV was 10%.’’ The terminology
associated with the two different approaches is presented in the following sections.

6.2 Measuring uncertainty via disaggregated approach

6.2.1 Bias

One characteristic of the technical performance of a device may be bias, which is an estimate of a
systematic measurement error [VIM, 2.18].

Bias describes the difference between the average (expected value) of measurements made on the
same object and its true value. In particular, for a laboratory measurement, bias is the difference
(generally unknown) between a laboratory’s average value (over time and presumably over a
hypothetically infinite number of measurements) for an experimental unit and the average that
would be achieved by the reference laboratory if it undertook the same measurements on the
same experimental unit (http://www.itl.nist.gov/div898/handbook/mpc/section1/mpc113.htm17).
Percent bias is bias divided by true value presented in percent (%Bias¼Bias/(True Value)). If the
true value is unknown, then the bias cannot be evaluated. In this situation, only precision can be
evaluated.

6.2.2 Precision

Precision deals with variability. Variability is the tendency of the measurement process to produce
different measurements on the same experimental unit, where conditions of measurement are either
stable or vary over time, temperature, operators, etc.

Variability occurs even when conditions of measurement are not changed in any apparent manner
and it is compounded when those conditions differ. Variability in measurements is often related to
the performance characteristics of the imaging device when the same experimental unit is measured
under stable test conditions. Variability in measurements is related to factors beyond just the
performance characteristics of the imaging device if the same test item is measured under
different test conditions. For example, if a tumor has a certain volume at diagnosis and has a
smaller volume after some course of treatment, we expect the measured tumor volume to
decrease. If a tumor has a certain volume and it is measured independently by two different
radiologists, and one of those radiologists tends to include more voxels at the margins, we expect
the two measurements of tumor volume to be different. In a clinical setting, all of these sources of
variability are included, and it is usually impossible to separate them.

The QIBA Terminology Working Group therefore recommends evaluating separately the
components contributing to variability, explicitly identifying each source and stating the
parameter being used to describe it (e.g. standard deviation, coefficient of variation, ICC, etc.).

Precision is the closeness of agreement between measured quantity values obtained by replicate
measurements on the same or similar experimental units under specified conditions [VIM, 2.16]. As
noted in the VIM, precision is usually expressed numerically by measures of imprecision under the
specified conditions of measurement, for example, within-subject standard deviation (wSD), within-
subject coefficient of variation (wCV), or 95% precision limit. Note that within-subject standard
deviation for imaging precision studies means the standard deviation from measurements from the
same (or similar) subject under specified conditions; the term ‘‘within-subject SD’’ in another context
may be used to describe biological variation of subject true measurand values. This variation may
occur in particular when measurements are taken in very similar experimental conditions but taken
over a period of time and this variation might then reflect not measurement error or lack of
precision, but rather reflect biological change when homeostasis had been assumed.
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We recommend when reporting significant change for a QIB profile, only precision, not biological
variation, be included within an individual.

Sometimes the precision is expressed by a scaled agreement index such as ICC.18 The common
term for 95% precision limit is repeatability coefficient (RC) or reproducibility coefficient (RDC) (see
below for difference between repeatability and reproducibility).18 In practice, sometimes examination
of the difference between two device results is required and for this, a critical difference (or another
term for this is ‘‘significant difference’’) should be considered. The value of this critical difference
depends on the probability level with which it is associated (usually, this level is 95%) and on the
shape of the underlying distribution. For example, if measurements of the same subject follow a
normal distribution and the probability level is specified as 95%, this critical difference is 2.77s where
s is the wSD. If s corresponds to the wSD under repeatability conditions, the value 2.77s
is sometimes called the RC and it is called a RDC if s corresponds to the wSD under
reproducibility conditions. Precision may be different for different experimental units with
different mean values (or true values if known and available) and thus the precision values over a
range of mean values (or true values) provide the precision profile. The precision profile is a function
between QIB mean values (or other factors) and precision parameters such as wSD (or wCV). If the
precision is assumed to be the same across a range of mean values (true values), the pooled precision
may be reported for this range of mean values (true values) with this assumption stated.

The number of significant digits in the measurement obtained should reflect the precision. The
‘‘specified conditions’’ can be, for example, repeatability conditions of measurement or
reproducibility conditions of measurement where their differences are clarified below.

Repeatability represents the measurement precision under a set of repeatability conditions of

measurement.

The repeatability condition of measurement is derived out of a set of conditions that includes the same
measurement procedure, same operators, same measuring system, same operating conditions and same

physical location, and replicate measurements on the same or similar experimental units over a short
period of time [VIM, 2.21].

An important and related but different concept is reproducibility.

Reproducibility is measurement precision under reproducibility conditions of measurement [VIM, 2.25].

The reproducibility condition of measurement is derived from a set of conditions that includes different
locations, operators, measuring systems, and replicate measurements on the same or similar objects.

Compared with repeatability, reproducibility still requires the same measurement procedure, the
same operating conditions, and a short period of time between measurements. It is only location,
operator, and/or measuring system that may differ.

Precision studies can make their measurements on a single phantom, a single lesion/subject, or a
group of similar subjects (e.g. healthy individuals). Precision studies performed under repeatability
conditions are sometimes called test–retest studies.

When reporting the results of a precision study, a description of the conditions of measurement
should be provided. This is especially true if repeatability does not strictly apply. For example,
within-site precision can be used for a set of conditions that includes different operators
(technologists, radiologists), measuring systems, and replicate measurements on the same or
similar objects within a single location (site). In that case, between-operator differences and
between-instrument differences will contribute to parameters measuring precision (e.g. standard
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deviation, coefficient of variation). Other parameters that might vary in a within-site precision study
could include date, time of day for scan, and/or different scanner acquisition settings. Examples of
variation in parameters for image analysis include scanner hardware changes, scanner software
changes, scan protocol errors, patient motion, patient hydration state, and other sources of
variability between patients.

The QIBA Terminology Working Group recommends explicitly describing the conditions of
measurement; identifying each source of uncertainty, variability, or imprecision; reporting the
range of measurand values for which precision was evaluated; and stating the parameter being
used to describe it. We do not recommend making vague statements such as: ‘‘The uncertainty is
10%,’’ ‘‘The variability is �5,’’ or ‘‘The precision is �0.1 cm3.’’ We do recommend making
statements such as: ‘‘The coefficient of variation for these tumor volume measurements was 10%
for tumors of 2 cm in diameter,’’ ‘‘The standard deviation of these tumor volumemeasurements was
0.1 cm3 for tumors of 2 cm3 in diameter’’ ‘‘The standard deviation of these PET SUVmeasurements
was 2.5,’’ or ‘‘The 2.5th and 97.5th percentiles of PET SUV values are 4.2 and 14.2, respectively.’’

6.3 Measuring uncertainty via an aggregated approach

6.3.1 Accuracy and trueness

The degree of uncertainty can be measured using bias and precision separately. Due to the inherent
trade-off between bias and precision, it is often of interest to evaluate the aggregated impact of bias
and precision on the overall closeness of measurements with truth. Here, we introduce related terms.

Two terms related to precision and bias that should be used with care if they must be used at all
are accuracy and trueness. Accuracy is a commonly used term. It has been variously used to describe
a range of characteristics including how a measured value relates to a known physical reference or
the ability of a diagnostic test or other measure to identify or characterize a complex disease process.

Although the conventional uses of the term ‘‘accuracy’’ are most often related to bias, precision
and trueness (defined below), the term accuracy should not be used as a synonym for any of those. If
the term accuracy is used, it should be defined in such a way that anyone reading the report can
reproduce the calculation.

Trueness is the closeness of agreement between the average of an infinite number of replicate measured

quantity values and a reference quantity value [VIM, 2.15].

As noted in the VIM, trueness is not a quantity and thus cannot be expressed numerically. Trueness
is inversely related to systematic measurement error, but is not related to random measurement
error. If the reference quantity value is the truth, then trueness is described by bias (or by percent
bias). Although related to accuracy, trueness should not be used as a synonym for accuracy.

6.3.2 Agreement and reliability

When the true value may or may not be known, there is a broader term called agreement that has
much utility. In certain cases, the narrower term reliability is often used in practice when the true
value is not known. We recommend the following definitions of agreement and reliability:

Agreement is the degree of closeness between measurements made on the same experimental unit.

If the true value is available, the agreement between the measured value and the true value provides
the overall aggregated impact of bias and precision. If the true value is not available, only precision
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components can be assessed. Different precision parameters defined earlier, such as wSD, wCV, RC,
RDC, ICC, are examples of indices for assessing agreement between repeated measurements on the
same experimental unit under the same or different conditions. More generally, agreement is a broad
term that encompasses an aggregated assessment of bias and precision.

It should be noted that agreement is an abstract concept. In absolute/literal terms, measurements
agree only if they are identical and disagree if they are not identical. Agreement is not used literally
as a binary concept here as yes/no (i.e. perfect agreement or not), rather it is used to describe the
degree of closeness between measurements.

Many different agreement indices exist in the literature.18 Each index has a specific meaning for its
interpretation because it depends on the specific conditions under consideration. Some of the indices
have direct interpretation in terms of the measurement value, e.g. wSD, limits of agreement. Other
indices may be dimensionless and do not have direct interpretation in terms of the measurement
value, e.g. ICC. However, all indices theoretically have a value that corresponds to perfect
agreement, e.g. 0 for limits of agreement and 1 for ICC. The concept of agreement may be used
in settings both with and without a known true value, although it has traditionally been used for the
case without a known true value. As is the case with many imaging and biomarker situations, the
true value is a difficult value to measure and to have available for study.19 Agreement is a broader
concept than reliability in the sense that reliability is a subset of indices for assessing agreement.

Reliability is defined as the ratio of variance based on between-subject measurement to total variance based
on the observed measurement.

In nonmathematical terms, reliability is used to describe the overall relative consistency of a measure
to between-subject variability. A measure is said to have a high reliability if it produces similar
results relative to between-subject variability. Reliability is usually the focus of the performance of
the QIBs in settings without a known true value and is often defined with additional assumptions.
Different assumptions lead to different versions of the ICC for assessing reliability. Reliability is an
agreement measure because a value of 1 corresponds to perfect agreement and values less than 1
correspond to degrees of agreement where smaller values indicate less agreement. Reliability is a
dimensionless index that does not have direct interpretation in terms of measurement value.
Therefore, it is difficult to understand and judge how large a value of reliability constitutes
adequate reliability. Although Landis and Koch20 provided adjectives to describe ranges of
reliability values as (0, 0.20) – slight, (0.21, 0.40)—fair, (0.41, 0.60)—moderate, (0.61,
0.80)—substantial, (0.80, 1.0)—almost perfect, these ranges are subjective. Contrary to intuition,
sometimes very different values of reliability may result from data with the same difference between
measurements for different populations.21 Reliability is a scaled index that is relative to the between-
subject variability, and it recently has been recognized that its magnitude may be better interpreted
as the ability of a measurement to differentiate between experimental units (e.g. subjects or
objects).22

6.3.3 The use of the MSE concept

MSE or mean standard deviation18 is another agreement index which can be easily understood
statistically in terms of the trade-off of bias and precision. In statistical terminology, a QIB �̂ is
an estimate of truth, an underlying physiological quantity or parameter �. The agreement between a
biomarker �̂ and truth can be quantified as the MSE: MSEð�̂Þ ¼ E½ð�̂ � �Þ2�. For imaging
biomarkers, this average is typically taken over the distribution of image noise, which is assumed
to have some probability distribution (across space and/or across replicate images). The amount of
this error can also depend on a number of other factors: (a) the nature of the biomarker itself; (b) the
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imaging parameters set on the device; (c) the measurand related to the underlying physiological
parameter, which can vary across subjects, time, spatial region, etc.23 The bias-variance
decomposition, MSEð�̂Þ ¼ Varð�̂Þ þ B2ð�̂Þ, enables the decomposition of MSE into two
components: systematic error or bias, Bð�̂Þ ¼ Eð�̂Þ � � and variance, Varð�̂Þ, where the variance
component may or may not be the precision parameter. Specifically, the variance is wSD2, a
precision parameter, only if the MSE is averaged over the distribution across replicated images.
The variance would contain both variations due to replication as well as due to subjects if the MSE
is averaged over the distribution of subjects. Imaging biomarkers �̂ typically involve a tuning
parameter which can be adjusted to affect the value of MSE. An example of such a tuning
parameter is the size of region of interest used to define the SUV peak measurement in PET
imaging.24 Adjusting the tuning parameter usually has reciprocal effects on the bias and variance
components of MSE: lowering variance implies increasing bias and vice versa. However, the changes
in bias and variance are not necessarily equal in magnitude. Hence it may be possible to choose an
optimal value of � which minimizes MSE by trading off bias against variance.25

By definition MSE can only be evaluated in settings where the truth � is known. However, only
the bias term involves truth. This implies that different types of studies can be used to evaluate the
two components of MSE: (a) variance, which does not require knowledge of �, can be evaluated
from studies where no independent assessment of � is available (precision studies); (b) bias does
require knowledge of �. Reliable independent assessment of � can be difficult or impossible to obtain
clinically for some biomarkers. For this reason, bias may need to be evaluated in somewhat artificial
studies. Two strategies can be used. One strategy uses computer simulation: this involves the
construction of a mathematical model of the underlying physiological process (sometimes called a
digital phantom) as well as the imaging device. Data are simulated from this combined mathematical
model and the biomarker is computed using an objective procedure which does not involve
knowledge of the underlying physiological parameter �. Bias and variance can be evaluated by
appropriately averaging over repeated simulations.26 The applicability of results from computer
simulation is limited by the extent to which the physiological/anatomic and imaging models are
realistic. The second strategy employs physical phantoms: a physical phantom is an artificial
construct which is intended to mimic the behavior of the human/animal body or part thereof.
The advantage here is that it is possible to invasively measure values of the physiological
parameter of interest (�). The physical phantom is placed in the actual imaging (scanner) setup
and imaged similar to a clinical study. Like computer simulation, it is typically possible to image the
phantom repeatedly and/or under a variety of conditions, hence it is possible to evaluate both bias
and variance from these repeat studies.27 The applicability of results from physical phantom studies
is limited by the extent to which the phantom model realistically represents human physiology and/
or anatomy. The bias-variance decomposition enables the independent evaluation of the two
components of MSE at different levels of realism, e.g. variance in a clinical study, bias in a
physical phantom. However, care must be exercised to ensure that similar values of the tuning
parameter are used in all assessments and caution is needed in interpreting the MSE with
estimated values of bias and variance from two different studies under different conditions.

The MSE provides an intuitive assessment that combines both components of bias and precision.
Its magnitude is often difficult to interpret for judging adequate agreement. For example, it is not
easy to choose a cutoff for MSE such that we know the measurements are close to the truth for
majority of the measurements. There exist other agreement indices18 whose magnitudes are easier to
interpret, e.g. limits of agreement, coverage probability (CP) and total deviation index (TDI). For
example, if we require 95% of the measurements to be close to the true value by some distance, the
limits of agreement provide the interval of such distances (centered around bias) between
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measurement and truth for 95% of measurements. Similarly, TDI provides the same type of
distances but centered around zero. The CP is the percent of measurements whose values are not
farther than a prespecified distance from truth.

6.3.4 Traceability and commutability

Two desirable properties of QIBs are traceability [VIM, 2.41] and commutability [VIM, 5.15].
Traceability occurs, for example, when we calibrate the machine using a reference standard which
is recognized by international organizations (e.g. NIST). This reference can be a physical test object
(phantom) or some digitally generated (synthetic) data. Consider, for example, a phantom
containing a lesion with volume 5.0 cm3 with some low level of uncertainty. Traceability implies
that if it were possible to take an infinite number of identically repeated measurements of that lesion
by different quantitative imaging systems measuring that lesion, for every system with traceability,
the average of system measurements would match the reference value. Commutability occurs when
the reference material reflects the ‘‘routine samples’’ (e.g. physical lesions in patients being imaged).
It is what allows us to say that if a machine can measure tumor volume on a phantom with some
precision and lack of bias, measurements of tumor volumes made on that same machine using a
corresponding measurement procedure have the same precision and lack of bias for physical lesions
in patients.

6.3.5 Limit of blank, LoD, and LoQ

Other characteristics of a QIB include the limit of blank (LoB), LoD, and LoQ [Linnet et al.,28 CLSI
EP17-A229 and VIM 3.18]. LoQ related to the measuring interval is an important characteristic for
QIBs. The LoQ is defined as the lowest value of a measurand that can be reliably detected and
quantitatively determined with acceptable precision and bias, under specified experimental conditions.

To prespecify an acceptable difference between any two measurements on the same subject is
similar to prespecifying a clinically significant difference when designing a randomized clinical trial.
The choice of acceptable difference must be based on clinical knowledge; it is not an intrinsic part of
the QIB or its measurement. First of all, we want to choose an acceptable difference that is small
enough so that we can be sufficiently confident that any change that is larger than this difference is
not due to measurement error. On the other hand, we do not want to set an acceptable difference
that is too small to be humanly achievable. If some magnitude of difference in the measurement is
strongly related to clinical outcomes, this would be a good choice for an acceptable difference.
Typically the acceptable difference should be smaller than a clinically significant difference
because there is no point in detecting any difference that is due to measurement error.

Because precision and bias can depend not only on the value of the measurand but also on other
factors, LoQ can be different for different combinations of these factors. LoD for a QIB is the
measured quantity value, obtained by a given measurement procedure, for which the probability of
falsely claiming that the true state of measurand¼ 0 is �, given a probability � of falsely claiming that
the true state of measurand >0. The LoD of a measurement procedure is the lowest amount which
can be detected (above LoB) (minimal detectable amount) but not necessarily quantitated as an
exact value. The definitions of LoQ and LoD imply that LoQ �LoD. An example of stating LoQ in
imaging (from the QIBA CT Volumetry Profile for Solid Tumors) is as follows. The LoQ is 10mm,
with lesions where:

(1) The tumor possesses sufficient conspicuity to allow boundaries to be adequately demarcated
from surrounding tissue.

(2) The tumor morphology is not unduly complex.
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(3) The tumor composition is sufficiently homogeneous, or various tissue types within a mass can be
segmented from each other.

(4) These tumors can be measured with %CV of precision of less than 20%, as an example of
acceptance criterion. [N.B. the actual difference or the SD could be used instead. They have the
advantage that they are not scaled measurements.]

Measuring interval is a set of values of quantities of the same kind that can be measured by a given
measuring instrument or measuring system with specified instrumental measurement uncertainty, under
defined conditions.

Sometimes other terms such as reportable range or working interval are used, but we do not
recommend usage of these terms. The lower limit of measuring interval is the LoQ; therefore, LoQ is
called sometimes LLoQ (lower limit of quantitation). The upper limit of the measuring interval is
called ULoQ (upper limit of quantitation).

Information about measuring interval for QIBs should be provided along with information
concerning deviations from linearity, acceptable precision, and acceptable bias (if applicable).

7 Measuring change in a QIB

Clinical decision making, one of the most important reasons for developing, defining, and using
QIBs, often depends on information about a change over time. For example, we know that
parenchymal changes in a lung nodule may be a marker of serious illness, such as lung cancer.

Making decisions about true states of change in a measurand within a subject is the most
common situation we face that requires the ability to measure change. To properly understand
the nature of change, one must provide four kinds of information: definition of change, number
of directions, precision profile, and error rates. For simplicity, consider a subject for whom a
measurand was measured at two times: the measurements are X1 at time T1 and X2 at time T2.
Further, let both X1 and X2 be above the LoQ, such that numerical values are reported.

Change can be defined as either absolute or relative. Absolute change is the difference X2�X1.
Relative change can be defined relative to baseline, average, or nadir. Change relative to baseline is
(X2�X1)/X1 if X1 is the baseline measurement, or as (X2�X1)/X0 if the baseline measurement is
X0 obtained at time T0 prior to T1. Change relative to average is (X2�X1)/XA, where the average
measurement XA may include only X1 and X2, XA¼ (X1þX2)/2; or may also include
measurements in larger time windows. Change relative to nadir is (X2�X1)/XN, where XN is
the lowest measurement in a defined time window. Each definition has uses in different clinical
settings. It is therefore important to be explicit in defining how change is calculated whenever one
is measuring change.

The second aspect of measuring change is directionality, i.e. whether one is interested in change in
a single direction or in change in either direction within a subject. Measuring change in one direction
involves determining whether true change in measurand¼ 0 versus true change in measurand <0
(measuring a decrease), or determining whether true change in measurand¼ 0 versus true change in
measurand >0 (measuring an increase). Measuring change in two directions involves determining
whether true change in measurand¼ 0 versus true change in measurand 6¼ 0.

In order to know whether a change has occurred, we need to know about the distribution of
change values. This relates to the precision profile of a measurand. Precision should include
components of variability which are relevant to the calculation of change in the measurand in the
real-life setting or clinical study in which change is being measured. For example, if the same subject
will be measured at times T1 and T2 by different operators, the precision profile that includes a
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between-operator component of variance should be considered. Finally, two types of error could be
considered: type I error and type II error. If we are interested in change in one direction, significant
change is the value of observed change C such that if true change¼ 0, observed change is further
from 0 than C with a low probability. That probability is the type I error rate; type I error is deciding
that a change occurred when in fact true change¼ 0. The type I error rate for determining a value of
significant change is usually set at 5%, i.e. a¼ 0.05. The distribution of change values determines the
relationship between change values and the probability of their occurrence. This distribution should
be described when reporting a value of significant change—for example, stating that one assumed a
normal distribution with some mean and standard deviation. If true change¼ 0 and we are
measuring change in two directions, we will report the thresholds [Cdecrease, Cincrease] such that the
probability that observed change is outside this interval is equal to the desired type I error rate.

The concept of ‘‘minimal detectable change’’ relates to type II error, which happens if we decide
that no change exists when in fact a true change in measurand of some amount, Ctrue, has occurred.
The amount of true change determines the center of the distribution of change values and sometimes
also plays a role in determining the spread of that distribution, such that different values of minimal
detectable change must be obtained for each different value of true change. Given a distribution of
change values, the amount of observed change in excess of which we will decide that change has
occurred 95% of the time is referred to as the 95% minimal detectable change. This is associated
with a type II error rate of 100% – 95%¼ 5%, i.e. b¼ 0.05.

An example of measuring change comes from the QIB of PET FDG SUVmax. 18F-FDG
(fludeoxyglucose) is a glucose analogue, often abbreviated as FDG or 18F-FDG. The rationale
for its use in oncology is based on the typically increased rate of glycolysis in tumors compared
to normal tissue. FDG-PET scans are sensitive and specific for detection of most malignant
tumors.30 FDG-PET scans reflect glucose metabolic activity of cancers and this metabolic activity
can be measured with a high degree of reproducibility over time. Longitudinal changes in tumor 18F-
FDG accumulation during therapy often can predict clinical outcomes earlier than changes in
standard anatomic measurements.31 Based on the QIBA Profile for FDG-PET (http://rsna.org/
uploadedFiles/RSNA/Content/Science_and_Education/QIBA/QIBA_FDG-
PET_Profile_v105_Publicly_Reviewed_Version_FINAL_11Dec2013.pdf),32 tumor glycolytic
activity as reflected by the maximum standardized uptake value (SUVmax) should be measurable
from FDG-PET/CT with a within-subject coefficient of variation of 15% and mean value of M. A
within-subject coefficient of variation of 15% implies a 95% RC of�41.6%*M. Because M is
unknown one should consider a relative change as 2*(X2�X1)/(X2þX1) (M is estimated by the
average of X2 and X1) or by a relative change (X2�X1)/X1 (M is estimated by X1). Significant
change for the 2*(X2�X1)/(X2þX1) is �42.5% for significant decrease and þ42.5% for significant
increase. This implies that any observed relative change j2*(X2�X1)/(X2þX1)j above 43% may be
interpreted as the true change.

8 Summary

The development and implementation of QIBs has been hampered by the inconsistent and often
incorrect use of terminology related to these markers. With recent initiatives by the RSNA and by
the FDA, (http://www.fda.gov/Drugs/DevelopmentApprovalProcess/DrugDevelopmentTools
QualificationProgram/ucm284076.htm),6 interest in biomarkers in general and QIBs in particular
is growing.

There are rather daunting scientific challenges for QIBs in the development, validation, and
measurement of their clinical utility. For example, QIBs may have the potential to serve as
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surrogate endpoints in drug (or device, or biologic, or other clinical) trials. However, the bar that
has been set from a statistical perspective is quite high33 and many potential QIBs may not yet be at
the stage of development to meet that bar.

To address the inconsistent use of metrology definitions, where possible we have drawn our
definitions from existing national or international standards rather than invent new definitions for
these terms. We provide recommendations for appropriate use of QIB terminological concepts. We
hope that this document will assist researchers and regulatory reviewers who examine QIBs and
inform regulatory guidance. More consistent and correct use of terminology could advance
regulatory science, improve clinical research, and provide better care for patients who undergo
imaging studies.
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