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ABSTRACT
We consider the time (number of communication rounds) and en-

ergy (number of non-idle communication rounds per device) com-

plexities of randomized leader election in a multiple-access channel,

where the number of devices 𝑛 ≥ 2 is unknown. It is well-known
that for polynomial-time randomized leader election algorithms

with success probability 1 − 1/poly(𝑛), the optimal energy com-

plexity is Θ(log log∗ 𝑛) if receivers can detect collisions, and it is

Θ(log∗ 𝑛) otherwise.
Without collision detection, all existing randomized leader elec-

tion algorithms using 𝑜 (log log𝑛) energy are Monte Carlo in that

they might fail with some small probability, and they might con-

sume unbounded energy and never halt when they fail. Although

the optimal energy complexity of leader election appears to have
been settled, it is still an intriguing open question whether it is

possible to attain the optimal𝑂 (log∗ 𝑛) energy complexity by an ef-

ficient Las Vegas algorithm that never fails. In this paper we address

this fundamental question.

• A separation betweenMonte Carlo and Las Vegas algo-
rithms: Without collision detection, we prove that any Las

Vegas leader election algorithm A with finite expected time

complexitymust useΩ(log log𝑛) energy, establishing a large
separation between Monte Carlo and Las Vegas algorithms.

Our lower bound is tight, matching the energy complexity of

an existing leader election algorithm that finishes in𝑂 (log𝑛)
time and uses 𝑂 (log log𝑛) energy in expectation.

• An exponential improvement with sender collision
detection: In the setting where transmitters can detect colli-

sions, we design a new leader election algorithm that finishes

in 𝑂 (log1+𝜖 𝑛) time and uses 𝑂 (𝜖−1 log log log𝑛) energy in

expectation, showing that sender collision detection helps

improve the energy complexity exponentially. Before this
work, it was only known that sender collision detection is

helpful for deterministic leader election.
• An optimal deterministic leader election algorithm:
As a side result, via derandomization, we show a new deter-

ministic leader election algorithm that takes 𝑂

(
𝑛 log 𝑁

𝑛

)
time and 𝑂

(
log

𝑁
𝑛

)
energy to elect a leader from 𝑛 de-

vices, where each device has a unique identifier in [𝑁 ].
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The algorithm is simultaneously time-optimal and energy-

optimal, matching existing Ω
(
𝑛 log 𝑁

𝑛

)
time lower bound

and Ω
(
log

𝑁
𝑛

)
energy lower bound.
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1 INTRODUCTION
Leader election is one of the most central problems of distributed

computing. In a network of an unknown number 𝑛 of devices com-

municating via a shared communication channel, the goal of leader

election is to have exactly one device in the network identify itself as

the leader, and all other devices identify themselves as non-leaders.
Leader election has a wide range of applications, as it captures

the classic contention resolution problem, where several processors

need temporary and exclusive access to a shared resource. Leader

election is also used to solve the wake-up problem [23, 34], whose

the goal is to wake-up all processors in a completely connected

broadcast system, in which an unknown number of processors are

awake spontaneously and they have to wake-up the remaining

sleeping processors.

We focus on single-hop networks (all devices communicating via

a shared communication channel) in the static scenario (all devices

start at the same time). Leader election protocols in single-hop

networks are used as communication primitives in algorithms for

more sophisticated distributed tasks in multi-hop networks [6, 13].

Leader election protocols in the static setting are useful building

blocks in the design of contention resolution protocols in the dy-
namic setting where the devices have different starting time [8, 9]

by batch processing.

1.1 The Multiple-access Channel Model
In our model, an unknown number 𝑛 of devices connect to a

multiple-access channel. The communication proceeds in synchro-

nous rounds and all devices have an agreed-upon time zero. In each

communication round, a device may choose to transmit a message,

listen to the channel, or stay idle.

If more than one device simultaneously transmit a message in

a round, then a collision occurs. Listeners only receive messages
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from collision-free transmissions. There are four variants [12] of

the model based on the collision detection ability of transmitters

(distinguishing between successful transmission and collision) and

listeners (distinguishing between silence and collision).

Strong-CD. Transmitters and listeners receive one of the three

feedback: (i) silence, if zero devices transmit, (ii) collision, if

at least two devices transmit, or (iii) a message𝑚, if exactly

one device transmits.

Sender-CD. Transmitters and listeners receive one of the two

feedback: (i) silence, if zero or at least two devices transmit,

or (ii) a message𝑚, if exactly one device transmits.

Receiver-CD. Transmitters receive no feedback. Listeners re-

ceive one of the three feedback: (i) silence, if zero devices

transmit, (ii) collision, if at least two devices transmit, or

(iii) a message𝑚, if exactly one device transmits.

No-CD. Transmitters receive no feedback. Listeners receive

one of the two feedback: (i) silence, if zero or at least two

devices transmit, or (ii) a message𝑚, if exactly one device

transmits.

We distinguish between randomized and deterministic models.

In the randomized setting, the devices are anonymous in that they

do not have unique identifiers and run the same algorithm, but

they may break symmetry using their private random bits. In the

deterministic setting, each device is initially equipped with a unique

identifier from an ID space [𝑁 ], where𝑁 is global knowledge. Unless
otherwise stated, we assume that the number of devices 𝑛 ≥ 2 is

unknown.
The goal of leader election is to have exactly one device in the

network identify itself as the leader, and all other devices identify

themselves as non-leaders. We require that the communication

protocol ends when the leader sends a message while every non-

leader listens to the channel, so all devices terminate in the same

round.

Complexity measures. Traditionally, the leader election problem

has been studied from the context of optimizing the time complexity,
which is defined as the number of communication rounds needed

to solve the problem. More recently, there has been a growing

interest [9, 11, 12, 15, 25, 26, 30, 32] in the energy complexity of

leader election, which is defined as the maximum number of non-
idle rounds per device, over all devices. That is, each transmitting

or listening round costs one unit of energy. The study of energy

complexity is motivated by the fact that many small mobile battery-

powered devices are operated under a limited energy constraint.

These devices may save energy by turning off their transceiver and

entering a low-power sleep mode. As a large fraction of energy con-

sumption of these devices are often spent on sending and receiving

packets, the energy complexity of an algorithm approximates the

actual energy usage of a device. In applied research, idle listening
(transceiver is active but no data is received) has been identified as a

major source of energy inefficiency in wireless sensor networks, and
there is a large body of work studying strategies for minimizing

the number of transmission and idle listening [31, 35, 37, 39].

1.2 Prior Work
For the time complexity of leader election, Willard [38] showed that

expected Θ(log log𝑛) time is necessary and sufficient for leader

election in Receiver-CD. More generally, Nakano and Olariu [33]

showed that the optimal time complexity of leader election in

Receiver-CD is Θ(log log𝑛 + log 𝑓 −1) if the maximum allowed fail-

ure probability is 𝑓 .

For the case an upper bound 𝑛max ≥ 𝑛 on the unknown net-

work size 𝑛 is known to all devices, it is well-known that leader

election can be solved using the decay algorithm of Bar-Yehuda,

Goldreich, and Itai [6] in worst-case𝑂 (log𝑛max log 𝑓
−1) time with

success probability 1− 𝑓 [6, 23, 27] inNo-CD. The algorithm simply

tries the transmission probability 2
−𝑖

for 𝑂 (𝑓 −1) times, for all in-

tegers 1 ≤ 𝑖 ≤ log𝑛max until a successful transmission occurs. On

the lower bound side, Jurdziński and Stachowiak [27] showed an

Ω
(

log𝑛max log 𝑓
−1

log log𝑛max+log log 𝑓 −1
)
time lower bound. Later, Farach-Colton,

Fernandes, and Mosteiro [21] showed the tight Ω(log𝑛max log 𝑓
−1)

time lower bound for oblivious algorithms, in which there is a fixed

sequence of transmission probabilities (𝑝1, 𝑝2, . . .) such that if there
has been no collision-free transmission, then all devices transmit

with the same probability 𝑝𝑖 in the 𝑖th round, using fresh random-

ness independently. Based on a technique of Alon, Bar-Noy, Linial,

and Peleg [1], Newport [34] showed an Ω(log2 𝑛max) time lower

bound for the case 𝑓 = 1/poly(𝑛max) that applied to all algorithms.

Very recently, the time complexity of leader election in which the

algorithm is provided an arbitrary distribution of the possible net-

work sizes 𝑛 was studied in [24].

For the energy complexity of leader election algorithms, Lavault,

Marckert, and Ravelomanana [30] designed a leader election al-

gorithm that finishes in expected 𝑂 (log𝑛) time and uses ex-

pected 𝑂 (log log𝑛) energy in No-CD. Its expected time complex-

ity matches the Ω(log𝑛) lower bound for expected time of New-

port [34]. Subsequently, the algorithm of [30] was applied to finding

an estimate 𝑛 of 𝑛 [36].

After a sequence of research [9, 11, 12, 25, 26], it is now

known [12] that for polynomial-time randomized leader election

algorithms with success probability 1 − 1/poly(𝑛), the optimal

energy complexity is Θ(log log∗ 𝑛) if listeners can detect colli-

sions (Strong-CD and Receiver-CD), and it is Θ(log∗ 𝑛) otherwise
(Sender-CD and No-CD).

The energy complexity has also been studied in multi-hop net-

works [5, 7, 10, 13, 14, 17, 19, 20, 22, 29]. Optimization problems

related to energy efficiency in multi-hop networks were considered

in [3, 4, 28].

1.3 Monte Carlo and Las Vegas Algorithms
Although the optimal energy complexity of leader election appears
to have been settled due to the work of [12], we observe that sev-

eral existing randomized leader election protocols, including the

ones in [12], are Monte Carlo in that they might fail with some

small probability, and they might consume unbounded energy and

never halt when they fail. In particular, without collision detection

(No-CD), all existing randomized leader election algorithms [12, 26]

using 𝑜 (log log𝑛) energy have this issue, and it is not even known

if these algorithms have finite expected time complexity.

It remains as an intriguing open question whether it is possible

to attain the optimal 𝑂 (log∗ 𝑛) energy complexity proved in [12]

by an efficient Las Vegas algorithm that never fail.
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It is tempting to guess that wemight be able to transform existing

Monte Carlo leader election algorithms into Las Vegas algorithms

without worsening the asymptotic time and energy complexities

by too much, but designing such a transformation is actually very

challenging when the number of devices 𝑛 is unknown.
To explain the issue, consider the following simple Monte Carlo

leader election protocol that finishes in 𝑂 (log2 𝑛) time with proba-

bility 1 − 1/poly(𝑛) when it is run on a network of 𝑛 devices. For

𝑖 = 1, 2, . . ., the 𝑖th iteration consists of 𝐶 · 𝑖 rounds, where 𝐶 > 0 is

some constant. In each round each device 𝑣 transmits with proba-

bility 2
−𝑖
. All devices that are not transmitters listen to the channel,

so a leader is elected once the number of transmitting devices is

exactly one in a round.

Let 𝑖∗ = ⌊log𝑛⌋. If the number of devices is 𝑛, then the success

probability in each round in the 𝑖∗th iteration is Ω(1), implying that

a leader is elected by the 𝑖∗th iteration with probability 1 − 𝑛−Ω (𝐶)
.

Hence the algorithm finishes in

∑𝑖∗
𝑗=1𝐶 · 𝑖 = 𝑂 (log2 𝑛) time with

probability 1−𝑛−Ω (𝐶)
. The expected time complexity of this protocol

is however infinite because in an extremely unlucky event that a

leader is not elected within the first 𝑂 (log𝑛) iterations, with high

probability the protocol will run forever.

A natural attempt to fix the issue of infinite expected time com-

plexity is to restart the protocol when it fails, but this strategy

does not work as there is no mechanism for a device to detect that

the algorithm has already failed! Since the number of devices 𝑛 is

unknown, we are not able to set a time limit 𝑇 (𝑛) and restart the

protocol once the number of rounds exceeds 𝑇 (𝑛) does not work,
as the devices cannot calculate 𝑇 (𝑛) if 𝑛 is not known.

The issue is even more serious if there is no collision detection. In

the No-CD model, each transmitter does not know if the message

is successfully transmitted and each listener cannot distinguish

between collision and silence, so there is noway for a device to learn

anything about the number of devices 𝑛 given that no successful

transmission (the number of transmitters is exactly one and the

number of listeners is at least one) occurs.

1.4 New Results
The main objective of this paper is to better understand the strange

gap between Monte Carlo and Las Vegas complexities of leader

election discussed above. We focus on the following fundamental

question: Is it possible to attain the optimal𝑂 (log∗ 𝑛) energy bound
proved in [12] by an efficient Las Vegas algorithm in the No-CD
model?

A separation between Monte Carlo and Las Vegas algorithms. Sur-
prisingly, we show that for any leader election algorithm A with a

finite expected time complexity in theNo-CDmodel, it is necessary

that A uses Ω(log log𝑛) energy, establishing a large separation

between Monte Carlo and Las Vegas algorithms and answering the

above question in the negative.

Theorem 1.1 (Energy lower bound for Las Vegas algorithms). Let
A be a randomized leader election algorithm in the No-CD model.
We write 𝑇 (𝑛) and 𝐸 (𝑛) to denote the expected time and energy
complexities of A. Suppose there is some integer 𝑛∗ ≥ 2 such the
expected time 𝑇 (𝑛∗) of the algorithm A when running on 𝑛 = 𝑛∗

devices is finite. Then there exist infinite number of network sizes 𝑛
such that 𝐸 (𝑛) = Ω(log log𝑛).

Our lower bound is very strong in that the energy lower bound

Ω(log log𝑛) holds even if there is just one network size 𝑛∗ such

that the algorithm A has finite expected time complexity when it

is run on a network of 𝑛∗ devices. Even allowing exponential time,

our lower bound still rules out the possibility of having a Las Vegas

leader election algorithm in No-CD that uses 𝑜 (log log𝑛) energy.
Our lower bound is tight in that it matches the energy complexity

of the existing Las Vegas leader election algorithm of [30]: There

is a leader election algorithm that finishes in time 𝑂 (log𝑛) and
energy 𝑂 (log log𝑛) in expectation in the No-CD model. As the

expected time complexity 𝑂 (log𝑛) is already optimal due to the

lower bound Ω(log𝑛) in [34], our result implies that the algorithm

of [30] is simultaneously time-optimal and energy-optimal.

An exponential improvement with sender collision detection. We

design a new leader election algorithm in the Sender-CDmodel that

finishes in𝑂 (log1+𝜖 𝑛) time and uses𝑂 (𝜖−1 log log log𝑛) energy in
expectation, giving an exponential improvement over the previous
Las Vegas algorithm of [30], at the cost of slightly increasing the

time complexity from 𝑂 (log𝑛) to 𝑂 (log1+𝜖 𝑛).
Theorem 1.2 (An exponential improvement in energy complexity).
For any 0 < 𝜖 < 1, there is an algorithm A in the Sender-CD model
that elects a leader in expected 𝑂 (log1+𝜖 𝑛) time and using expected
𝑂 (𝜖−1 log log log𝑛) energy.

A fundamental problem in the study of multiple-access channels

is to determine the value of collision detection. It is well-known

that the ability for listeners to detect collision is very helpful in the

design of randomized leader election algorithm in that the ability

to distinguish between collision and silence allows the devices

to perform an exponential search to estimate the network size 𝑛

efficiently [38].

Prior to this work, existing results suggested that the ability for

transmitters to detect collision does not seem to help in the ran-

domized setting. Indeed, for polynomial-time Monte Carlo leader

election algorithms, it was shown in [12] that Θ(log∗ 𝑛) is a tight
energy bound inNo-CD and Sender-CD andΘ(log log∗ 𝑛) is a tight
energy bound in Receiver-CD and Strong-CD, so it appears that

the ability for transmitters to detect collision does not matter.

Our result shows that the ability for transmitters to detect col-

lision helps improve the energy complexity exponentially for Las

Vegas algorithms, giving the first example showing that the abil-

ity for transmitters to detect collision is valuable in the design of

randomized algorithms.

We summarize our results for Las Vegas leader election algo-

rithms in Table 1.

An optimal deterministic leader election algorithm. Recently, a
systematic study of time-energy tradeoffs for deterministic leader

election was done in [15]. Due to the result of [15], for the three

models Strong-CD, Receiver-CD, and Sender-CD, tight or nearly
tight time and energy bounds in terms of the number of devices

𝑛 and the size of ID space 𝑁 were known for deterministic leader

election.

The last missing piece in the puzzle is the No-CD model, where

the current best deterministic No-CD algorithm takes 𝑂 (𝑁 ) time
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Table 1: Old and new results on Las Vegas leader election algorithms. Here “Monte Carlo” indicates that the time and energy
bounds hold with probability 1 − 1/poly(𝑛) and “Las Vegas” indicates that the time and energy bounds hold in expectation.

Model Time Energy Type Reference

No-CD/Sender-CD
𝑛𝑜 (1) 𝑂 (log∗ 𝑛) Monte Carlo

[12]

𝑛𝑂 (1) Ω(log∗ 𝑛) Monte Carlo

No-CD/Sender-CD 𝑂 (log𝑛) 𝑂 (log log𝑛) Las Vegas [30]

No-CD Ω(log𝑛) any Las Vegas [34]

No-CD any Ω(log log𝑛) Las Vegas Theorem 1.1

Sender-CD 𝑂 (log1+𝜖 𝑛) 𝑂 (𝜖−1 log log log𝑛) Las Vegas Theorem 1.2

and 𝑂

(
log

𝑁
𝑛

)
energy [15] and the current best lower bounds are

Ω
(
𝑛 log 𝑁

𝑛

)
time [18] and Ω

(
log

𝑁
𝑛

)
energy [15].

By a derandomization of a subroutine that we use in our ran-

domized Las Vegas algorithms, we show an optimal deterministic

No-CD algorithm that takes 𝑂

(
𝑛 log 𝑁

𝑛

)
time [18] and 𝑂

(
log

𝑁
𝑛

)
energy, settling the optimal complexities of leader election in the

deterministic No-CD model.

Theorem 1.3 (Optimal deterministic leader election). Suppose that
the size 𝑁 of the ID space [𝑁 ] and an estimate 𝑛 of the number of
devices 𝑛 such that 𝑛/2 < 𝑛 ≤ 𝑛 are both known to all devices. There
is a deterministic leader election algorithm in the No-CD model with

time complexity𝑇 = 𝑂

(
𝑛 log 𝑁

𝑛

)
, energy complexity 𝐸 = 𝑂

(
log

𝑁
𝑛

)
.

Our deterministic algorithm requires that 𝑛 is known or a

constant-factor approximation of 𝑛 is given. See Table 2 for a sum-

mary of results on deterministic algorithms in No-CD.

1.5 Technical Overview
In this section we overview of the key ideas behind the proofs of

our results.

The Ω(log log𝑛) energy lower bound. Recall from the discussion

in Section 1.3 that the main source of difficulty of transforming a

Monte Carlo algorithm a into a Las Vegas one in the No-CD model

is that a device is unable to obtain any information from listening

to the channel if no successful transmission occurs, as the feedback

from the channel is always silence. The behavior of such a device

depends only on its own private randomness, as it does not receive

any other information. In particular, such a device cannot learn

anything about 𝑛. A key idea behind our Ω(log log𝑛) energy lower

bound in Theorem 1.1 is to make use of this observation. The proof

of Theorem 1.1 combines the following three ingredients.

• It was shown in [34] that with constant probability there

is no collision-free transmission in the first 𝑡 = 𝑂 (log𝑛)
rounds. This means that to prove the Ω(log log𝑛) energy
lower bound, it suffices to show that under the condition that

the channel feedback is always silence, the energy cost in

the first 𝑡 rounds is Ω(log 𝑡) = Ω(log log𝑛) in expectation.

• The assumption that the given algorithm A has finite ex-

pected time complexity for some fixed 𝑛 = 𝑛∗ implies that

there are infinitely many 𝑡 such that the probability that the

algorithm does not finish by time 𝑡 less than 𝑓 = 1/𝑡 .

• By a derandomization, we may transform the Ω
(
log

𝑁
𝑛

)
deterministic energy lower bound in [15] into a randomized

lower bound Ω
(
𝑛−1 log 𝑓 −1

)
for 𝑓 < 1/

(𝑁
𝑛

)
.

Setting 𝑓 = 1/𝑡 and 𝑛 = 𝑛∗ = Θ(1) in the randomized lower

bound Ω
(
𝑛−1 log 𝑓 −1

)
= Ω(log 𝑡), we obtain that the energy cost

in the first 𝑡 rounds is Ω(log 𝑡) when we run the algorithm A
under the condition that the channel feedback is always silence.

Combining this with the lower bound of [34], we obtain the desired

Ω(log log𝑛)-energy lower bound. This lower bound argument still

works even if the underlying network size 𝑛 is not 𝑛∗ because a
device does not learn anything about 𝑛 if the channel feedback is

always silence.

Las Vegas Leader election algorithms. To prove Theorem 1.2, we

will first design a basic subroutine that achieves the following.

Given a network size estimate 𝑛, the subroutine elects a leader

in 𝑂 (log 𝑓 −1) time with 𝑂 (𝑛−1 log 𝑓 −1) energy in No-CD, if the
number of devices 𝑛 satisfies 𝑛/2 < 𝑛 ≤ 𝑛.

Using this subroutine, we may re-establish the result of [30]

that leader election can be solved in expected 𝑂 (log𝑛) time and

using expected 𝑂 (log log𝑛) energy. The leader election proceeds

in iterations. During the 𝑖th iteration, we run our basic subroutine

for all 𝑛 = 2
1, 22, 23, . . . , 22

𝑖−1
with 𝑓 = 1/4, and then the algorithm

terminates once a leader is elected. Intuitively, what the algorithm

does in iteration 𝑖 is that it goes over all network size estimates 𝑛

from 2
1
to 2

2
𝑖−1

and spend 𝑂 (1) time for each 𝑛. Once the number

of devices 𝑛 satisfies 𝑛/2 < 𝑛 ≤ 𝑛, then a leader is elected with

constant probability.

The main source of energy inefficiency of the above algorithm

is the high energy cost of the basic subroutine with small 𝑛-values.

In particular, if 𝑛 = 𝑂 (1), Then the energy cost of achieve a success

probability of 1 − 𝑓 is 𝑂 (log 𝑓 −1) using our basic subroutine.
A key idea behind the proof of Theorem 1.2 is an observation that

this energy complexity 𝑂 (log 𝑓 −1) can be improved exponentially

in the Sender-CDmodel at the cost of increasing the time complex-

ity. To see this, first consider the case when the number of devices

is 𝑛 = 2. We allocate an ID space of size 𝑁 = ⌈𝑓 −1⌉, let each device

choose an ID uniformly at random from [𝑁 ], and run the 𝑂 (𝑁 )-
time and𝑂 (log log𝑁 )-energy deterministic Sender-CD leader elec-

tion algorithm of [12]. As long as the two devices select different

IDs, the algorithm of [12] successfully elects a leader. Therefore,

with probability at least 1 − 𝑓 , this procedure elects a leader in

𝑂 (𝑁 ) = 𝑂 (𝑓 −1) time and uses 𝑂 (log log𝑁 ) = 𝑂 (log log 𝑓 −1) en-
ergy.
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Table 2: Old and new results on deterministic leader election algorithms in No-CD, where 𝑁 indicates the size of the ID space
and 𝑛 indicates the known number of devices.

Model Time Energy Reference
No-CD 𝑂 (𝑁 ) 𝑂 (log 𝑁

𝑛 ) [15]

No-CD Ω(𝑛 log 𝑁
𝑛 ) any [18]

No-CD any Ω(log 𝑁
𝑛 ) [15]

No-CD 𝑂 (𝑛 log 𝑁
𝑛 ) 𝑂 (log 𝑁

𝑛 ) Theorem 1.3

By switching to a more energy-efficient Sender-CD algorithm

when dealing with small 𝑛-values, we are able to achieve an expo-

nential improvement in the energy complexity. It is crucial that the

increase in the time complexity is not too much when we switch

from our basic subroutine to some other Sender-CD algorithm. To

ensure that our final algorithm has a finite expected time complex-

ity, the probability that the algorithm does not terminate by time

𝑡 has to be 𝑜 (𝑡−1) for all but a finite number of rounds 𝑡 . To put

it another way, for a given failure probability parameter 𝑓 , the

maximum allowed time complexity will be 𝑜 (𝑓 −1), meaning that

the simple Sender-CD algorithm for 𝑛 = 2 presented above is not

suitable for our purpose.

To ensure that the time complexity is sufficiently small 𝑜 (𝑓 −1),
we will employ a recent result [15] on time-energy tradeoffs of

deterministic leader election in the Sender-CD model. By properly

incorporating the Sender-CD algorithm of [15] into our framework

to take care of small 𝑛-values, we obtain a leader election algo-

rithm A in the Sender-CD model that elects a leader in expected

𝑂 (log1+𝜖 𝑛) time and using expected 𝑂 (𝜖−1 log log log𝑛) energy,
proving Theorem 1.2.

Derandomization. The proof of Theorem 1.3 follows from a de-

randomization of our basic subroutine, which elects a leader in

𝑂 (log 𝑓 −1) time with 𝑂 (𝑛−1 log 𝑓 −1) energy in No-CD. In Theo-

rem 1.3, we consider the deterministic setting where the number

of devices 𝑛 satisfies 𝑛/2 < 𝑛 ≤ 𝑛 and each device has a unique

identifier in [𝑁 ]. To derandomize our basic subroutine, we set

𝑓 = 2

−Ω
(
𝑛 log

𝑁
𝑛

)
<

1∑
𝑛∈(𝑛/2,𝑛]

(𝑁
𝑛

)
and apply a union bound over all size-𝑛 subsets of [𝑁 ] for 𝑛/2 <

𝑛 ≤ 𝑛. Our choice of 𝑓 implies that the resulting deterministic algo-

rithm has time complexity 𝑂 (log 𝑓 −1) = 𝑂

(
𝑛 log 𝑁

𝑛

)
and energy

complexity 𝑂 (𝑛−1 log 𝑓 −1) = 𝑂

(
log

𝑁
𝑛

)
, as required.

1.6 Organization
In Section 2, we present an Ω(log log𝑛) energy lower bound for Las
Vegas leader election algorithms in No-CD, proving Theorem 1.1.

In Section 3, we present our basic subroutine which we use in

our randomized algorithms, and we derandomize it to obtain an

optimal deterministic leader election algorithm in No-CD, proving
Theorem 1.3. In Section 4, we present a framework for designing

leader election algorithms and use it to reprove the result of [30]

that in No-CD a leader can be elected in expected 𝑂 (log𝑛) time

and using expected 𝑂 (log log𝑛) energy.

Due to the page constraint, the proof of Theorem 1.2 is left to

the full version of the paper [16]. Using our framework, in [16]

we present a leader election algorithm in the Sender-CD model

that finishes in expected 𝑂 (log1+𝜖 𝑛) time and using expected

𝑂 (𝜖−1 log log log𝑛) energy.

2 A TIGHT ENERGY LOWER BOUND FOR
LAS VEGAS ALGORITHMS

In this section we prove Theorem 1.1, which gives an expected

Ω(log log𝑛) energy lower bound for any randomized algorithm A
in the No-CDmodel that works for an unknown number of devices

𝑛 and has a finite expected time complexity. In fact, we will prove

the following stronger lower bound: With constant probability,

the average energy cost among all 𝑛 devices is Ω(log log𝑛) in an

execution of A on 𝑛 devices.

Successful transmission. Instead of working with the leader elec-

tion problem directly, we will consider the easier problem of having

just one successful transmission, which is defined as follows. We say

that a successful transmission occurs in a round if there is exactly

one device transmitting in this round and there is at least one device

listening in this round. We allow some devices to be idle when a

successful transmission occurs. As we only consider the No-CD
model in this section, the feedback from the communication chan-

nel is always silence if there is no successful transmission, so every

device does not receive external information.

Description of an algorithm. Recall that in the deterministic set-

ting, we assume each device 𝑣 has a unique identifier ID(𝑣) ∈ [𝑁 ],
where the size of ID space 𝑁 is a global knowledge. As we do

not care about the behavior of the algorithm after the first suc-

cessful transmission, we may assume that a deterministic algo-

rithm A is specified by a mapping 𝜙 from the ID space 𝑥 ∈ [𝑁 ]
to an infinite sequence of actions (𝑎1 (𝑥), 𝑎2 (𝑥), . . .), where each
𝑎𝑖 (𝑥) ∈ {transmit, listen, idle} specifies the action of a device 𝑣

with ID(𝑣) = 𝑥 in the 𝑖th round, assuming that the channel feed-

back is always silent whenever 𝑣 listens in the first 𝑖 − 1 rounds.

Similarly, a randomized algorithm A is specified by a distribution

D of infinite sequences of actions (𝑎1, 𝑎2, . . .). When a device 𝑣 runs

a randomized algorithmA, it uses its private random bits to sample

(𝑎1, 𝑎2, . . .) ∼ D to determine its action 𝑎𝑖 ∈ {transmit, listen, idle}
in each round 𝑖 if the channel feedback is always silent whenever

𝑣 listens in the first 𝑖 − 1 rounds. Throughout this section, we use

the above notation for describing a deterministic or a randomized

algorithm A.
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Deterministic energy lower bound. Our proof of Theorem 1.1

relies on transforming deterministic lower bounds into randomized

lower bounds. We first prove an Ω(log 𝑁
𝑛 ) energy lower bound for

deterministic algorithms in No-CD. This lower bound is a slightly

stronger version of [15, Theorem 3] which considers the average
energy cost.

Lemma 2.1 (Generalization of [15, Theorem 3]). Let 𝑁 be the size
of the ID space, and let 2 ≤ 𝑛 ≤ 𝑁 /2 be the number of devices. We al-
low both 𝑁 and 𝑛 to be global knowledge. Let A be any deterministic
algorithm in the No-CDmodel that guarantees a successful transmis-
sion in the first 𝑡 rounds for any choice of the size-𝑛 subset 𝑉 ⊆ [𝑁 ]
of devices. Let

𝑘 𝑗 = | {𝑎𝑖 ( 𝑗) : (𝑖 ∈ [𝑡]) ∧ (𝑎𝑖 ( 𝑗) ≠ idle)} |
be the energy cost of a device with ID 𝑗 in the first 𝑡 rounds assuming
that the channel feedback is always silent. Then we have

1

𝑁

𝑁∑
𝑗=1

𝑘 𝑗 = Ω

(
log

𝑁

𝑛

)
.

Proof. Re-order the 𝑁 values {𝑘1, 𝑘2, . . . , 𝑘𝑁 } such that 𝑘1 ≤
𝑘2 ≤ · · · ≤ 𝑘𝑁 . We will prove that 𝑘𝑁 /2 = Ω(log 𝑁

𝑛 ), so the average
value satisfies

1

𝑁

∑𝑁
𝑗=1 𝑘 𝑗 ≥

1

𝑁
· ( 𝑁

2
·𝑘𝑁 /2) = Ω(log 𝑁

𝑛 ), as required.
We consider a random sequence {𝑏𝑖 }𝑡𝑖=1 where each 𝑏𝑖 is uni-

formly randomly sampled from {listen, transmit}. We say {𝑏𝑖 }𝑡𝑖=1
matches a sequence {𝑎𝑖 ( 𝑗)}𝑡𝑖=1 if for any 𝑖 , either 𝑎𝑖 ( 𝑗) = idle, or
𝑎𝑖 ( 𝑗) = 𝑏𝑖 . For each 𝑗 ∈ [𝑁

2
], since there are 𝑘 𝑗 listen or transmit

actions in the sequence {𝑎𝑖 ( 𝑗)}𝑡𝑖=1, it is easy to see that

Pr[{𝑏𝑖 }𝑡𝑖=1 matches {𝑎𝑖 ( 𝑗)}𝑡𝑖=1] =
1

2
𝑘 𝑗

≥ 1

2
𝑘𝑁 /2

.

Thus in expectation {𝑏𝑖 }𝑡𝑖=1 matches 𝑁 /2𝑘𝑁 /2+1
number of action

sequences in [𝑁
2
]. This means there must exist some {𝑏𝑖 }𝑡𝑖=1 that

matches at least 𝑁 /2𝑘𝑁 /2+1
number of action sequences in [𝑁

2
]. Let

𝑉 ⊆ [𝑁
2
] denote the set of devices that this {𝑏𝑖 }𝑡𝑖=1 matches with,

and we have |𝑉 | ≥ 𝑁 /2𝑘𝑁 /2+1
.

The algorithm A cannot be correct on any set 𝑉 ′ ⊆ 𝑉 , because

in any round all the devices in 𝑉 ′
either all perform actions in

{listen, idle}, or all perform actions in {transmit, idle}, so there

does not exist a round where exactly one device transmits and at

least one device listens. Since the algorithm A is correct on all

sets of size 𝑛, we must have 𝑛 > |𝑉 | ≥ 𝑁 /2𝑘𝑁 /2+1
, which gives

𝑘𝑁 /2 = Ω(log 𝑁
𝑛 ). □

Randomized energy lower bound. Next, we prove the following
energy lower bound for algorithms with success probability 𝑓 using

a reduction from the previous Ω(log 𝑁
𝑛 ) energy lower bound for

deterministic algorithms in No-CD.
Note that if 𝑓 ≥ (8𝑒)−𝑛 , then 1

𝑛 log
1

𝑓
= log(8𝑒) ≤ 5, so

Ω(𝑛−1 log 𝑓 −1) becomes Ω(1), which is a trivial lower bound for

leader election as well as many non-trivial tasks. In this sense the

assumption 𝑓 < (8𝑒)−𝑛 in the following lemma is justified.

Lemma 2.2 (Energy lower bound for algorithms with error proba-

bility 𝑓 ). Let 0 < 𝑓 < (8𝑒)−𝑛 . Let A be a randomized algorithm in
the No-CD model that satisfies the following. When A is executed

on a network of 𝑛 devices, with probability at least 1 − 𝑓 , a successful
transmission occurs in the first 𝑡 rounds. We allow both parameters 𝑛
and 𝑓 to be global knowledge.

Then there exists an integer 𝑁 = Θ
(
𝑛 · (1/𝑓 )1/𝑛

)
such that the

following is satisfied. Define 𝑘1, 𝑘2, . . . , 𝑘𝑁 as independent random
variables

𝑘 𝑗 = | {𝑎𝑖 ( 𝑗) : (𝑖 ∈ [𝑡]) ∧ (𝑎𝑖 ( 𝑗) ≠ idle)} | ,
where (𝑎1 ( 𝑗), 𝑎2 ( 𝑗), . . .) ∼ D,

As a result, the expected value of each 𝑘 𝑗 is Ω(𝑛−1 log 𝑓 −1).

Proof. Let𝑁 be the largest integer that satisfies

(𝑁
𝑛

)
< 1

4𝑓
. Since

𝑓 < (8𝑒)−𝑛 and

(
2𝑛
𝑛

)
≤ (2𝑒)𝑛 , we must have 𝑁 ≥ 2𝑛. By definition

we have

1

4𝑓
≤

(
𝑁 + 1

𝑛

)
=

(
𝑁

𝑛

)
· 𝑁 + 1

𝑁 − 𝑛 + 1

≤ 2 ·
(
𝑁

𝑛

)
.

Thus we have
1

𝑓
= Θ

( (𝑁
𝑛

) )
, and hence log

1

𝑓
= Θ

(
𝑛 · log 𝑁

𝑛

)
and

𝑁 = Θ
(
𝑛 · (1/𝑓 )1/𝑛

)
.

Consider the ID space [𝑁 ]. For each 𝑗 ∈ [𝑁 ], we fix the private
random bits for the device 𝑣 with ID(𝑣) independently, and let

(𝑎1 ( 𝑗), 𝑎2 ( 𝑗), . . .) ∼ D
be the actions of 𝑣 for each round 𝑖 when running A using its

private random bits, assuming that the channel feedback is always

silent whenever 𝑣 listens in the first 𝑖 − 1 rounds. We also define

𝑘 𝑗 = | {𝑎𝑖 ( 𝑗) : (𝑖 ∈ [𝑡]) ∧ (𝑎𝑖 ( 𝑗) ≠ idle)} | .
For a fixed subset 𝑆 of𝑛 devices of [𝑁 ], the algorithmA executed

on 𝑆 guarantees a successful transmission within the first 𝑡 rounds

with probability at least 1 − 𝑓 . We define 𝑋 to be the event that

for all subsets 𝑆 of 𝑛 devices of [𝑁 ], A successfully elects a leader.

Note that 𝑋 depends on the private random bits used in sampling

(𝑎1 ( 𝑗), 𝑎2 ( 𝑗), . . .) ∼ D for all 𝑗 ∈ [𝑁 ]. Using a union bound, and

since

(𝑁
𝑛

)
< 1

4𝑓
,

Pr[𝑋 ] ≥ 1 − 𝑓 ·
(
𝑁

𝑛

)
≥ 3

4

.

If for some fixed random bits the event 𝑋 happens, then the

algorithm A with those fixed random bits yields a deterministic

algorithm for ID space [𝑁 ]. The Ω(log 𝑁
𝑛 ) energy lower bound

of Lemma 2.1 then implies that the lower bound
1

𝑁

∑𝑁
𝑗=1 𝑘 𝑗 =

Ω
(
log

𝑁
𝑛

)
holds whenever 𝑋 happens. Thus we have

Pr


1

𝑁

𝑁∑
𝑗=1

𝑘 𝑗 = Ω

(
1

𝑛
log

1

𝑓

) = Pr


1

𝑁

𝑁∑
𝑗=1

𝑘 𝑗 = Ω

(
log

𝑁

𝑛

) ≥ 3

4

.

□

In the following, we apply Lemma 2.2 to analyze the energy

complexity of any algorithm A meeting the conditions specified in

Theorem 1.1.

Lemma 2.3 (Ω(log 𝑡) energy in 𝑡 rounds). Let A be a randomized
leader election algorithm in the No-CD model that works for any
unknown number of devices 𝑛 ≥ 2, and it has a finite expected time
complexity for some 𝑛 = 𝑛∗.
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Then there exists an infinite set 𝑆 of positive integers such that

for any 𝑡 ∈ 𝑆 , there exists an integer 𝑁 = Θ
(
𝑡1/𝑛

∗
)
such that the

following is satisfied. Define 𝑘1, 𝑘2, . . . , 𝑘𝑁 as independent random
variables

𝑘 𝑗 = | {𝑎𝑖 ( 𝑗) : (𝑖 ∈ [𝑡]) ∧ (𝑎𝑖 ( 𝑗) ≠ idle)} | ,
where (𝑎1 ( 𝑗), 𝑎2 ( 𝑗), . . .) ∼ D,

representing the energy cost of A for a device 𝑣 with ID(𝑣) = 𝑗 in the
first 𝑡 rounds assuming that the channel feedback is always silent.
Then we have

Pr


1

𝑁

𝑁∑
𝑗=1

𝑘 𝑗 = Ω (log 𝑡)
 ≥ 3

4

.

In particular, the expected value of each 𝑘 𝑗 is Ω(log 𝑡).

Proof. The expected time of A when running on 𝑛∗ devices is
∞∑
𝑡=1

Pr[A doesn’t finish in 𝑡 rounds when running on 𝑛∗ devices] .

Since we assume this expected time is finite, and

∑∞
𝑡=1

1

𝑡 = ∞, there

must exist an infinite set 𝑆 of positive integers such that for any

𝑡 ∈ 𝑆 ,

Pr[A doesn’t finish in 𝑡 rounds when running on 𝑛∗ devices] ≤ 1

𝑡
.

Fix any 𝑡 ∈ 𝑆 . If we run A on 𝑛∗ devices, then A successfully

elects a leader within the first 𝑡 rounds with probability at least

1 − 1

𝑡 . In particular, it guarantees a successful transmission within

the first 𝑡 rounds with probability at least 1 − 1

𝑡 .

Therefore, applying Lemma 2.2 with 𝑓 = 1/𝑡 , 𝑛 = 𝑛∗, and since

𝑛∗ is a fixed constant, there exists an integer 𝑁 = Θ
(
𝑛∗ · 𝑡1/𝑛∗

)
=

Θ
(
𝑡1/𝑛

∗
)
such that the conclusion of this lemma is satisfied. Al-

though the criterion 0 < 𝑓 < (8𝑒)−𝑛 needed for applying Lemma 2.2

might not be met when 𝑡 is small, the set 𝑆 excluding those small 𝑡

is still infinite. □

The last missing piece is the following lemma that shows an

Ω(log𝑛) time lower bound when the algorithm succeeds with con-

stant probability. The proof of this lemma follows from the same

proof argument of [34, Theorem 5.2], which shows an Ω(log𝑛)
expected time lower bound, so here we only include a proof sketch.

We note that the purpose of the technical condition

√
𝑛 ≤ 𝑛 ≤ 𝑛 in

the lemma is to ensure that the Ω(log log𝑛) energy lower bound

in Theorem 1.1 applies to infinitely many 𝑛.

Lemma 2.4 (Ω(log𝑛) time for constant success probability [34]).
Let A be a randomized algorithm in the Sender-CD model such that
for any known integer 𝑛 ≥ 2, for any unknown number of devices√
𝑛 ≤ 𝑛 ≤ 𝑛, the probability that a collision-free transmission occurs

by time 𝑇 (𝑛) in an execution of A on 𝑛 devices is at least 1/4. Then
we have 𝑇 (𝑛) = Ω(log𝑛).

Proof sketch. Following the terminology of [34], for any two

sets 𝐹, 𝐻 ⊆ [𝑁 ], we say that 𝐹 hits 𝐻 if |𝐹 ∩ 𝐻 | = 1. In Theorem

3.1 of [2], it was shown that given any integer 𝑁 ≥ 2, there exists

a multisetH of subsets 𝐻 ⊆ [𝑁 ] such that every subset 𝐹 ⊆ [𝑁 ]

hits at most 𝑂

(
1

log𝑁

)
fraction ofH . In fact this result also holds

with the additional requirement that each subset 𝐻 in the multiset

H has size

√
𝑁 ≤ |𝐻 | ≤ 𝑁 . This follows from a straightforward

extension of the original proof of [2], and for simplicity we omit it.

We follow the same proof strategy as Theorem 5.2 of [34] which

proves an Ω(log𝑛) expected time lower bound using Theorem 3.1

of [2]. Construct the multiset H with 𝑁 = 𝑛. For each set 𝐻 ⊆ [𝑛]
in the multisetH , consider running the algorithmA on the devices

in 𝐻 . In each round, a collision-free transmission occurs if and only

if the set of the transmitting devices 𝐹 ⊆ [𝑛] hits the set 𝐻 . Since

any set 𝐹 hits at most 𝑂

(
1

log𝑛

)
fraction ofH , in order to achieve

a success probability of 1/4, A needs to run for at least Ω(log𝑛)
rounds. □

Now we are ready to prove Theorem 1.1 by combining the

Ω(log𝑛) time lower bound in Lemma 2.4 with the Ω(log 𝑡) energy
lower bound in Lemma 2.3.

Theorem 1.1 (Energy lower bound for Las Vegas algorithms). Let
A be a randomized leader election algorithm in the No-CD model.
We write 𝑇 (𝑛) and 𝐸 (𝑛) to denote the expected time and energy
complexities of A. Suppose there is some integer 𝑛∗ ≥ 2 such the
expected time 𝑇 (𝑛∗) of the algorithm A when running on 𝑛 = 𝑛∗

devices is finite. Then there exist infinite number of network sizes 𝑛
such that 𝐸 (𝑛) = Ω(log log𝑛).

Proof. From Lemma 2.4 we have that there exists a constant

𝑐 > 0 such that for each integer 𝑛 ≥ 2, there exists an integer√
𝑛 ≤ 𝑛 ≤ 𝑛 such that when running A on 𝑛 devices, we have

Pr [ no successful transmission in the first 𝑐 log𝑛 rounds ] ≥ 3/4.
(1)

Let 𝑆 be the infinite set obtained from applying Lemma 2.3 with

the algorithm A. Consider any 𝑡 ∈ 𝑆 . Choose 𝑛 = 2
2𝑡/𝑐

, and then

pick an integer

√
𝑛 ≤ 𝑛 ≤ 𝑛 such that when runningA on𝑛 devices,

Eq. (1) holds. The existence of such an integer 𝑛 is guaranteed by

Lemma 2.4.

Our choice of 𝑛 ensures that 𝑡 ≤ 𝑐 log𝑛, so Eq. (1) implies that

when running A on 𝑛 devices, with probability at least 3/4, no
successful transmission occurs within the first 𝑡 = Θ(log𝑛) rounds.

Consider the integer integer 𝑁 = Θ
(
𝑡1/𝑛

∗
)
in Lemma 2.3. Let 𝑘

denote the average energy used by the first 𝑁 devices in 𝑡 rounds.

Lemma 2.3 implies that

Pr[𝑘 ≥ Ω(log 𝑡)] ≥ 3/4. (2)

Combining Eq. (1) and (2) with a union bound, we obtain that

with probability at least 1/2, when runningA on 𝑛 devices, there is

at least one device that uses at least Ω(log 𝑡) = Ω(log log𝑛) energy.
Since there are infinitely many 𝑡 ∈ 𝑆 , we are able to select infinitely

many 𝑛 such that the Ω(log log𝑛) lower bound holds.

For the rest of the proof, we extend the above argument to show

that in fact with probability at least 1/2, when running A on 𝑛 de-

vices, the average energy cost per device is Ω(log 𝑡) = Ω(log log𝑛),
so the expected energy cost per device is indeed Ω(log log𝑛).

Let 𝑣1, 𝑣2, . . . , 𝑣𝑛 denote the 𝑛 devices. For each 𝑗 ∈ [𝑛], let 𝑘 𝑗 be
the random variable representing the energy cost ofA for 𝑣 𝑗 in the

first 𝑡 rounds assuming that the channel feedback is always silent.
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It is clear that 𝑘1, 𝑘2, . . . , 𝑘𝑛 are independent, and each 𝑘 𝑗 depends

only on the private random bits in 𝑣 𝑗 . It suffices to show that

Pr


1

𝑛

𝑛∑
𝑗=1

𝑘 𝑗 = Ω (log 𝑡)
 ≥ 3

4

.

To prove this bound, we partition {𝑘1, 𝑘2, . . . , 𝑘𝑛} into ⌊𝑛/𝑁 ⌋
disjoint groups of size exactly 𝑁 and at most one leftover group.

For each group, with probability at least 3/4, the average value is
Ω(log 𝑡). Applying a Chernoff bound over all ⌊𝑛/𝑁 ⌋ disjoint groups
of size 𝑁 , we obtain that the average value of {𝑘1, 𝑘2, . . . , 𝑘𝑛} is
Ω(log 𝑡) with probability 1 − 𝑒−Ω (𝑛/𝑁 ) = 1 − 𝑒−Ω (𝑛/log𝑛) ≫ 3/4,
as long as 𝑛 is sufficiently large, as 𝑁 = 𝑂

(
𝑡1/𝑛

∗
)
= 𝑜 (log𝑛). □

3 LEADER ELECTIONWITH A NETWORK
SIZE ESTIMATE

For upper bounds, we begin with the case where an estimate𝑛 of the

actual number of devices 𝑛 is given. Given a parameter 0 < 𝑓 < 1,

our task is to elect a leader with probability 1− 𝑓 when the estimate

𝑛 satisfies 𝑛/2 < 𝑛 ≤ 𝑛.

In this section, we design an algorithm solving this task with

𝑂 (log 𝑓 −1) time and 𝑂 (𝑛−1 log 𝑓 −1) energy in the No-CD model.

In Section 3.1 we extend this algorithm to deal with multiple pairs

of (𝑛, 𝑓 ), and the resulting algorithm will later be used as a sub-

routine in our leader election algorithms for the more challenging

scenario where the number of devices 𝑛 is completely unknown.

In Section 3.2, we derandomize our algorithm to give an optimal

deterministic leader election algorithm.

Balls-into-bins. We need the following balls-into-bins lemma. In

this lemma we care about a subset of the bins, which we call “good”

bins, and the rest of the bins are called “bad” bins. The goal of this

lemma is to analyze the number of good bins that contain exactly

one ball.

In Lemma 3.1, the numbers 𝛼𝑁 and 𝛾𝑁 are not required to be

integers, but 𝑛 = 𝛽𝑁 must be an integer, as it specifies the number

of balls in a balls-into-bins experiment.

Lemma 3.1 (Number of good bins with exactly one ball). Let 𝑁 be
an integer. Let 𝛼, 𝛽,𝛾 ∈ (0, 1) be three numbers satisfying 𝛼 > 2𝛽 +𝛾 .
Let 𝑡 be any parameter such that 𝑡 < 𝛼 − 2𝛽 − 𝛾 . There are 𝑛 = 𝛽𝑁

balls and 𝑁 bins. Among the bins there are at least 𝛼𝑁 good bins, and
the rest of the bins are called bad bins.

Consider the following balls-into-bins experiment. For each ball,
there is an arbitrary subset of at least (1−𝛾)𝑁 bins such that the ball
is uniformly randomly thrown into one of the bins in this subset. With

probability at least 1 − 𝑒−
𝑡2𝑛
2 , there exist at least (𝛼 − 2𝛽 − 𝛾 − 𝑡)𝑛

good bins that contain exactly one ball.

Proof. We use a random variable 𝑌 to denote the total number

of good bins that contain exactly one ball.

We define 𝑛 random variables 𝑋1, 𝑋2, . . . , 𝑋𝑛 ∈ {−1, 0, 1} as fol-
lows. Before throwing the 𝑖th ball into a random bin, we first reorder

the bins in such a way that the good bins that are empty are in the

front, so the first (𝛼 − 𝛽)𝑁 bins are always empty good bins. We

define

𝑋𝑖 =


1 if the 𝑖th ball is thrown into the first (𝛼 − 𝛽)𝑁 bins,

0 if the 𝑖th ball is thrown into a bad bin,

−1 otherwise.

We have 𝑌 ≥ ∑𝑛
𝑖=1 𝑋𝑖 . This is because for each 𝑖 , if 𝑋𝑖 = 1 (the

ball is thrown into an empty good bin), 𝑌 increases by 1, and if

𝑋𝑖 = −1 (the ball is thrown into a possibly non-empty good bin), 𝑌

decreases by at most 1.

Observe that the 𝑋𝑖 ’s are independent, and ∀𝑖 ∈ [𝑛], we have
Pr[𝑋𝑖 = 1] ≥ (𝛼 − 𝛽 − 𝛾)/(1 − 𝛾) and Pr[𝑋𝑖 = −1] ≤ 𝛽/(1 − 𝛾), so
we have

E[𝑋𝑖 ] ≥ 1 · (𝛼 − 𝛽 − 𝛾)/(1 − 𝛾) + (−1) · 𝛽/(1 − 𝛾) ≥ 𝛼 − 2𝛽 − 𝛾 .

Using Hoeffding’s inequality, together with the fact that 𝑋𝑖 is

bounded within the interval [𝑎𝑖 , 𝑏𝑖 ] with 𝑎𝑖 = −1 and 𝑏𝑖 = 1, we

have

Pr [𝑌 ≤ (𝛼 − 2𝛽 − 𝛾 − 𝑡)𝑛] ≤ Pr

[
𝑛∑
𝑖=1

𝑋𝑖 ≤ (𝛼 − 2𝛽 − 𝛾 − 𝑡)𝑛
]

≤ Pr

[
1

𝑛

𝑛∑
𝑖=1

(𝑋𝑖 − E[𝑋𝑖 ]) ≤ −𝑡
]

≤ exp

(
− 2𝑛2𝑡2∑𝑛

𝑖=1 (𝑏𝑖 − 𝑎𝑖 )2

)
≤ 𝑒−

𝑡2𝑛
2 . □

Using the balls-into-bins procedure of Lemma 3.1 and the ID

assignment procedure from the proof of [12, Lemma 18], we design

the following basic leader election algorithm.

Lemma 3.2 (Basic leader election algorithm). Let 𝑆 be a set of
devices, where all devices in 𝑆 agree on an integer 𝑛′ ≥ 2. There is an
algorithm in the No-CD model achieving the following goals.

• The algorithm costs 𝑂 (𝑛′) time and 𝑂 (1) energy in the worst
case.

• The algorithm elects a leader with probability 1 − 2
−Ω (𝑛′) if

𝑛′/3 ≤ |𝑆 | ≤ 𝑛′.

Proof. We define 𝑁 ′ = 100𝑛′. The algorithm has two phases.

ID assignment. In Phase I, the devices in 𝑆 contend for the IDs

in the ID space [𝑁 ′]. Each device 𝑣 first picks a single transmitting
ID uniformly at random from [𝑁 ′] and then picks 30 listening IDs
uniformly at random from the remaining 𝑁 ′−1 IDs with duplicates.

For each 𝑖 ∈ [𝑁 ′], there are two rounds, and each device has

three possible actions:

(1) If 𝑖 is a transmitting ID for the device 𝑣 , then 𝑣 transmits in

the first round and listens in the second round.

(2) If 𝑖 is a listening ID for the device 𝑣 , then 𝑣 listens in the

first round, and 𝑣 transmits in the second round if 𝑣 received

a message in the first round, otherwise 𝑣 stays idle in the

second round.

(3) If 𝑖 is neither a transmitting ID nor a listening ID for the

device 𝑣 , then 𝑣 stays idle in both two rounds.

If 𝑖 is a transmitting ID for a device 𝑣 and 𝑣 receives a message

in the second round, then the ID 𝑖 is assigned to this device 𝑣 . It is
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straightforward to verify that each ID is assigned to at most one

device. The algorithm costs 𝑂 (𝑛′) time and 𝑂 (1) energy. We write

𝑆 ′ ⊆ 𝑆 to denote the set of the devices that are assigned IDs.

Leader election. In Phase II, the devices in 𝑆 ′ elect a leader by run-
ning the deterministic algorithm of [15, Theorem 2] over the space

[𝑁 ′]. The algorithm costs 𝑂 (𝑁 ′) = 𝑂 (𝑛′) time and 𝑂

(
log

𝑁 ′

|𝑆′ |

)
energy.

For the case 𝑛′/3 ≤ |𝑆 | ≤ 𝑛′, we will later show that with

probability 1− 2
−Ω (𝑛′)

we have |𝑆 ′ | = Θ(𝑁 ′), so the leader election
algorithm of [15, Theorem 2] costs 𝑂 (1) energy, as required. To
ensure that the energy usage of our algorithm never exceeds 𝑂 (1),
we let each device stop participating in the leader algorithm once

its energy usage exceeds the required upper bound 𝑂 (1).

Analysis. For the rest of the proof, we show that with probability

1 − 2
−Ω (𝑛′)

, the number of IDs that are assigned is Θ(𝑁 ′). Recall
that an ID 𝑖 ∈ [𝑁 ′] is assigned if it is a listening ID for exactly one

device and a transmitting ID for exactly one device.

First, consider the listening IDs. We use Lemma 3.1 with 𝑁 = 𝑁 ′
,

𝛼 = 1, 𝛽 = 30|𝑆 |/𝑁 ′
, 𝛾 = 1/𝑁 ′

, and 𝑡 = 1/200. Here we interpret
the ID space [𝑁 ′] as 𝑁 = 𝑁 ′

bins, where all of them are good. The

30|𝑆 | = 𝛽𝑁 ′
random choices of listening IDs are seen as 𝛽𝑁 ′

balls.

Each ball is thrown to a random bin in a subset of 𝑁 ′−1 = (1−𝛾)𝑁
bins. We have 0.1 ≤ 𝛽 ≤ 0.3 since 𝑛′/3 ≤ |𝑆 | ≤ 𝑛′ and 𝑁 ′ =

100𝑛′. We have 𝛾 ≤ 1/200 since 𝑛′ ≥ 2 and 𝑁 ′ = 100𝑛′. Hence
𝛼 − 2𝛽 − 𝛾 − 𝑡 ≥ 1 − 0.6 − 0.005 − 0.005 > 1/3, so the probability

that the number of IDs in [𝑁 ] that are assigned as a listening ID to

exactly one device is at least (𝛼 − 2𝛽 − 𝛾 − 𝑡)𝛽𝑁 ≥ 𝛽𝑁 /3 ≥ 𝑁 /30
with probability at least 1 − 2

−Ω (𝑛′)
, by Lemma 3.1.

Next, consider the transmitting IDs. We use Lemma 3.1 with

𝑁 = 𝑁 ′
, 𝛼 = 1/30, 𝛽 = |𝑆 |/𝑁 ′

, 𝛾 = 0, and 𝑡 = 0.01. Again, we

interpret the ID space [𝑁 ′] as 𝑁 = 𝑁 ′
bins, but only the ones

assigned as a listening ID to exactly one device are considered

good. In the following analysis, we condition on the event that the

number of IDs assigned as a listening ID to exactly one device is

at least 𝑁 /30 = 𝛼𝑁 ′
, which occurs with probability 1 − 2

−Ω (𝑛′)
.

The |𝑆 | = 𝛽𝑁 ′
random choices transmitting IDs are seen as 𝛽𝑁 ′

balls. Each ball is thrown to a bin uniformly at random from the

set of all 𝑁 ′ = (1 − 𝛾)𝑁 bins. We have 0.01/3 ≤ 𝛽 ≤ 0.01 since

𝑛′/3 ≤ |𝑆 | ≤ 𝑛′ and 𝑁 ′ = 100𝑛′. Hence 𝛼 − 2𝛽 − 𝛾 − 𝑡 ≥ 1/30 −
0.02 − 0 − 0.01 = 1/300, and the probability that the number of

IDs in [𝑁 ] that are assigned as a transmitting ID to exactly one

device and assigned as a listening ID to exactly one device is at

least (𝛼 − 2𝛽 − 𝛾 − 𝑡)𝛽𝑁 ≥ 𝛽𝑁 /300 ≥ 𝑁 /90000 with probability at

least 1 − 2
−Ω (𝑛′)

, as required. □

Main algorithm. We extend Lemma 3.2 to cope with a general

failure probability parameter 0 < 𝑓 < 1. We show that leader

election can be done in worst-case 𝑂 (log 𝑓 −1) time and expected

𝑂 (𝑛−1 log 𝑓 −1) energy, see Theorem 3.1 for the precise specification

of our algorithm. Later in Section 3.2 we will show that both the

time and energy complexities of our algorithm are optimal.

Since the expected energy cost 𝑂 (𝑛−1 log 𝑓 −1) can be much

smaller than one, it is implicit in the statement of Theorem 3.1

that each device participates in the algorithm with probability

𝑝 = min{1,𝑂 (𝑛−1 log 𝑓 −1)} independently. If a device 𝑣 chooses

to not participate in the algorithm, then 𝑣 stays idle throughout

the algorithm and its energy usage is zero. If a device 𝑣 chooses to

participate in the algorithm, then the energy cost of 𝑣 is at most

𝑂 (1 + 𝑛−1 log 𝑓 −1).
In Theorem 3.1, we do not require all devices to be informed

whether a leader is elected by the end of the algorithm. Indeed, if

𝑓 = 2
−𝑜 (𝑛)

, then the expected energy cost is much less than one,

so a majority of the devices do not participate in the algorithm at

all, and these devices cannot know the outcome of the algorithm

as they remain idle throughout the algorithm.

We can allocate one additional round after running the algorithm

of Theorem 3.1 to let the elected leader speak to the rest of the

devices. This costs one unit of energy for all devices. We choose to

not include this step in the algorithm of Theorem 3.1 because this

will break the bound 𝑂 (𝑛−1 log 𝑓 −1) of the expected energy cost.

Of course, for the case 𝑛−1 log 𝑓 −1 = Ω(1), we can assume that the

outcome of the leader election is known to all devices.

Theorem 3.1 (Leader election given a network size estimate 𝑛).
Given a number 0 < 𝑓 < 1 and an integer𝑛 ≥ 2, there is an algorithm
A achieving the following goals.

Expected energy: The expected energy cost for a device is
𝑂 (𝑛−1 log 𝑓 −1).

Worst-case energy: The worst-case energy cost for a device is
𝑂 (1 + 𝑛−1 log 𝑓 −1).

Time: The time complexity of the algorithm is 𝑂 (log 𝑓 −1),
which is a fixed number independent of the random bits used
by the algorithm.

Leader election: By the end of the algorithm, at most one device
identifies itself as a leader. If 𝑛/2 < 𝑛 ≤ 𝑛, then the probability
that no leader is elected is at most 𝑓 .

Proof. For each integer 2 ≤ 𝑛′ ≤ 𝑛, we define 𝑓1 = 2
−Ω (𝑛′)

to be the failure probability of leader election in Lemma 3.2 with

parameter 𝑛′, and we define 𝑓2 = 2
−Ω (𝑛′)

to be the probability

defined as follows. Assuming that the actual network size 𝑛 satisfies

𝑛/2 < 𝑛 ≤ 𝑛, pick a subset of devices 𝑆 by including each device

with probability 0.9 · (𝑛′/𝑛) independently. Let 𝑓2 be the maximum

probability that the inequality 𝑛′/3 ≤ |𝑆 | ≤ 𝑛′ does not hold,
where the maximum ranges over all 𝑛 satisfying 𝑛/2 < 𝑛 ≤ 𝑛. By a

Chernoff bound, we have 𝑓2 = 2
−Ω (𝑛′)

.

Suppose that there exists a number 2 ≤ 𝑛′ ≤ 𝑛 satisfying 𝑓1+𝑓2 ≤
𝑓 , thenwe simply pick a subset of devices 𝑆 by including each device

with probability 0.9·(𝑛′/𝑛) and run the algorithm of Lemma 3.2 with

𝑛′ and 𝑆 . Such a number 𝑛′ must satisfies 𝑛′ = 𝑂 (log 𝑓 −1), so each

device participates in the algorithm with probability 0.9 · (𝑛′/𝑛) =
𝑂 (𝑛−1 log 𝑓 −1) independently. Since the energy cost in Lemma 3.2

is 𝑂 (1), the expected and worst-case energy cost of our algorithm

are𝑂 (𝑛−1 log 𝑓 −1) and𝑂 (1). By Lemma 3.2, the time complexity of

our algorithm is 𝑂 (𝑛′) = 𝑂 (log 𝑓 −1). A leader is guaranteed to be

elected if 𝑛′/3 ≤ |𝑆 | ≤ 𝑛′ and the algorithm of Lemma 3.2 succeeds.

This occurs with probability at least 1 − 𝑓1 − 𝑓2 = 1 − 𝑓 whenever

𝑛/2 < 𝑛 ≤ 𝑛.

Suppose that there does not exist a number 2 ≤ 𝑛′ ≤ 𝑛 with

𝑓1 + 𝑓2 ≤ 𝑓 . Then we must have 𝑓 = 2
−Ω (𝑛)

and so 𝑛−1 log 𝑓 −1 =

Ω(1). In this case, we simply let 𝑆 be the set of all devices and run the

algorithm of Lemma 3.2 with 𝑛′ = 𝑛 for 𝐶 = Θ(𝑛−1 log 𝑓 −1) times.

For the case 𝑛/2 < 𝑛 ≤ 𝑛, the probability that no leader is elected
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in all 𝐶 iterations is 2
−Ω (𝐶𝑛) = 2

−Ω (log 𝑓 −1)
, which can be made

at most 𝑓 by selecting 𝐶 = Θ(𝑛−1 log 𝑓 −1) to be sufficiently large.

From the time and energy complexities specified in Lemma 3.2,

it is clear the our algorithm satisfies all the requirements in the

statement of Theorem 3.1. □

3.1 Multiple Instances
Suppose that we are given 𝑘 pairs (𝑛1, 𝑐1), (𝑛2, 𝑐2), . . . , (𝑛𝑘 , 𝑐𝑘 ) such
that we need to invoke the algorithm of Theorem 3.1 with param-

eters 𝑛𝑖 and 𝑓 = 2
−𝑐𝑖

for each 1 ≤ 𝑖 ≤ 𝑘 . A simple calculation

shows that the worst-case energy complexity of the combined al-

gorithm is 𝑂

(
𝑘 + ∑𝑘

𝑗=1 𝑐𝑖𝑛𝑖
−1

)
. This bound can be improved to

𝑂

(
1 + ∑𝑘

𝑗=1 𝑐𝑖𝑛𝑖
−1

)
at the cost of allowing the random bits used in

different executions of the algorithm of Theorem 3.1 to correlate.

Consider the probability 𝑝𝑖 = min{1,𝑂 (𝑛−1
𝑖
𝑐𝑖 )} that a device par-

ticipates in an execution of the algorithm of Theorem 3.1 with pa-

rameters 𝑛 = 𝑛𝑖 and 𝑓 = 2
−𝑐𝑖

. We partition the indices {1, 2, . . . , 𝑘}
into groups [𝑘] = 𝐵1 ∪ 𝐵2 ∪ · · · ∪ 𝐵𝑠 such that 1/2 ≤ ∑

𝑖∈𝐵 𝑗
𝑝𝑖 ≤ 1

for each 1 ≤ 𝑗 < 𝑠 and
∑
𝑖∈𝐵 𝑗

𝑝𝑖 ≤ 1 for 𝑗 = 𝑠 . It is clear that

such a partition exists, and the number 𝑠 of groups is at most

1 + ∑𝑘
𝑗=1 2𝑝 𝑗 = 𝑂

(
1 + ∑𝑘

𝑗=1 𝑐 𝑗𝑛
−1
𝑗

)
.

Consider any group 𝐵 𝑗 . Since
∑
𝑖∈𝐵 𝑗

𝑝𝑖 ≤ 1, we can ensure

that each device only participate in at most one execution of the

algorithm of Theorem 3.1 associated with the indices in 𝐵 𝑗 . Specifi-

cally, we let each device 𝑣 samples a random variable 𝑥 such that

𝑥 = 𝑖 with probability 𝑝𝑖 for each 𝑖 ∈ 𝐵 𝑗 . Then each device 𝑣

participates in the execution of the algorithm of Theorem 3.1 as-

sociated with the index 𝑖 ∈ 𝐵 𝑗 if 𝑥 = 𝑖 . Hence the worst-case en-

ergy cost for invoking the algorithm of Theorem 3.1 for all indices

𝑖 ∈ 𝐵 𝑗 is max𝑖∈𝐵 𝑗
𝑂 (1 + 𝑛−1

𝑖
𝑐𝑖 ) = 𝑂

(
1 + ∑

𝑖∈𝐵 𝑗
𝑐𝑖𝑛

−1
𝑖

)
instead of

the bound 𝑂

(∑
𝑖∈𝐵 𝑗

(
1 + 𝑐𝑖𝑛−1𝑖

) )
= 𝑂

(
|𝐵 𝑗 | +

∑
𝑖∈𝐵 𝑗

𝑐𝑖𝑛
−1
𝑖

)
given

by the straightforward summation.

Going over all groups 𝐵1, 𝐵2, . . . , 𝐵𝑠 , the overall worst-case en-

ergy cost for invoking the algorithm of Theorem 3.1 with parame-

ters (𝑛1, 𝑐1), (𝑛2, 𝑐2), . . . , (𝑛𝑘 , 𝑐𝑘 ) is

𝑂
©«

𝑠∑
𝑗=1

©«1 +
∑
𝑖∈𝐵 𝑗

𝑐𝑖𝑛
−1
𝑖

ª®¬ª®¬ = 𝑂

(
𝑠 +

𝑘∑
𝑖=1

𝑐𝑖𝑛
−1
𝑖

)
= 𝑂

(
1 +

𝑘∑
𝑖=1

𝑐𝑖𝑛
−1
𝑖

)
.

We summarize the discussion as a lemma. This lemma will be

used in the algorithms of Section 4.

Lemma 3.3 (Multiple instances). Given parameters
(𝑛1, 𝑐1), (𝑛2, 𝑐2), . . . , (𝑛𝑘 , 𝑐𝑘 ), there is an algorithm A achiev-
ing the following goals in the No-CD model.

Energy: The worst-case energy cost for a device is

𝑂

(
1 + ∑𝑘

𝑗=1 𝑐 𝑗𝑛
−1
𝑗

)
.

Time: The time complexity of the algorithm is 𝑂
(∑𝑘

𝑗=1 𝑐 𝑗

)
,

which is a fixed number independent of the random bits used
by the algorithm.

Leader election: For each 1 ≤ 𝑗 ≤ 𝑘 , at most one device identi-
fies itself as the 𝑗 th leader. The probability that the 𝑗 th leader
is not elected is at most 2−𝑐 𝑗 if 𝑛 𝑗/2 < 𝑛 ≤ 𝑛 𝑗 .

3.2 Derandomization
By derandomizing Theorem 3.1, we obtain an optimal deterministic

leader election algorithm for the No-CD model with 𝑂 (𝑛 log 𝑁
𝑛 )

time and 𝑂 (log 𝑁
𝑛 ) energy, where the size 𝑁 of the ID space [𝑁 ]

and an estimate 𝑛 of the number of devices 𝑛 such that 𝑛/2 < 𝑛 ≤ 𝑛

are both known to all devices. As we will later see, the optimality of

the deterministic algorithm implies the optimality of Theorem 3.1.

Theorem 1.3 (Optimal deterministic leader election). Suppose that
the size 𝑁 of the ID space [𝑁 ] and an estimate 𝑛 of the number of
devices 𝑛 such that 𝑛/2 < 𝑛 ≤ 𝑛 are both known to all devices. There
is a deterministic leader election algorithm in the No-CD model with

time complexity𝑇 = 𝑂

(
𝑛 log 𝑁

𝑛

)
, energy complexity 𝐸 = 𝑂

(
log

𝑁
𝑛

)
.

Proof. In Theorem 3.1 we pick 𝑓 = 1

1+∑𝑛/2<𝑛≤𝑛 (𝑁𝑛 )
. Consider

an assignment 𝜙 from [𝑁 ] to an infinite sequence of random bits.

When we run the randomized algorithm of Theorem 3.1 on a device

𝑣 with identifier 𝑖 , 𝑣 uses the random bits 𝜙 (𝑖). For each fixed size-𝑛

subset of [𝑁 ] with 𝑛/2 < 𝑛 ≤ 𝑛, the simulation of the randomized

algorithm of Theorem 3.1 successfully elects a leader with probabil-

ity at least 1 − 𝑓 . By a union bound, there is a non-zero probability

that the simulation of the randomized algorithm of Theorem 3.1

succeeds for all size-𝑛 subsets of [𝑁 ] such that 𝑛/2 < 𝑛 ≤ 𝑛. This

non-zero probability implies the existence of a deterministic algo-

rithm that works for all size-𝑛 subsets of [𝑁 ] such that 𝑛/2 < 𝑛 ≤ 𝑛.

Since 𝑛/2 < 𝑛 ≤ 𝑛 and log 𝑓 −1 = 𝑂

(
𝑛 log 𝑁

𝑛

)
, this algorithm has

time complexity 𝑇 = 𝑂 (log 𝑓 −1) = 𝑂

(
𝑛 log 𝑁

𝑛

)
and energy com-

plexity 𝐸 = 𝑂 (𝑛−1 log 𝑓 −1) = 𝑂

(
log

𝑁
𝑛

)
, by Theorem 3.1. □

The algorithm of Theorem 1.3 is both energy-optimal and time-

optimal in No-CD, due to the energy lower bound of Ω
(
log

𝑁
𝑛

)
in [15, Theorem 3] and the time lower bound of Ω

(
𝑛 log 𝑁

𝑛

)
in [18,

Theorem 3.3].

The optimality of Theorem 1.3 implies that Theorem 3.1 the time

𝑂 (log 𝑓 −1) and energy𝑂 (𝑛−1 log 𝑓 −1) complexities of Theorem 3.1

are optimal. If the time complexity of Theorem 1.3 can be made

𝑜 (log 𝑓 −1), then we can derandomize it to give a deterministic

leader election algorithm whose time complexity is 𝑜

(
𝑛 log 𝑁

𝑛

)
,

violating the Ω
(
𝑛 log 𝑁

𝑛

)
lower bound. Similarly, if the energy

complexity of Theorem 1.3 can be made 𝑜 (𝑛−1 log 𝑓 −1), then we

can derandomize it to give a deterministic leader election algorithm

whose energy complexity is 𝑜

(
log

𝑁
𝑛

)
, violating the Ω

(
log

𝑁
𝑛

)
lower bound.

4 LEADER ELECTIONWITH AN UNKNOWN
NUMBER OF DEVICES

In this section, we design randomized leader election algorithms in

the model in the scenario where the number of devices 𝑛 is com-

pletely unknown. In Section 4.1 we describe the framework for our

leader election algorithms. To illustrate the use of our framework.

in Section 4.2, we reprove a result of [30] using our framework that
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in No-CD a leader can be elected in expected 𝑂 (log𝑛) time and

using expected 𝑂 (log log𝑛) energy.

4.1 Basic Framework
Our randomized leader election algorithms proceeds in iterations.

We will specify an infinite sequence of deadlines (𝑑1, 𝑑2, . . .) such
that the 𝑖th iteration finishes by time 𝑂 (𝑑𝑖 ). Alternatively, we re-
quire the algorithm of the 𝑖th iteration to take at most𝑂 (𝑑𝑖 −𝑑𝑖−1)
time, and we let 𝑑0 = 0 for convenience.

One iteration. Each iteration of the algorithm is specified by a

list of pairs of positive integers (𝑛1, 𝑐1), (𝑛2, 𝑐2), . . . , (𝑛𝑘 , 𝑐𝑘 ). Given
such a list, the algorithm of one iteration has the following three

parts.

Using the basic subroutine: In the first part, we

run the algorithm of Lemma 3.3 with parameters

(𝑛1, 𝑐1), (𝑛2, 𝑐2), . . . , (𝑛𝑘 , 𝑐𝑘 ).
Leader election: In the second part, we allocate 𝑂 (𝑘) rounds

to elect one leader among the at most 𝑘 leaders elected

during the execution of the algorithm of Lemma 3.3. More

specifically, we allocate an ID space [𝑁 ] with 𝑁 = 𝑘 . For

each 1 ≤ 𝑗 ≤ 𝑘 , if a device 𝑣 is the 𝑗th leader elected

in Lemma 3.3, then 𝑣 grabs the ID 𝑗 . Then we run the

well-known 𝑂 (𝑁 )-time and 𝑂 (log𝑁 )-energy deterministic

No-CD algorithm [12] to elect a single leader among these

devices. It is possible that a device 𝑣 grabs multiple IDs. In

this case, the ID of 𝑣 in the deterministic algorithm is set to

be the smallest identifier among all identifiers that 𝑣 grabs.

Announcing the result: In the third part, we allocate one

round to let the leader elected during the second part of the

algorithm speak, while all other devices listen. If a leader is

elected, the algorithm terminates. Otherwise, the algorithm

moves on to the next iteration.

It is possible that no leader is elected, as there is no guarantee

that the algorithm of Lemma 3.3 must elect a leader.

Time. The time complexity of the algorithm is dominated by the

round complexity of the first part, which is 𝑂

(∑𝑘
𝑗=1 𝑐 𝑗

)
according

to Lemma 3.3. Here we assume that each 𝑐 𝑗 is a positive integer,

so

∑𝑘
𝑗=1 𝑐 𝑗 ≥ 𝑘 . The number of rounds used by the algorithm is

fixed independent of the randomness, so the time complexity upper

bound holds in the worst case.

Energy. For the first part of the algorithm, the energy complex-

ity is 𝑂

(
1 + ∑𝑘

𝑗=1 𝑐𝑖𝑛
−1
𝑖

)
by Lemma 3.3. For the second part of the

algorithm, the energy cost is 𝑂 (log𝑘) among those devices partici-

pating in the leader election algorithm, and it is zero for the rest of

the devices. For the third part of the algorithm, the energy cost is

one unit for all devices. All these upper bounds hold in the worst

case.

4.2 An 𝑂 (log𝑛)-time and 𝑂 (log log𝑛)-energy
Algorithm in No-CD

Using the framework of algorithm design in Section 4.1, we reprove

a result of [30] that in the No-CD model a leader among an un-

known number 𝑛 ≥ 2 of devices can be elected using𝑂 (log𝑛) time

and 𝑂 (log log𝑛) energy in expectation. Our algorithm is described

by the following choice of parameters.

The deadline sequence: We set 𝑑𝑖 = 2
𝑖
for each 𝑖 ≥ 1.

The parameters for each iteration: The algorithm of the

𝑖th iteration is specified by the list of pairs (𝑛, 2) for all
𝑛 = 2

1, 22, . . . , 2𝑑𝑖−1.

With the above choice of parameters, the algorithm for the 𝑖th

iteration takes 𝑂

(∑𝑑𝑖−1
𝑗=1

2

)
= 𝑂 (𝑑𝑖 ) = 𝑂 (𝑑𝑖 − 𝑑𝑖−1) time, so the

choice of the deadline sequence is valid.

Failure probability. Suppose that we run the algorithm on a net-

work of 𝑛 ≥ 2 devices. We pick 𝑛 = 2
𝑗∗
to be the number such that

𝑛/2 < 𝑛 ≤ 𝑛 and 𝑗∗ is an integer. Let 𝑖∗ be the smallest index 𝑖 such

that log𝑛 < 𝑑𝑖 , so the pair (𝑛, 2) is included in the specification for

each iteration 𝑖 ≥ 𝑖∗. Therefore, for each 𝑖 ≥ 𝑖∗, if we run the 𝑖th

iteration of the algorithm on a network of 𝑛 ≥ 2 devices, then the

probability that no leader is elected in this iteration is at most 1/4,
as 𝑛/2 < 𝑛 ≤ 𝑛 and the pair (𝑛, 2) is considered in the 𝑖th iteration.

We define

𝑓𝑖 =

{
1 𝑖 < 𝑖∗,

2
−2(𝑖−𝑖∗+1) 𝑖 ≥ 𝑖∗,

so 𝑓𝑖 is an upper bound on the probability that no leader is elected

by the end of the 𝑖th iteration. In other words, the probability that

the algorithm enters the (𝑖 + 1)th iteration is at most 𝑓𝑖 .

Expected time complexity. Since the time spent on the (𝑖 + 1)th
iteration is 𝑂 (𝑑𝑖+1 − 𝑑𝑖 ), the expected time complexity 𝑇 (𝑛) of the
algorithm can be upper bounded as follows.

𝑇 (𝑛) = 𝑂 (𝑑𝑖∗ ) +
∞∑
𝑖=𝑖∗

𝑓𝑖 ·𝑂 (𝑑𝑖+1 − 𝑑𝑖 )

= 𝑂 (2𝑖
∗
) +

∞∑
𝑖=𝑖∗

2
−2(𝑖−𝑖∗+1) ·𝑂 (𝑑𝑖 )

= 𝑂 (2𝑖
∗
) +

∞∑
𝑖=𝑖∗

𝑂

(
2
𝑖−2(𝑖−𝑖∗+1)

)
= 𝑂 (2𝑖

∗
) ·𝑂

(
1 +

∞∑
𝑖=𝑖∗

2
(𝑖−𝑖∗)−2(𝑖−𝑖∗+1)

)
= 𝑂 (2𝑖

∗
) ·𝑂 ©«1 +

∞∑
𝑗=0

2
−2−𝑗 ª®¬

= 𝑂 (2𝑖
∗
)

= 𝑂 (log𝑛).

Here we use the fact that 𝑑𝑖∗ = 2
𝑖∗ = 𝑂 (log𝑛).

Expected energy complexity. The energy cost for the algorithm

of one iteration depends on whether a leader is elected in this

iteration. Given the parameters (𝑛1, 𝑐1), (𝑛2, 𝑐2), . . . , (𝑛𝑘 , 𝑐𝑘 ), the
energy cost is 𝑂

(
1 + ∑𝑘

𝑗=1 𝑐 𝑗𝑛
−1
𝑗

)
if no leader is elected, and it is

𝑂

(
1 + ∑𝑘

𝑗=1 𝑐 𝑗𝑛
−1
𝑗

)
+𝑂 (log𝑘) if a leader is elected. These bounds

hold in the worst case.

With our parameters, the energy cost for the 𝑖th iteration is

𝑂

(
1 + ∑𝑑𝑖−1

𝑗=1
2 · 2−𝑗

)
= 𝑂 (1) if no leader is elected in this iteration,
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and it is𝑂

(
1 + ∑𝑑𝑖−1

𝑗=1
2 · 2−𝑗

)
+𝑂 (log𝑑𝑖 ) = 𝑂 (𝑖) if a leader is elected

in this iteration. Once a leader is elected, the algorithm is terminated,

so the energy cost of the entire algorithm is 𝑂 (𝑖) if the algorithm
is terminated by the end of the 𝑖th iteration as a leader is elected in

the 𝑖th iteration. Therefore, the expected energy cost 𝐸 (𝑛) of the
algorithm can be upper bounded by 𝑂

(∑∞
𝑖=0 𝑓𝑖

)
, and we have

𝐸 (𝑛) = 𝑂

( ∞∑
𝑖=0

𝑓𝑖

)
= 𝑂 (𝑖∗)+𝑂 ©«

∞∑
𝑗=0

2
−2−2𝑗 ª®¬ = 𝑂 (𝑖∗) = 𝑂 (log log𝑛) .

We summarize the discussion as a theorem.

Theorem 4.1 (Leader election with an unknown number of de-

vices [30]). There is an algorithm in the No-CD model that elects
a leader from an unknown number 𝑛 ≥ 2 of devices using expected
𝑂 (log𝑛) time and expected 𝑂 (log log𝑛) energy.
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