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Abstract 

Portable systems demand energy eflciency in order to maxi- 

mize battery l&e. IRAM architectures, which combine DRAM and 
a processor on the same chip in a DRAMprocess, are more energy 

e$cient than conventional systems, The high density of DRAMper- 
mits a much larger amount of memory on-chip than a traditional 

SRAM cache design in a logic process. This allows most or all 
IRAMmemory accesses to be satisfied on-chip. Thus there is much 

less need to drive high-capacitance off-chip buses, which contribute 

significantly to the energy consumption ofa system. To quanhfy this 

advantage we apply models of energy consumption in DRAM and 

SRAMmemories to results from cache simulations of applications 

reflective of personal productivity tasks on low power systems. We 

find that #AMmemory hierarchies consume as little as 22% of the 
energy consumed by a conventional memory hierarchy for memory- 

intensive applications, while delivering comparable perJormance. 

Furthermore, the energy consumed by a system consisting of an 
IRAM memory hierarchy combined with an energy eficient CPU 

core is as little as 40% of that of the same CPU core with a tradi- 

tional memory hierarchy. 

1 Introduction 

Energy efficient computing is growing in importance. Sales of 
laptop and notebook computers have been steadily climbing, and 
applications for portable computing are likely to continue to grow in 
the near future, in areas such as PDAs (personal digital assistants), 
smart phones, GPS (global positioning system) receivers, and other 
“anywhere-anytime” consumer computing devices [17][10]. The 
increasing prevalence of portable computing has promoted energy 
efficiency from a concern primarily of circuit designers to an is- 
sue of general interest to the computer architecture community 
[30][28]. Hence this area has received significant research atten- 
tion [3][16][4][5][21]. 

Due to recent advances in flat-panel displays and disk power 
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management, the share of the energy in portable systems consumed 
by the processor and external memory is growing [ZO]. Within 
processors, often a large percentage of energy is devoted to on-chip 
memory [25][38][39][16]. 

Our goal is to reduce the energy consumed by the memory 
system. Integrating a microprocessor and DRAM memory on the 
same die, an idea that we call Intelligent RAM @AM)[31], offers 
the potential for dramatic improvements in the energy consumption 
of the memory system. DRAh4 is much denser than SRAM, which 
is traditionally used for on-chip memory. Therefore, an IRAM will 
have much fewer external memory accesses, which consume a great 
deal of energy to drive high-capacitance off-chip buses. Even on- 
chip accesses will be more energy efficient, since on-chip DRAM 
consumes less energy than either SRAM or off-chip DRAM. 

Previous work has examined how IRAM can be utilized to im- 
prove performance [33][40]. This has been motivated by the expo- 
nentially growing performance gap between processors, which are 
increasing in performance at a rate of 60% per year, and memory ac- 
cess times, which are only getting approximately 7% faster per year 
[18][46]. An IRAM has both lower latency and higher bandwidth 
between the processor and the memory compared to a conventional 
architecture, offering the potential for high performance. A poten- 
tial challenge to the performance of RAM implementations is the 
speed of logic in a DRAM process. 

The contribution of this paper is to evaluate to what extent an 
IRAM design reduces the energy consumption of the memory sys- 
tem. We compare an IRAM to a conventional approach for two 

different die sizes, using appropriate ranges to account for the po- 
tential differences in area between DRAM and SRAM and the speed 
of a processor in a DRAM process. Using cache simulations of sev- 
eral applications reflective of personal productivity tasks on low- 
power systems and models of the energy consumption in DRAM 
and SRAhJ memories, we calculate the energy consumption of the 
memory hierarchy and performance for the various architectures. 
We find that the IRAM memory hierarchy consumes as little as 
22% of the energy compared to a conventional implementation for 
memory-intensive applications, while delivering comparable per- 
formance. Furthermore, the energy consumed by a system con- 
sisting of an I&Ah4 memory hierarchy combined with an energy 
efficient CPU core is as little as 40% of that of the same CPU core 
with a traditional memory hierarchy. 

The remainder of the paper is organized as follows: Section 
2 discusses various system metrics, including power and energy. 
Section 3 discusses potential energy and performance benefits of 
IRAM. Section 4 presents several alternative architectures and our 
methodology for evaluating them. Section 5 presents the results 
of our evaluations. Section 6 summarizes related work, Section 7 
suggests future work, and Section 8 presents our conclusions. A 
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for our evaluations is included as an Appendix. 

2 Metrics 

Various metrics provide different perspectives on the characteristics 
of a portable computer system. 

2.1 Power 

Traditionally, the unit of concern for portable devices has been 
power, measured in Watts. Power represents the amount of energy 
consumed per unit time: Power = Energy/Time. 

Power is a useful metric for certain concerns. The amount of 
power required by a system determines, for a fixed voltage, how 
much current a battery or other power source must be abIe to deliver. 
Also, higher power leads to high temperature, which in turn leads 
to more expensive packaging and a cooling system that can be more 
expensive, larger, and heavier. 

2.2 Energy 

As anyone who has ever used a portable computer can attest, the 
overriding concern for auser of such a systemis battery life. Battery 
life is measured in units of energy, not power. Energy is the product 
of power and time, i.e., Energy = Power . Time. For a given 
amount of work, what matters most to the user is how much energy 
is required to do that work. 

Thus energy efficiency, measured in energy consumed per in- 
struction, or MIPS per Watt, is a better metric than power for 
measuring how a given machine best utilizes limited battery life 
[6][45][16]. Energy per instruction and MIPS per Watt are in- 
versely proportional to each other, as can be seen from the following 
relationship: 

Energy EnergyjSec Watts 

Instruction = InstructionlSec Y,rzET 

Power can be a deceiving metric, since it does not directly relate 
to battery life. For instance, if the clock rate of a processor is cut 
in half, then the processor will consume approximately half the 
amount of power, assuming that the voltage is held constant, since 
Power = Frequency . Capacitance - Voltage*. However, if 
all else is kept equal, it will now take approximately twice as long 
to execute a sequence of instructions. Thus the energy consumed 
by the processor for some given amount of work will be roughly 
the same.’ Even worse, since the task will take longer, the energy 
consumed by the display and other components of the system will 
be greater. 

At the extreme, slowing the frequency down to zero and putting 
the processor in sleep mode wins if processor power consumption 
is the only metric, yet this allows no work to be accomplished. 

2.3 Performance 

Besides energy efficiency, users are also concerned about perfor- 
mance. Users of portables are willing to tolerate lower performance 
than a desktop system has, but performance still matters. Portable 
systems are being used increasingly for more demanding appIica- 
tions that require higher performance. Examples include preparing 
large, graphical presentations, audio and video playback, handwrit- 
ing recognition, and speech recognition. The goal is to be able to 
deliver high performance while still maintaining energy efficiency. 

‘Reducing the clock rate may also make it possible to lower the voltage [45]. 
which would reduce both energy aad power consumption, at the cost of decreased 
pelfOtlll~~. 

Figure 1: Notebook Power Budget lkends 

In general, performance is measured by the execution time 
of a workload. However, we use MIPS to compare the perfor- 
mance of different systems on a given application since WC limit 
our consideration to a single executable for a single instruction set 
architecture[ll]. 

3 Benefits of Processor-Memory Integration 

3.1 Energy Components of Current Systems 

Given that portable devices, and hence energy efficient systems, 
are becoming more prevalent, it is useful to examine where the cn- 
ergy is consumed in such a device. Figure 1 shows the breakdown 
of the power consumption over time in IBM ThinkPad notebook 
computers [ZO]. Whereas the power used to be dominated by the 
screen, over time the CPU and memory are becoming an incrcas- 
ingly significant portion of the power budget. In smaller handheld 
portable devices, such as the Apple Newton and US, Robotics Pilot, 
there is no disk and the screen consumes much less power. The LCD 
on the original Newton consumed only 5 mW for static images, for 
example [6]. Hence, for these systems the power consumption of 
the CPU and memory is an even larger fraction of the total. 

There are three parts to the portion labeled “CPU and Memory” 
in Figure 1: CPU core, on-chip caches, and external memory, 
The introduction of low power CPU cores places an even greater 
emphasis on the energy consumed by the memory system, both 
on-chip and off-chip. Considering only the on-chip costs, se~cral 
studies show a roughly equal division of power or energy (different 
studies used different metrics) between CPU and memory. 

StrongARM [25][38], a microprocessor by Digital that Implc- 
ments the ARM instruction set, delivers 183 Dhrystone MIPS at 
160 MHz while dissipating less than 0.5 W. The 32 KB of on-chip 
caches consume 43% of the CPU power. 

Sato, Nagamtsu, and Tago [39] used a power simulator of a 
generic RISC processor, examining both the current drawn by the 
various components and the percentage of time those components 
are used. Their results indicate that the instruction and data caches 
consume 60% of the total processor power. 

Gonzalez and Horowitz [16] show in their simulations that 25. 
40% of the energy on a microprocessor is dissipated by the on-chip 
caches. They note that although each individual memory ccl1 dissl- 
pates very little energy, the total represents a very significant sum, 
They are pessimistic that the combined goals of energy efficiency 
and performance can improve significantly since the energy is dis- 
sipated in so many small units. They feel that only a “radicnl new 
architecture” can significantly improve this situation. 
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L2 config 

L2 associativity 
L2 write policy 
L2 block size 
L2 type 
L2 access time 

main memory 
memory latency 
bus width 

Conventional 

160 MHz 

Small 

I IRAM 

1 120 MHz (0.75 X) to 

I 160 MHz (1.0 X) 
0.35 pm logic 1 0.35 ,um DRAM 

16KBI+16KBD ISKBI+8KBD 
32-way 32-way 
write-back write-back 

32 Bytes 32 Bytes 
SRAM on-chip SRAM on-chip 
1 cycle - 1 cycle - 

256 KB (16.-l) to 
512 KB [32:1) unified 

direct-mapped 
write-back 
128 Bytes 
DRAM on-chip 

Large 
Conventional 

160 MHz 120 MHz (0.75 X) to 
160 MHz (1.0 X) 

0.35 logic pm 0.35 DRAM pm 
8KBI+8KBD 8KBI+8KBD 
32-way 32-way 
write-back write-back 

32 Bytes 32 Bytes 
SRAM on-chip SRAM on-chip 

1 cycle 1 cycle 

256 KB (32:l) to 
512 KB (16:1) unified 

direct-mapped 
write-back 
128 Bytes 
SRAM on-chip 
3 cycles (18.75 ns) 

8 MB DRAM off-chip 

180 ns 
8 MB DRAM on-chip 
30 ns 

narrow (32 bits) wide (32 Bytes) 

j I 

I 

Table 1: Architectural Models Used for Evaluation. The SMALL and LARGE models roughly correspond to the die sizes given in Table 
2. It is economically feasible to build large memory arrays by using redundancy. StrongARM’s caches, in contrast, use no redundancy. 

Memory capacity and speed differentials between the CONVEN~ONAL and IRAM models, including the variations in CPU frequency and 
L2 cache size, are based on the arguments presented in Sections 4.1 and 4.2 respectively. All caches are write-back to minimize energy 
consumption from unnecessarily switching internal and/or external buses. The 30 ns on-chip DRAM access time is based on [24], the 180 ns 
off-chip access time is based on [I I], and the 18.75 ns on-chip L2 SRAM cache access time is chosen to be slightly larger than the on-chip L2 
cache of the Alpha 21164A [8], which is slightly smaller (96 KB). The “narrow” bus width matches StrongARM, and the “wide” bus width 
takes advantage of the additional bandwidth available to main memory in an IRAM configuration. Note that it is only sensible to perform 
comparisons between SMALL-CONVENTIONAL and SMALL-IRAM and between LARGE-CONVENTIONAL and LARGE-RAM. The SMALL and 
LARGE models correspond to different die sizes and are not meant to be compared to one another. 

3.2 IRAM Energy Benefits 

Although the concept of IRAM may represent a somewhat “radi- 
cal” implementation, the integration of processor and memory has 
the potential to improve energy efficiency with a relatively simple 
system architecture. 

There are numerous ways in which processor and memory can 
be integrated: 1) putting SRAM memory with a CPU in a logic 
process; 2) putting CPU logic with memory in a DRAM process; 
3) putting DRAM memory with a CPU in a logic process. The first 
idea represents the conventional approach, using SRAM caches for 
on-chip memory. The second idea is what we are suggesting for 
IRAM, The third idea has a number of technological disadvantages, 
including a significant loss in memory density and a much higher 
refresh rate for the DRAM, due to DRAM process optimizations 
which are not present in a logic process [12]. Therefore, we only 
consider the first two approaches. 

IRAM has a number of advantages over a conventional approach 
in achieving energy efficiency. First, DRAM is more energy effi- 
cient than SRAM per memory access, so accesses to the on-chip 
memory consume less energy. More importantly, since DRAM is 
much denser (see Section 4.1), more memory can reside on-chip, 
allowing some applications to become entirely chip-resident and 
signiiicantly reducing the frequency of off-chip accesses for other 
applications. Driving high-capacitance off-chip buses requires a 
large amount of energy, so significantly reducing the number of off- 
chip accesses dramatically reduces the overall energy consumption. 

3.3 IRAM Performance Benefits and Challenges 

IRAM also has the potential for higher performance than a con- 
ventional approach. Even without considering architectural mod- 

els specifically tailored to exploit the low-latency, high-bandwidth 
characteristics possible from an IRAM organization, the significant 
density improvement for DRAM over SRAM can result in higher 
performance for IRAM. As with the energy efficiency advantages, 

the big win for IRAM is that many more memory accesses can stay 
on-chip, which can significantly reduce the average memory access 
time. However, there are two limitations which might offset this 
benefit. First, access to a DRAM array is somewhat slower than 
an SRAM array. Second, logic in a DRAM process may initially 
be slower than logic in a state-of-the-art logic processes, leading 
to a slower CPU (see Section 4.2). The improvements due to the 
reduction in off-chip memory accesses will have to be greater than 
these slowdowns for there to be an overall increase in performance. 

4 Methodology 

To quantitatively investigate the energy efficiency and performance 
merits of IRAM, we compared the architectures listed in Table 
1. The models assume commercially available logic and DRAM 
semiconductor processes. We use the models to estimate the be- 
havior of a small, conventional CPU in a logic process (SMALL- 
CONVENTIONAL); that same CPU implemented in a DRAM process 
(SMALL-IRAM); a large DRAM die with a CPU added (LARGE- 
IRAM); and a similarly large die implemented in a logic process 
(LARGE-CONVENTIONAL). 

In order to determine the characteristics of the models used to 
evaluate IRAM versus conventional architectures, two questions 
that need to be addressed are the area differences of DRAM and 
SRAM and the speed differences of logic in a DRAM versus logic 
process. 



[ StrongARM 

process 0.35 CMOS pm 

memory cell size 26.41 pm* 
number of memory bits 32 KB + tags 

= 287,744 

total chip area 49.9 mm’ 

total area of memory 27.9 mm* 

Kbits ner mm* 10.07 

Table 2: Memory Cell Parameters For m 

[25l[37] and DRAM Chips@] 

4.1 Area Differences 

64MbDRAM 1 

al Microprocessor 

As mentioned previously, the density of a DRAM array in a 
DRAM process is much higher than that of SRAM in a logic process. 
The ratio of the number of cells per unit area for DRAM versus 
SRAM is much greater than the 4:l or 6:l figure that one would 
assume if the only relevant factor was the number of transistors, 
four or six for an SRAM cell versus a single transistor for a DRAM 
cell [12]. DRAM storage cells use pseudo-3-dimensional trench or 
stacked capacitors to achieve very small cell sizes [35]. As Table 2 
shows, the DRAM cell size for a 64 Mb DRAM implemented in a 
0.4 pm CMOS process [24] is 16 times smaller than the SRAM cell 
size for StrongARM [37]. If the DRAM feature size is scaled down 
so that the comparison is for the same size process (0.35 pm), then 
the cell size is 21 times smaller. 

What is moreimportant, however, is to compare the total amount 
of memory that can fit in a given area when all circuits and intercon- 
nect that make up the entire memory array are taken into account. 
Examining the cell efficiency (bits of memory per unit area) shows 
that the 64 Mb DRAM is effectively 39 times more dense than the 
StrongARM. After again scaling the DRAM parameters to make an 
equal process comparison, the DRAM is 51 times more dense! 

These numbers can be used to obtain an approximate value for 
the differences in memory capacity of a conventional and an IRAM 
architecture, given a fixed chip area. However, it is difficult to 
precisely quantify this for all cases, due to a number of extenu- 
ating circumstances. The comparisons above use chips with very 
different die areas, and the actual ratio obtained between two im- 
plementations is somewhat dependent on implementation-specific 
design decisions as well as the absolute size of the array-it is easier 
to make a memory array denser as it gets larger. Also, logic circuits 
in a DRAM process will be somewhat larger than logic circuits 
in a corresponding logic process. Therefore, to obtain equal total 
area, somewhat less area will be available for the memory array. 
This situation is likely to improve as future DRAM generations add 
additional metal layers, enabling more optimal layout of logic. Rec- 
ognizing these factors, we are conservative when picking DRAM to 
SRAM capacity ratios used in the models, and instead of limiting 
our analysis to a single value, we use a range. The bounds of this 
range are obtained by rounding down the cell size and bits per unit 
area ratios to the nearest powers of 2, namely 16:l and 32~1. 

4.2 Speed Differences 

Logic processes are optimized for fast transistors and intercon- 
nect, and DRAM processes are optimized for density and retention. 
Due to these different process characteristics, logic gates are cur- 
rently slower in a standard DRAM process than a standard logic 
process, resulting in a CPU speed that may be slower in an IRAM 
than a conventional processor [19J. The precise slowdown varies 
by the manufacturer and the process generation. While logic cir- 
cuits implemented in a DRAM currently have a speed disadvan- 
tage, ongoing trends in the DRAM industry will likely alleviate 
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this difficulty. DRAM processes are beginning to incorporate faster 
transistors to support synchronous DRAM, and some DRAM manu- 
facturers are already developing merged logic and DRAM processes 
in an attempt to get the best features of both on a single die. A panel 
of DRAM experts at the 1997 ISSCC [23] agreed that soon it will 
be possibIe to achieve the same performance from logic transistors 
in a DRAM process compared to a logic process, albeit at a modest 
(20-30%) increase in cost per wafer. 

To address the question of transistor speeds in DRAM versus 
logic processes, we calculate our performance results for a mnge of 
CPU speeds for the architectures implemented in DRAM technolo- 
gies. We vary the CPU speed from 0.75 as fast to equal in speed to 
the architectures implemented in logic processes. We expect that 
the low end of the range characterizes what an IRAM implemcn- 
tation might face today, while the high end of the range reflects 
DRAM processes likely to be available in the future. 

4.3 Architectural Models 

The SMALL-CONVENTIONAL design is architecturally similar to 
StrongARM [25][38], a low-power’implementadon of the ARM 
architecture by Digital that delivers 183 Dhrystone MIPS while 
dissipating under 0.5 W at 160 MHz? 

The SMALL-IRAM model addresses what the SMALL- 
CONVENTIONAL CPU would look like if implemented in a DRAM 
process given current technology, and if the overall chip nrea W~S 

kept constant. Since a single-cycle first level cache access is dcsir- 
able for good performance, and access to an on-chip DRAM array 
is slower than that, we chose nof to simply change the 32 KB of 
SRAM cache into a DRAM cache of similar area for the SMALL- 
IRAM model. Instead, we split the area originally allocated for the 
cache into two. Half of the area is allocated to a conventional Ll 
SRAM cache, and the remaining area is implemented as DRAM, 
organized as an L2 cache. 

We consider L2 cache sizes of 256 KB and 512 KB, which 
corresponds to a density increase for DRAM compared to SRAM 
of 16~1 and 32~1 respectively (see Section 4.1). We consider CPU 
speeds between 120 and 160 MHz, which cover a range of speeds 
for logic in a DRAM process from 0.75 as fast to no slowdown (SCC 

Section 4.2). 
The LARGE-IRAM model approaches the problem from a dif- 

ferent angle: instead of starting with an existing CPU architcclurc 
and modifying it to be implemented in a DRAM process (with com- 
parable total area), we start with a DRAM chip and add a CPU. We 
choose a 64 Mb DRAM chip, which is roughly comparable to 0.35 
pm logic technology; both represent the state of the art available 
today in commercial implementations. This gives 8 MB of DRAM 
memory on-chip, which is large enough to be considered the mnin 
memory for many applications, especially in portable systems, WC 
therefore assume that the on-chip DRAM array is main memory 
rather than an L2 cache. All memory references are assumed to bc 
satisfied on-chip. Just as in the previous case (SMALL-IRAM), WC 
desire for the CPU to be able to access most memory references In 1 
cycle, so we again add a first level SRAM cache (again, 8 KB I + 8 
KB D). Based on the same arguments as before (see Section 4,2), wo 
consider CPU speeds of 120 and 160 MHz to address the potcndal 
speed differential between logic in DRAM and logic processes. 

TheLARGE-CONVENTIONAL model rounds out the four architec- 
tures studied by assuming roughly the same die area as the LAROE- 
IRAM model, but using a logic process instead. The large, on-chip 
memory array is therefore composed of SRAM cells. Based on the 

2Wbile 32-way set ossociativity may seem sotnewhnt cxccssive, Lo StrongARM 
designers note that only Cway associativity was desired for petfonnt~ce gonlr, Addi- 

tional design requirements of single cycle access end bank selection led to tho highly 

associative cache as a result. See [38] for details. We choose to keep tho snme 32.~~’ 
set essodativity for the Ll cache for nil of our models to enable fair compnrlsons, 
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16KLl 16K Ll 
I miss D miss 

0.01% 5.2% 

0.02% 5.7% 

0.003 1% 6.9% 

0.70% 3.0% 

0.02% 2.0% 

0.000003% 9.3% 

1.3% 3.0% 

0.33% 0.63% 

% mem ref 

27% 

31% 

34% 

22% 

13% 

30% 

31% 

38% 

description 

Form-based handwritinz recognition svstem: 1 uaee (55 MB) 
Continuous speech recognition system: 500 woidl(2b.6 MB) 
Quicksorts loo-byte records with IO-byte keys (6 MB) 
Postscript interpreter; g-chapter text book (7 MB) 
Spelling checker; histories and tragedies of Shakespeare (2.9 MB) 
Compresses and decompresses files; 16 MB 
Plays the game of Go against itself three times 
Manipulates 200,000 anagrams and factors 250 numbers in Per1 

Table 3: Benchmarks and Data Sets Used For Evaluation. Hsfsys [14] is from the National Institute of Standards and Technology (MST), 
and noway [36] was written at the University of Sheffield. Nowsort was developed at the University of California-Berkeley. Ghostscript (gs) 
and ispell are well-known utilities. The final three benchmarks are from the SPECint95 benchmark suite [42]. Cache miss rates are for the 
SMALL-CONVENTIONAL model only and are meant, along with the percentage of instructions which are memory references (loads/stores), to 
give an overview of the memory behavior of each program. - 

Table 4: Major Technology Parameters Used in Memory Hier- 

archy Models 

same arguments as before (see Section 4.1), we model both a 16:l 
and 32~1 ratio of DRAM to SRAM array areas. This gives SRAM 
array sizes of 512 KE and 256 KB respectively. This is unlikely 
to be adequate for main memory, even for portable applications. 
Consequently, we assume that this is treated as an L2 cache, with 
conventional (off-chip) DRAM main memory as the next level in 
the memory hierarchy. 

4.4 Simulations 

Table 3 shows the applications we used for our evaluations. Each 
of these benchmarks is representative of current or potential future 
applications for a portable computing device. For each of these 
benchmarks and each of the architectural models in Table 1 we 
calculated the performance of the system as well as the energy 
consumed by the memory hierarchy, including caches, memory 
buses, and main memory. 

The benchmarks were simulated using the multilevel cache sim- 
ulator cachesimS included with shade [43], a tool from Sun 
which integrates instruction set simulation and trace generation 
with custom trace analysis. Activity at each of the levels of the 
memory hierarchy was recorded. Additionally, the base cycles per 
instruction (CPI), as if there were no stalls due to memory refer- 
ences, was determined using spixcounts and ifreq, dynamic 
instruction frequency profiling utilities also included with shade. 
Final performance numbers were computed by combining the base 
CPI with the miss rates and latencies at the various levels of the 
memory hierarchy. 

The models for memory system energy consumption capture 
the dominant effects in DRAM and SRAM memories. Technol- 
ogy parameters were taken from typical DRAM circuits of the 64 
Mb generation [24][47][44][27] and contemporary microprocessor 
SRAM cache generations [I 1][26][9] (see Table 4), which repre- 
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sent the state of the art commercially available in 1997. See the 
Appendix for a more detailed explanation of how energy consump- 
tion was calculated. 

Our CPU model is similar to StrongARM, a single-issue, in- 
order CPU that achieves remarkable energy efficiency. The off-chip 
latency is the time to return the critical word. The CPU initially 
stalls on cache read misses, then continues execution while the rest 
of the cache block is fetched. We assume a write buffer big enough 
so that the CPU does not have to stall on write misses. 

It should be noted that our energy models only address the en- 
ergy consumed by the memory hierarchy, and not by the CPU core. 
Previous work [3][10] has already addressed techniques for reduc- 
ing the CPU energy consumption; it is presumed that any system 
employing IBAM for reasons of energy efficiency will employ many 
of these techniques. Section 5.1 compares our results for the energy 
consumption of the memory hierarchy to the energy consumption 
of a low power CPU. 

5 Evaluation 

5.1 Energy 

Figure 2 shows the energy consumption of the memory hierarchy 
for each of the benchmarks for each of the models. The energy 
consumption is divided into its various components, including Ll 
instruction and data caches, L2 cache, main memory, and the energy 
to drive the buses to access the various levels. Only a single value is 
given for each configuration, including the DRAM configurations 
where the CPU speed is varied, since the energy consumed by the 
memory system, for a given voltage, does not depend on CPU 
frequency. 

As can be seen from the figure, the various IRAM contlgura- 
tions can significantly reduce the amount of energy consumed per 
instruction compared to the corresponding conventional cases. For 
the small chips, the memory hierarchy of the IBAM architectures 
consumes as little as 29% of the energy of the corresponding con- 
ventional architectures; for the large chips IRAM consumes as little 
as 22% of the conventional cases. In the worst case, the energy 
consumption of the IRAM memory hierarchy is comparable to that 
of the conventional models - either 116% or 76% for the small 
and large chips respectively. Note that the valid comparisons here 
are between the SMALL-CONVENTIONAL and SMALL-RAM mod- 
els, and between the LARGE-CONVENTIONAL and LARGE-RAM 
models. The SMALL and LARGE models correspond to different die 
sizes and are not meant to be compared to one another. 

The results can be understood by considering the following 
equation that relates the energy consumption at each level of the 
memory hierarchy with the frequency of accesses to the various 
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Figure 2: Energy Consumption of Memory Hierarchy. The labels for the models are as follows: S-C = SMALL-CONVENTIONAL; 
S-1-16 = SMALL-~ with 16~1 DRAM to SRAM-cache area density ratio (i.e. 256 KB L2 cache); S-I-32 = SMALL-IRAM with 
32~1 ratio (512KB L2);GC-32= LARGE-CONVENTIONAL with 329 ratio (256 KB L2);GC-16 =LARGE-CONVENTIONAL with 16:l rndo 
(512 KB L2); and GI = LARGE-IRAh4. The values atop the IRAM bars show the ratios of energy consumption compared to the CONVENTIONAL 
implementations. Ratios less than 1.0 indicate that IRAM consumes less energy per instruction. 
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Ll to MM Whacks 

Small Large 
onven- I onven- I 
tional tional 

Ji 

98.6 - - 4.65 
321 323 - 

Table 5: Energy (in nanoJoules) Per Access to Levels of Memory 

Hierarchy. Note that this table is somewhat of an approximation. 
For instance, the L2 cache access values vary somewhat depending 
on whether the access is a read or a write, as well as on the size of 
the cache. The average is shown. 

levels (see Table 5). It is closely modeled after the familiar equation 
for average memory access time 1181: 

Energy per instruction = 

AELI + MLZ x (1 +D~LI) 

x (AELz + (MRLz x (1 +DPu) 

x AEofic&)) 

where AE = access energy, 
MR = miss rate, 

and DP = dirty probability, 

It is clear from this equation that there are two ways to reduce the 
energy consumption per instruction: 1) reduce the energy to access 
various levels of the memory hierarchy; 2) reduce the frequency of 
accesses to lower levels (i.e. reduce the miss rate). IRAM has the 
ability to deliver both. 

There are two major sets of reductions of energy per access 
for a given level of an IRAM memory hierarchy - the differences 
between DRAM and SHAM and the differences between on-chip 
and off-chip accesses. For accesses that hitin the second level cache, 
accessing a DRAM array is more energy efficient than accessing a 
much larger SRAM array of the same capacity (see Table 5), mostly 
because the interconnect lines are shorter and the related parasitic 
capacitances are smaller. More striking is the comparison between 
on-chip and off-chip main memory, which is DRAM in both cases. 
Having the DRAM on-chip saves energy in three ways. First, 
accesses to the high-capacitance, off-chip bus are avoided. Second, 
with the multiplexed address scheme of conventional DRAMS, the 
short row address will select a larger number of DRAM arrays 
than needed to deliver the desired number of bits. On an IRAM, 
the entire address is available at the same time, which allows the 
minimum required number of arrays to be selected.3 Finally, an 
external DRAM with a narrow pin interface will need to go through 
a number of column cycles to deliver an entire cache block, using 
additional energy to decode the column address and drive the long 
column select lines and multiplexers in every cycle. This energy is 
saved with an on-chip DRAM, which can deliver the entire cache 
line in one cycle. 

The big win for IRAM comes from reducing the frequency of 
accesses to lower levels of the memory hierarchy. By having a 
DRAM array on-chip instead of an SRAM array, the on-chip mem- 
ory can be lnuch larger. Consequently, the RAM configurations 

his might mean a corresponding increase in the number of cycles needed to 
refresh the entire memory, but with a minor increase in complexity an on-chip DRAM 
could separate the refresh operation from the read end write access and make it as 
wide es needed to keep the number of cycles low. 
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will have much lower off-chip miss rates and will not have to pay 
the significant energy penalty for going off-chip as frequently. For 
example, the off-chip (Ll) miss rate for the go benchmark is 1.70% 
on the SMALL-CONVENTIONAL resulting in an off-chip energy cost 
of 2.53 nanoJoules/instruction and a total memory system energy 
consumption of 3.17 nJ/I. For the SMALL-RAM case with a 32:l 
DRAM to SRAM density ratio, although the local Ll miss rate rises 
to 3.95% (the Ll caches are only 8 KB each instead of 16 KB), the 
large L2 cache reduces the global off-chip (L2) miss rate to 0.10%. 
This contributes to the result of an off-chip energy cost of 0.59 nJ/I 
and a total memory system energy consumption of 1.31 nJ/I. These 
are respectively 23% and 41% of the conventional values. In the 
LARGE-IRAM case, where the main memory array is on-chip, all 
memory accesses can be satisfied without paying this high energy 
cost, offering the potential to even further reduce the energy con- 
sumption. The degree of improvement for IRAM depends on the 
nature of the application. Memory-intensive applications are much 
more likely to benefit by having access to much more memory than 
compute-intensive applications. If an application already fits within 
the available on-chip memory in a conventional approach, having 
still more memory will not provide a significant benefit. 

There are some minor offsetting factors. For example, the 
SMALL-IRAM configuration has an Ll cache that is half of the size 
of the SMALL-CONVENTIONAL configuration, giving it a higher Ll 
miss rate and forcing it to access its next level (L2 DRAM cache) on 
some occasions in which the SMALL-CONVENTIONAL case hits in its 
Ll cache. This factor is small enough compared to the savings from 
going off-chip less often that, in most cases, there is a significant 
reduction in the energy consumption of the memory hierarchy by 

integrating the processor with DRAM. 
Another offsetting factor arises from the particulars of the ar- 

chitectural models that we chose for our simulations. The Ll cache 
block sizes are 32 Bytes, while the L2 block sizes are 128 Bytes. 
As a result of this, main memory accesses that have to perform a 
cache fill consume more energy on the SMALL-&+&~ model than 
they do for SMALL-CoNVENTIONAL(see Table 5). This causes some 
anomalous cases (See noway and ispell in Figure 2) in which the 
energy consumption of the memory hierarchy for an IRAM imple- 
mentation is actually greater than for a corresponding conventional 
model. This illustrates that the choice of block size is important for 
energy efficiency. While there has been a trend over time towards 
larger block sizes, fetching potentially unneeded words from mem- 
ory may not be the best choice, depending on the memory access 
patterns of a given application, when energy consumption is taken 
into account. 

By comparing our energy results to some known values from 
StrongARM, we can perform a quick validation of a portion of 
our energy consumption models. StrongARM dissipates 336 mW 
while delivering 183 Dhrystone MIPS. Of this, 27% of the power 
consumption comes from the ICache [25]. This translates into 0.50 
nanoJoules per instruction. The energy consumption of the ICache 
in our simulations is fairly consistent across all of our benchmarks, 
at 0.46 nJ/I. 

Our results presented so far only include the energy consump- 
tion of the memory hierarchy. Using an analysis similar to that 
above, we can place our results in the context of the energy con- 
sumption of a CPU combined with memory. As stated earlier, the 
on-chip caches on StrongARM consume 43% of the power, leav- 
ing 57% for the CPU core. Based on the same 336 mW and 183 
MIPS figures noted above, this translates into 1.05 nanoJoules per 
instruction. For a memory-intensive application, this is a small 
portion of the energy consumed by the CPU and external memory. 
Thus, improving the energy of the memory hierarchy leads to a 
noticeable reduction in the energy dissipated by the CPU and mem- 
ory. For example, for noway, comparing the energy consumption of 
LARGE-CONVENTIONAL (with 32~1 DRAM to SHAM density ratio) 
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to LARGE-IRAM, and adding 1.05 nJ/I for the CPU core, shows that 

IRAM (1.82 nJ/I) uses only 40% of the energy of the conventional 
model (4.56 n.J/I). For more compute-intensive applications, the en- 
ergy consumed by the CPU dominates that of the memory hierarchy. 
However, even for compute-intensive applications, the memory hi- 
erarchy is still relevant and represents a signilicant portion of the 
total energy consumption, especially when on-chip accesses are 
considered. Even if an application is entirely cache-resident, some 

energy will be consumed to access the caches. 

5.2 Performance 

While the primary motivation for this study is energy efficiency, it 
is also important to ensure that energy efficiency can be obtained 
while demonstrating comparable performance. 

Table 6 shows the performance of each of the models, assuming 
a 32:l DRAM to SRAM-cache area density ratio, on each of the 
benchmarks. This is shown for the range of frequencies for the 
CPU core implemented in a DRAM process compared to a logic 
process discussed earlier, from 0.75 times as slow for the CPU in 
a logic process to equal in speed. For the small chips, the IRAM 
architectures range from 0.78 to 1.50 times the performance of 
the corresponding conventional cases. For the large chips, IRAM 
ranges from 0.76 to 1.09 times the performance. 

There are two opposing factors that determine the speed of 
the IRAM architectures relative to the conventional architectures. 
Which of these factors will dominate is a function of both the 
physical organization and the application. For an application that 
is compute-intensive and is not heavily dependent on the memory 
hierarchy, it is possible that a naive IRAM architecture will have 
lower performance than a conventional processor. The processor’s 
operating frequency may initially be limited by the DRAM process 
in which it is implemented, and a compute-intensive application 
will likely be adversely impacted by such a slowdown. 

For an application that is heavily dependent on the memory hier- 
archy and is already not fully utilizing the CPU, however, IRAM has 
the potential for a large performance gain. Many more of the mem- 
ory accesses can be satisfied in the low-latency, high-bandwidth 
on-chip memory, due to the much higher density of DRAM than 
SRAM. For instance, Cvetanovic and Bhandarkar [7] found that a 
300 MHz Alpha 21164 microprocessor spends about 75% of its time 
in the memory hierarchy for database and matrix computations. As 
the performance gap between processors and memory continues to 
increase, as applications have more demanding memory require- 
ments, and as DRAM capacities continue to increase beyond the 64 
Mb used in this study, the performance advantages of IRAM will 
grow. 

The performance results of this study are, unfortunately, not 
impressive. One important conclusion from this is that, for these 
benchmarks, an IRAM implementation of a conventional architec- 
ture is not likely to lead to dramatic performance gains. This is con- 
sistent with other preliminary IRAM investigations [33][32][22]. 
This illustrates the importance of investigating new performance- 
oriented architectural ideas and organizations that can take better 
advantage of the lower latency and dramatically higher bandwidth 
between the processor and memory that IRAM offers. 

6 Related Work 

Otherresearchers haveinvestigatedacloseintegration ofprocessors 
and memory. However, previous discussions have concentrated on 
the potential performance benefits. This paper is the first to quantify 
the energy efficiency advantages of IRAM. 

Commercial products integrating DRAM and logic include 
graphics accelerators from NeoMagic [‘29] and Accelerix [l], and 

a chip from NEC that combines 16 Mb of DRAM with 128 8- 
bit processors for image-processing applications [2]. In addition, 
Mitsubishi has announced the M32R/D, which integrates a proccs- 
sor, 2KB of SRAM cache, and 2 MB of DRAM and is targeted nt 

personal digital assistants [41][22]. They state that integrating a 
processor with memory significantly reduces power dissipation, 

Researchers at Sun [40] evaluated the performance of a RISC 
processor on a 256 Mb DRAM, using the sense amps as caches, 

They arbitrarily limited their additions to be about 10% of the 
DRAM size, and found that they could achieve comparable in- 
teger performance and about half the floating point pcrformnncc 
compared to a 1995 DEC Alpha. Other research projects invcsti- 
gating processor-memory integration include the Galileo project nt 
the University of Wisconsin [13], the PPRAM project at Kyushu 
University in Japan [34], and the Processor-in-Memory Technol- 
ogy Infrastructure Development project at the University of Notre 
Dame. 

7 Future Work 

There is much more work to be done in this area, concerning both 
low level circuit issues and high level architectural issues, The 
physical implications (including temperature nnd noise) of closely 
integrating logic and memory need to be studied. For instnncc, 8s 
a rule of thumb, for every increase of 10 degrees Celsius, the min- 
imum refresh rate of a DRAM is roughly doubled [15]. Research 
in process development would be useful in this and other areas, 
Perhaps the best realization of processor-memory integration can 
be achieved in a hybrid CMOS process that incorporates the best 

‘features of both logic and DRAM processes. 
Also, as we suggested in Section 5.1, it would be useful to 

quantify the energy dissipation impact of cache design choices, 
including block size and associativity. 

Finally, an IRAM organization gives us the opportunity for 
both lower latency and dramatically higher bandwidth between the 
processor and memory. Investigating new ideas and orgnnizntions 
that can mm these opportunities into significantly increased pcr- 
formance is an exciting and open area of research in architecture 
as well as compilers and operating systems. While this study con- 
centrated on the benefits of IRAM for energy-conscious systems, 
this is certainly not the only realm in which IRAM may play an 
important role in redefining our notion of processor and memory 
system design. 

8 Conclusion 

We have quantified the energy efficiency advantages of IRAM mcm- 
ory hierarchies, relative to traditional memory hierarchies, by npply- 
ing models of energy consumption in DRAM and SRAM mcmorlcs 
to results of cache simulations of several applications reflective of 
personal productivity tasks on low power systems. 

We found that IRAM memory hierarchies consume as little ns 
22% of the energy consumed by a conventional memory hicrnrchy 
(with on-chip Ll and L2 caches) for memory-intensive npplica- 
tions. They do so while delivering comparable system performnncc, 
When placed in the context of the energy dissipated by a high pcr- 
formance, low power CPU, we found that the energy consumed 
by an IRAM memory hierarchy combined with an energy cfllcient 
CPU core is as little as 40% of that consumed by that same CPU 
core combined with a traditional memory hierarchy. 
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n- 

benchmark 

hsfsys 
noway 
nowsort 

gs 
ispell 
compress 

go 
per1 
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Conven- 
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138 
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97 

136 

IRAM 

(.75X) 1 (LOX) 

Conven- I 
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IRAM 

tional 
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127 
136 
141 
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(.75X) 1 (1.0X) J 

Table 6: Performance (in MIPS) of IRAM versus conventional processors, as a function of processor slowdown in a DRAM process. 

Only the models with the 32:l DRAM to SRAM-cache area density ratio are shown. The values in parentheses are the ratios of performances 
of the IRAM models compared to the CONVENTIONAL implementations. Ratios greater than 1.0 indicate that IRAM has higher performance. 
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Appendix 

Energy dissipation modeling 

The dominant factors of energy consumption in SRAM caches, 
DRAM caches, and external memory were captured in a spread- 
sheet. Typical values of circuit parameters, such as bit and word line 
capacitances and memory bank dimensions, wereused [24][47][21] 

[27][44][11][26][9] (see Table 4). 
The dominant factor in DRAM energy dissipation is the capaci- 

tance of the bit lines being driven to the power supply rails. SRAM 
power dissipation is dominated by the sense amplifiers when read- 
ing, because the swing of the bit lines is low. However, to write 
the SRAM, the bit lines are driven to the rails, so their capacitance 
becomes the dominant factor when writing. For large arrays of 
SRAM and DRAM, driving the data into or out of the array and 
distributing the address to the row decoders also plays a signifi- 
cant role. Current-mode signaling is used for the data I/O, which is 
more energy efficient than voltage-mode [44]. Finally, there is some 
“background” power consumption, which is mostly cell leakage for 
SRAM and refresh power in the case of DRAM. This is normally 
very small, but can become non negligible when a memory is ac- 
cessed rarely. 

For all architectural models, the first-level instruction and data 
caches were closely modeled after the StrongARM caches, which 
are 32-way set-associative and are implemented as 16 banks. The 
tag arrays are implemented as Content-Addressable Memories 
(CAMS). This was done mainly to reduce power, since the con- 
ventional way of accessing a set-associative cache, reading all the 
lines in a set and then discarding all but one, is clearly wasteful. The 
second level unified cache is assumed to consist of the appropriate 
number of 512-by-256 DRAM banks, or 512-by-128 SRAM banks. 
This is organized in the conventional way, since it is direct mapped. 

The IRAM model consists of 512 128Kbit sub-arrays, like some 
high-density DRAMS [27]. On-chip L2 caches, as well as the 
on-chip main memory, have 256-bit wide interfaces to the first 
level caches. In the case of IRAM, this is a significant departure 
from the common 4- to 16-bit wide memories and one of the main 
performance and energy advantages of IRAM-based architectures. 

For external memory, for a fair comparison we used a single 
64Mbit chip. This of course assumes that such chips with 32-bit 
wide interfaces will be available. This choice clearly minimizes the 
external memory power, both in the DRAM chips themselves (just 
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one in our case) and in the bus, which is as small as possible. If 
such chips are not available, external power consumption will be 
higher and the IRAM advantage more pronounced. 

Having calculated the energy dissipated in the various parts of 
the memory system each time they are accessed, the energy required 
for each memory operation is easily computed. For example, a 
primary cache read miss that hits in the secondary cache consists 
of (unsuccessfully) searching the Ll tag array, reading the L2 tag 
and data arrays, filling the line into the Ll data array, updating 
the Ll tag and returning the word to the processor. In addition, 
a writeback may be needed. Individual energy components are 
summed to yield the total energy for this operation. Such results 
are combined with the miss rates, dirty probabilities and read/write 
frequencies reported by shade to calculate the average energy per 
instruction. 
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