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1. INTRODUCTION

The energy gap between valence and conduction band is of
fundamental importance for the properties of a solid. Most of
a material’s behavior, such as intrinsic conductivity, optical
transitions, or electronic transitions, depend on it. Any change
of the gap may significantly alter the material’s physics and
chemistry. This occurs when the size of a solid is reduced
to the nanometer length scale. Therefore, the science and
the technology of nanomaterials needs to take into account a
bandgap, which is different from that of the bulk.
The aim of the research in this field is to determine exper-

imentally and theoretically the dependence of the energy gap
for particles, which are reduced in size to the nanometer range.
In addition, effects such as structural changes, lattice contrac-
tion, atomic relaxation, surface reconstruction, surface passi-
vation, or strain induced by a host material, can change the
gap. We consider nanoparticles of metals, semiconductors, and
carbon, with sizes typically smaller than 10 nm, which is the
range where size effects become observable. The quantum size
effect (QSE) predicts the formation of a bandgap with decreas-
ing particle size for metals and widening of the intrinsic gap
for semiconductors.
For clusters of simple metals, two models are used for their

description: the tight-binding (molecular orbit) model and the
electron-shell model. They can lead to different bandgaps for
small clusters and they can lead to different critical sizes for
the cluster-to-bulk transition. For divalent metals, a bandgap
is expected to open with decreasing particle size due to nar-
rowing and shift of energy bands. The critical size where this
transition occurs has been determined by various groups.
For transition and noble metals, a bandgap opens for small

cluster sizes and varies strongly with the cluster size. Both,
tight-binding and electron-shell approaches have been used
theoretically.
The bandgap for semiconductor quantum dots is usually

quite well described by an extended effective mass approx-
imation (EMA). This describes a bandgap, which gradually
increases for smaller sized particles. It is illustrated in Figure
1. which shows calculated optical band energies for sili-
con crystallites with respect to their diameter. Experimen-
tal bandgap data from photoemission and photoluminescence
studies as well as pseudopotential calculations [1] are given in
Figure 2.
For very small clusters of semiconductors, the EMA does

apply. The basic approach to cluster properties is to start from
the atom, and calculate the gap with increasing cluster size.
For clusters containing just a few atoms, surface passivation
would change their intrinsic properties significantly. There-
fore, the properties of a pristine cluster have to be studied
with the assumption of a bare surface. Most often, the clusters
do not have the bulk atomic structure. One finds for instance
that not the diamond structure but rather the close-packed
structure gives the global minimum of small silicon clusters.
A covalent-metallic transition is predicted which leads to a
bandgap for silicon clusters much smaller than the 1.1-eV
bulk gap.

Fig. 1. Calculated optical bandgap energies for silicon crystallites dependent
on their diameter [122]. The continuous line is an extrapolation by a d−1�39

power law. The dashed curve includes the Coulomb energy between the elec-
tron and the hole. The black dots and the squares are experimental results
[391]. Reproduced with permission from [122], copyright 1992, American
Institute of Physics. Reproduced with permission from [391], copyright 1988,
American Physical Society.

Nanoparticles can be produced in many ways and environ-
ments. Free clusters and particles are usually generated by
cooling of a vapor in contact with an inert gas or during super-
sonic expansion. Clusters and particles can also be grown on
solid supports after atomic vapor has been deposited. A scan-
ning tunneling microscopy (STM) image of a supported sili-
con cluster is shown in Figure 3. It has a diameter of 2.5 Å
and is surrounded by the clean graphite surface, imaged atom
by atom.
Morphology and crystalline structure of nanoparticles can

be studied by electron microscopy, diffraction methods,

Fig. 2. Bandgap of silicon particles as a function of particle size [1]. Photo-
electron data are given by the open and filled circles; the photoluminescence
data of Schuppler et al. [586] for oxidized silicon particles is given with the
filled squares; the pseudopotential calculation of Wang and Zunger [587] is
given with the filled diamonds and the cubane data are given by the filled tri-
angle. The inset shows the conduction band shift versus the valence band shift.
Reproduced with permission from [1], copyright 1998, American Physical
Society. Reproduced with permission from [586], copyright 1995, American
Physical Society. Reproduced with permission from [587], copyright 1996,
American Physical Society.
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Fig. 3. STM image of a 2.5-Å silicon cluster supported on the substrate of
highly oriented pyrolytic graphite (HOPG) [48]. Reproduced with permission
from [48], copyright 2000, American Physical Society.

surface reactivity, and Raman spectroscopy. The question is
if the particles are fragments of the crystalline bulk or if
they have their own atomic structure. Silicon and germa-
nium nanoparticles formed as deposits or composite materials
typically show nearly spherical geometries in high-resolution
transmission electron microscopy (HRTEM) for particles hav-
ing diameters as large as 200 nm [2–4]. Frequently, micro-
graphs reveal lattice fringes corresponding to the crystalline
diamond phases, such as the {111} interplanar spacings of
0.31 nm for Si and 0.33 nm for Ge. The atomic spacing can
critically influence the electronic structure of the particles. A
change to reduced lattice constant was observed for Ge par-
ticles of diameter less than 4 nm [3]. A nanoparticle with a
diamond crystal structure is shown in Figure 4.
For silicon particles, a structural transformation is predicted

for smaller sizes. In molecular dynamic studies, Sin cluster
growth follows nondiamond structure up to n= 2000 (ca. 4 nm

Fig. 4. Model of a 120-atom silicon cluster with a diamond-type crystal
structure.

diameter) at which point crossover to a diamond growth pat-
tern occurs [5]. Large crystalline Si and Ge particles, with
d > 50 nm have their Raman peaks unchanged when the size
is varied [2]. Therefore, the critical size for structural transfo-
mation of silicon particles is probably around 4 nm.
Small carbon clusters and nanoparticles can have amor-

phous, graphitic, diamond, or cage structures. In addition,
mono- and polycyclic rings, chains, and other low-density
structures are possible. We will report bandgap measurements
on vapor-grown (amorphous) carbon particles as a function of
size.
There is no strict distinction in literature between the

terms “clusters, nanoparticles, and quantum dots.” However,
often “clusters” are used for agglomerates of very few atoms,
“nanoparticles” are used for larger agglomerates (usually of
metals or carbon), and “quantum dots” are used for semicon-
ductor particles and islands where quantum confinement of
charge carriers or excitons determines their properties.
In the following sections, we give the status of research

of the bandgap and we consider possible applications of the
particles for optoelectronic and other uses.

2. EXPERIMENTAL TECHNIQUES

2.1. Optical Spectroscopy

A method for probing the band structure of semiconductors
is to measure the optical absorption or luminescence spec-
trum. In the absorption process, a photon of known energy
excites an electron from a lower to a higher energy state. For
determination of the fundamental gap, band-to-band transi-
tions are probed. However, because the transitions are subject
to selection rules, the determination of the energy gap from the
“absorption edge” of the luminescence peak is not a straight-
forward process.
Because the momentum of a photon is very small compared

to the crystal momentum, the optical process should con-
serve the momentum of the electron. In a direct-gap semicon-
ductor, momentum-conserving transition connects states hav-
ing the same k-values. In an indirect bandgap, semiconductor
momentum is conserved via a phonon interaction. Although a
broad spectrum of phonons is available, only those with the
required momentum change are usable. These are usually the
longitudinal- and the transverse-acoustic phonons. In addition,
the indirect process is a two-step event. Therefore, indirect
optical processes have very low transition probabilities.
Clusters and nanoparticles of a semiconductor may be opti-

cally active even though the bulk material is not. This can have
various reasons: The energy band structure and the phonon
distribution can be entirely different for clusters compared to
the crystalline bulk. Clusters have localized states that are not
present in the bulk. The transition from an upper to a lower
energy state may proceed via one or more localized intermedi-
ate states. The intermediate steps may or may not be radiative.
Yet, they have a profound effect on the actual efficiency of the
radiative transition.
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Nanoparticles have many of their atoms at surface posi-
tions. A surface is a strong perturbation to any lattice, creating
many dangling bonds. These unsaturated bonds are energet-
ically unfavorable. The particles can lower their free energy
by side- and back-bonding of these bonds. For silicon and
germanium particles, this can be at the cost of giving up
the sp3-hybridization. Therefore, the sp3-characteristics of the
diamond-like bulk may not be present for these small particles.
A high concentration of deep and shallow levels can occur

at the surface of nanoparticles, and these may act as electron-
hole recombination centers. The distribution of surface states
is discontinuous for small clusters, but can be continuous for
nanoparticles, where the surface consists of several facets.
When electrons or holes are within a diffusion length of the
surface, they will recombine, with transitions through a con-
tinuum of states being nonradiative.
Optical spectroscopy studies of nanoparticles demonstrate

their atomlike discrete level structure by showing very nar-
row transition line widths [6–11]. Optical techniques probe the
allowed transitions between valence band and conduction band
states for nanoparticles which do not have defect or impurity
states in the energy gap. Interpretation of optical spectra often
is not straightforward and needs correlation with theoretical
models [12–14].
Photoluminescence peak energies were found to increase

with decreasing particle size, for instance from ∼1.3 to 1.6 eV
for Si nanocrystals that decrease in size from 5 to 2 nm [15].
Nanocrystalline silicon films showed optical bandgaps of 1.9
to 2.4 eV [16]. The photoluminescence results from various
studies are plotted in Figure 5 [17]. For Ge nanocrystals, blue
photoluminescence was observed [18].
The bandgap of semiconductor clusters depends strongly on

their atomic structure. Fullerenes, for instance, have bandgaps
strongly varying with size and pentagon–hexagon arrange-
ments. Amorphous carbon (a-C) has a bandgap of typically
between 0.4 and 0.7 eV and can behave like a semiconductor.
In some samples of a-C, energy gaps up to 3 eV were observed
[19]. There is a significant bandgap variation for differently
prepared a-C samples. This is related to varying microscopic
mass densities and described theoretically by microcrystalline
and cluster models [20]. Tetrahedral amorphous carbon (ta-C)
contains more than 80% sp3-bonded carbon [21]. Clusters and
rings with sp2-coordination in the otherwise amorphous mate-
rial have been suggested to model this material. A gap of
∼2 eV is found for ta-C [22].
Thin films have been prepared that consist of 5- to 50-nm-

sized Si crystallites embedded in an amophous silicon matrix
[23]. The silicon crystallites are embedded in films of SiO2
glasses [24, 25]. Semiconductor-doped glasses (SDG) have
large nonlinear susceptibilities for optical transitions near their
optical bandgap and a fast electron-hole recombination time
of psec order. Bandgaps of Si particles in SiO2 in the range
1.2 to 1.5 eV have been observed and depend on the film
preparation [24].
In early studies of photoluminescence (PL), surface defects

were often considered to control the optical properties of quan-
tum dots [26–32]. Work [7, 33–38] on CdSe QDs however

Fig. 5. Summary of data on peak luminescence versus silicon particle size,
after Wilcoxon, Samara, and Provencio [17] with data from Osaka et al. [588],
Risbud, Liu, and Shackelford [589], Takagi et al. [267], Saunders et al. [590],
Littau et al. [269], Schuppler et al. [402], Iwasaki, Lda, and Kimura [591],
Kanemitsu [592], and Kim [367].

suggests that the near-edge emission (which leads to the deter-
mination of the bandgap) is determined by their core, and not
by the surface structure.

2.2. Scanning Tunneling Spectroscopy

Historically, tunneling spectroscopy with metal-insulator-
metal (MIM) tunnel junctions was first demonstrated by
Giaever [39]. His MIM tunneling experiment provided a direct
measurement of the energy gap of superconductors, which was
a critical evidence for the Bardeen-Cooper-Schrieffer (BCS)
theory of superconductivity.
A systematic method of obtaining local tunneling spec-

tra with STM was developed by Feenstra, Thompson, and
Fein [40]. It is an extension of the tunneling junction exper-
iment of Giaever. Scanning tunneling spectroscopy (STS) is
complementary to topographic imaging by STM. It can be
accomplished in a number of ways. Most STS studies today
are performed with constant tip-sample separation at a fixed
location on the surface. This is accomplished by momentar-
ily interrupting the feedback controller and then ramping the
applied voltage over the desired interval while simultaneously
measuring the tunneling current. If no spatial resolution is
required and a large flat area is investigated, the method is
straightforward [41]. However, if one wants to correlate the
tunneling spectra with the local surface structure, the I–V
measurement must be performed together with the topogra-
phy measurement. While the tip is scanning over the sample
surface, a map of tunneling spectra is generated.
Scanning tunneling spectroscopy has been applied exten-

sively to determine the electronic structure of semiconductors
[42–44], superconductors [45], and metals [46]. STS is used
to study solid surfaces and thin films [47] as well as adsorbed

stmlab
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Fig. 6. Size evolution of dI/dV versus V characteristics of InAs quantum
dots, measured by scanning tunneling spectroscopy [49]. Reproduced with
permission from [49], copyright 2000, American Physical Society.

clusters [48, 49], fullerenes [50, 51], and molecules [52–54].
STS studies were reported for semiconductor quantum dots
such as Si [48], CdS [55], CdSe [56, 57], InAs [49, 58] and
others [59–61]. In addition, tunneling spectra of metal quan-
tum dots have been obtained [62, 63]. A sequence of STS
spectra is shown in Figure 6 for quantum dots of InAs [49].
STS theory has its focus mostly on the relationship between

I–V curves and the local density of states (LDOS) [64–71].
Most calculations used the assumption of imaging at low bias
voltage and were following the theory of Tersoff and Hamann
[64]. In some theoretical treatments, this has been extended to
finite bias voltages [72–74]. An STS theory has been devel-
oped specifically for semiconductors [75], since they need a
treatment different from the one for metals [76, 77].
Scanning tunneling microscopy can be used to obtain the

atomic structure of particles. This is illustrated in Figure 7,
which shows an STM image of a palladium particle with
atomic resolution. The combined use of STM and atomic force
microscope (AFM) [78, 79] can also give information about
the interplay between atomic and electronic structure. The
STM probes the density of states (DOS) of a sample at the
Fermi level EF (if a small bias voltage of a few millivolts is
applied). The AFM probes the total DOS of the valence elec-
trons, over a relatively wide energy range. This can lead to
differences in the images obtained from the two methods. For
instance, when assembled nanoparticles are imaged, and there
are low-energy grain boundaries between the particles, these
boundaries usually have different DOS at EF, well seen in
STM imaging. Therefore, the particles are individually imaged
by STM. The AFM however is not sensitive to small DOS
variations at EF and therefore does not well resolve parti-
cles with low-energy grain boundaries. This has been seen in
experimental studies of nanophase materials [79].

Fig. 7. An 11× 11-nm STM image of a palladium particle, with atomic
resolution [475]. Reproduced with permission from [475].

As expected from the Bardeen formula (derived for MIM
tunnel junctions) [80], the tip density of states (DOS) plays
an equal role as the sample DOS in determining the tunneling
spectra. In an STS experiment, the goal is to obtain the DOS
of the sample, and one requires a tip with a constant, struc-
tureless DOS. When the tip is a metal, there is a sharp onset
of the tunneling current when the bias voltage exceeds half
the gap energy and this is independent of the tip DOS. This
argument has been used by Giaever and many others for the
determination of bandgaps in tunnel junctions and it applies
to gap studies of nanoparticles by STS as well.
For nanoparticles, a gap may appear in the I–V curve which

is not related to the electronic structure. If the particle charges
up, a Coulomb blockade gap may be the dominant I–V fea-
ture around zero bias [81–83]. This gap is size dependent,
increasing with smaller particle diameter [84]. Single-electron
charging has also been studied for molecules in STS experi-
ments [85].
The effect of the Coulomb blockade can be seen from the

appearance of supported clusters in STM images. On a gray
scale image, a supported cluster usually appears brighter than
the substrate. If the substrate in an STM image is set to a
gray level, a cluster appears white. If however the cluster
is charged, the tunneling current is blocked and the cluster
appears black.
STS has been used to study the interplay between single-

electron tunneling (SET) and quantum-size effects. This can
experimentally be observed when the charging energy of the
particle by a single electron is comparable to the electronic
level separation, and both are larger than kBT [50].
In optical spectroscopy, the bandgap is determined from

allowed transitions between valence and conduction band
states in the particle. In tunneling experiments, on the other
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hand, the discrete levels in a particle’s valence and con-
duction band are probed separately. Therefore, STS provides
complimentary information on the electronic structure of the
particles.

3. THEORY

3.1. Methods and Results for Metal Clusters

The electronic structure of metal clusters is calculated within
two theoretical ab initio approaches: density functional cal-
culations in the local-density approximation (LDA) [86] and
Hartree-Fock configuration interaction (HFCI) calculations
[87]. The LDA gives accurate ground state properties for neu-
tral and charged clusters, but does not well describe excited
states. Simulated annealing [86] can be used together with
LDA to find the atomic structure of a cluster in the ground
state. The calculations can yield the vertical detachment ener-
gies (VDE) of metal clusters which are related to the electron
affinity [88]. The HFCI method yields electronic ground and
excited states of neutral and charged metal clusters. The opti-
mum geometry of a cluster can only be determined for very
small sizes because the calculations for larger clusters require
too much computer time.
For metal clusters with highly delocalized valence elec-

trons, the electronic-shell model can be applied [89]. It
assumes that the valence electrons of each atom in the clus-
ter become free electrons confined by the boundaries of the
cluster. For spherical clusters, the eigenstates are electronic
shells with defined angular momentum. Shell closings occur
at n = 2�8�18�20�34�40� 	 	 	 electrons which lead to magic
numbers for alkali metal clusters with these n-values. With
increasing cluster size, the 1s, 1p, 1d, 2s, 1f,…shells become
successively occupied.
The shell model neglects the core potentials of the atoms

in the cluster. It uses the jellium model, which considers the
positive charges of the atoms being smeared out to a homoge-
neous background. Therefore, the model is not used to deter-
mine properties which are related to the atomic structure of
the clusters.
While metal clusters with closed electron shells are spheri-

cal, the clusters with open electronic shells are deformed from
the spherical shape. In theory, this deformation has been stud-
ied within the jellium approach [90–95], with ab initio calcula-
tions [96–98], and tight-binding models [99, 100]. The clusters
are deformed due to the Jahn–Teller effect [101, 102]. The
deformations have effects on the electron-shell energies [101].
Ab initio molecular dynamics calculations were used to

study the deformations of Na clusters at high temperatures
(500–1100 K) [103]. A large highest occupied molecular
orbital–lowest unoccupied molecular orbital (HOMO–LUMO)
gap of 1.1 eV was found for the closed-shell cluster Na8. This
gap is unchanged at 550 K, where the cluster is liquid-like.
In the open-shell Na14 the deformation opens a gap which
remains in the liquid state. The liquid Na14 cluster favors axi-
ally deformed shapes, with two isomers, prolate and oblate.

The deformation is driven by the opening of the HOMO–
LUMO gap. Among three isomers for Na14, prolate, oblate,
and spherical, the prolate isomer has the lowest energy and the
highest HOMO–LUMO gap (0.4 eV). When the Na14 cluster
is heated to 1100 K, the cluster structure oscillates between
different isomers and the time-averaged level density no longer
shows a pronounced HOMO–LUMO gap.
The shell model is not restricted to alkali metal clusters.

Electron detachment energies of Pb−n (n = 24–204) [104] for
instance are well described by local-density approximation in
the spherical jellium model.
The simplest atomic structure is the linear chain. For lin-

ear arrangement of metal atoms, one usually obtains HOMO–
LUMO gaps which oscillate between odd and even numbers of
atoms per cluster. This is illustrated in Figure 8, which gives
the orbital energy distributions of linear Cun clusters [105] (up
to n= 10).
Transition metal clusters are particularly interesting for

studies of the formation of the bulk band structure with
increasing particle size. Transition metal atoms include both
localized 3d-electrons and delocalized 4s-electrons. It can be
expected that these states have a very different cluster size
dependence. Cu, for example, has the atomic structure 3d104s.
Like the alkali atoms, Cu has a single s-electron outside a
closed shell. The 3d-states however lie just below the 4s-states
in energy and are expected to influence the cluster proper-
ties. In bulk Cu, the 3d-states contribute significantly to the
density of states at the Fermi level, which leads to the very
high electrical conductivity of Cu. In Cu clusters, the 4s-states
are delocalized and therefore show strong discontinuous size-
dependent variations, whereas the 3d-band evolves monotoni-
cally with cluster size. The calculated density of states for Cu8
and Cu20 clusters is shown in Figure 9.
In photoemission experiments, the electron affinities for

Cu clusters have been studied as a function of cluster size
[106–108]. A multitude of distinct features was observed in
the spectra [108] and attempts were made to explain these
features theoretically [109–111].

Fig. 8. Occupied (continuous line) and unoccupied (dashed line) energy lev-
els for linear Cu atomic chain [105]. Energies in the neighborhood of the
HOMO and LUMO are shown. Reproduced with permission from [105],
copyright 1999, American Chemical Society.
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Fig. 9. Total electronic density of states calculated for the two closed-shell
clusters Cu8 and Cu20 in their lowest energy structures [102]. Reproduced
with permission from [102], copyright 1994, American Physical Society.

Clusters from noble metals exhibit similarities to simple
metal clusters with respect to their electronic structures. This
is well illustrated with tight-binding calculations for Cu clus-
ters (n = 2–95) [102] (Figure 10). The clusters have large
HOMO–LUMO gaps with the magic (electron) numbers n =

2�8�18�20�34� which are the numbers known from the spher-
ical shell model. Shell closures result in particularly large
HOMO–LUMO gaps for these clusters. The theoretical and
experimental values for Cu8 coincide very well, 1.91 [102] and
1.93 eV [112], respectively. A lower value of Eg = 1�33 eV
for Cu8 was also calculated [113]. For the closed-shell Cu20
cluster, Eg = 0�83 eV is obtained. The typical band features
of bulk Cu are not yet evolved for Cu20.

Fig. 10. HOMO–LUMO gap calculated for Cu clusters versus size [102].
Reproduced with permission from [102], copyright 1994, American Physical
Society.

The same general characteristics for the electron level
structure of Cu clusters has been obtained from several stud-
ies [102, 114, 115]. In contrast to the bulk, Cu clusters
exhibit an almost complete s–d-band separation. Low lying
occupied valence states have s-character, whereas the higher
occupied levels have predominantly d-character. The states
directly at the HOMO and the unoccupied states have mostly
s–p-character with minor d-contributions. This shows that
the atomic d-electrons form a narrow d-band in the clusters
with the extended s–p-states being located in separate energy
regions, below and above the d-band. Hybridization between
these two band characters is found to be small. The molecular
orbitals of the extended states are associated with the states of
the electron-shell model. An s- and d-band separation similar
to that for Cu clusters has also been obtained in calculations of
surface slab model clusters Ni20 and Ni51, where the HOMO
was found to have s-character [116]. We note that bulk Cu and
Ni is characterized by completely overlapping s- and d-bands.

3.2. Methods and Results for Semiconductor Clusters

Early theoretical studies of semiconductor particles used
the effective mass approximation (EMA) [117–119]. This
approach can sometimes be successful in fitting luminescence
data [120]. The EMA assumes that the semiconductor bands
are parabolic and that the kinetic energies of electrons and
holes can be expressed in terms of their effective masses, me

and mh. Direct bandgap semiconductors have parabolic bands
at the top of the valence band and the bottom of the conduc-
tion band. Therefore, the EMA gives a good estimate of the
bandgap in large clusters of direct gap materials. The approx-
imation is not accurate for states away from the point, or for
indirect bandgap semiconductors.
Early calculations using EMA assumed an infinite potential

step at the cluster surface, and applied perturbation theory to
solve the Schroedinger equation with the effective mass (EM)
Hamiltonian. The calculated exciton energies agree qualita-
tively with the experiment for larger clusters, but are usually
too large for small clusters [118, 119]. Calculations with a
more realistic finite potential step at the surface have given
results in much better agreement with the experiment [121].
First-principles and semiempirical theories show that the

EMA-derived bandgap of semiconductor particles is overesti-
mated. The gap-to-diameter dependence is still described by
an inverse power law, but with a smaller exponent [122].
Another applied method is an empirical pseudopotential the-
ory, which has been used for nanoparticles by imposing a
boundary condition on the pseudopotential solution for an infi-
nite lattice [123–125]. There is better agreement with exper-
iments compared to EMA, but the method does not include
surface effects, as an infinite potential step is required at the
surface. Yet, the surface of nanoparticles may influence or may
even dominate the particle properties. Many experiments, as,
for example, time-resolved fluorescence measurements [29],
or electrooptical Stark effect measurements [126] show the
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surface trapping of excited charge carriers. Such results can-
not be explained by models, which account for size quantiza-
tion alone but ignore the surface. Green’s function recursion
within the tight-binding approximation was also used to esti-
mate bandgaps and exciton energies of nanoparticles [127].
The method models the atomic structure of clusters realisti-
cally and can be used to study surface effects.
Theoretically, small silicon clusters were first proposed to

be fragments of the crystalline bulk [128, 129]. The clus-
ters were assumed to have a diamond structure with non-
relaxed surface atoms. Such tetrahedral-bond-network (TBN)
clusters have many dangling orbitals and very low average
coordination numbers. In further studies, crystalline structures
were shown either to correspond to high-energy local min-
ima or to be highly unstable [130–134]. Ab initio electronic
structure calculations have been used to predict lowest energy
structures for Si clusters in the size range 2–14 atoms [130,
131, 135–144]. Raghavachari [130, 139], Raghavachari and
Logovinsky [140], and Raghavachari and Rohlfing [141] have
used (uncorrelated) Hartree–Fock (HF) wave functions to opti-
mize the cluster structures. Tomanek and Schlüter [142, 143]
have used a local-density functional (LDF) method, Pacchioni
and Koutecky [131] and Balasubramanian [135, 136] per-
formed configuration interaction (CI) calculations, and Bal-
lone et al. [137] used simulated annealing techniques for
geometry optimization. All of these calculations are largely
in agreement as to the equilibrium structures for very small
silicon clusters.

4. METALS

4.1. Alkali Metal Clusters

Clusters of metal atoms encompass the evolution of collective
properties from an atom to a solid. In particular, the develop-
ment of metallicity with increasing size is a fascinating field
to study [145]. The free atom has sharp and well-separated
electronic energy levels, which undergo major changes once
the atoms are assembled to clusters. With increasing parti-
cle size, the HOMO–LUMO gap becomes gradually narrower
and finally vanishes. A nonmetal–metal transition occurs as
a function of size. Experimentally, the closure of the gap is
observed in the shrinking difference between ionization poten-
tial and electron affinity. The Kubo effect (the quantum size
effect, QSE) describes the discrete levels in small systems.
Yet, the QSE is a continuum approach, which breaks down at
very small particle sizes.
A number of experimental [146] and theoretical [147–151]

studies of alkali clusters have been performed. The alkali met-
als have simple electronic structures as they have energy bands
very similar to those of free electrons. For alkali metal clus-
ters, two theoretical models are used for describing their elec-
tronic properties. The jellium model has been successful for
the calculation of mass spectra and optical spectra [152, 153].
The valence electrons are treated as completely free, only
confined to a spherical box with a constant positive back-
ground. The model leads to a shell structure for the electrons

(electron-shell model), For other properties, quantum chemi-
cal calculations [147–149] were successfully used (molecular
orbit model). They are expensive in theoretical input and com-
puting time, but lead to the best results for very small clusters
with less than about 50 atoms. The two models yield different
bandgap behavior as a function of particle size. An overlap of
the two theories has been achieved by including pseudopoten-
tials to the jellium calculation [150].

4.2. Noble and Transition Metal Clusters

For metal particles, the quantum-size effect (QSE) predicts the
opening of a gap with decreasing size. Experiments usually
show HOMO–LUMO gaps much smaller than predicted by
the QSE. In addition, the nonmetal to metal transition seems
to occur at quite small cluster sizes. For example, while Pt
clusters with up to six atoms revealed nonzero energy gaps
[154], 60-atom Pt clusters showed zero-energy gaps [155].
For Ni clusters with n < 20, ab initio molecular orbit calcu-
lations yield HOMO–LUMO gaps up to 0.25 eV, approach-
ing zero at about n = 16 [156]. Studies of photodetachment
spectroscopy [157] suggest that the electronic structure of Ni
clusters approaches the bulk limit for n > 14, while mea-
surements of vertical ionization potentials [158] put this limit
beyond n = 100. Structural, electronic, and magnetic proper-
ties are strongly correlated for transition metal clusters such
as Nin [159].
In a study of vanadium clusters Vn (n < 65), three size

regions of spectral evolution were observed: molecular-like
behavior for n = 3–12, transition from molecular to bulklike
for n = 13–17, and gradual convergence to bulk for n > 17
with bulk behavior at about n = 60 [157]. For Mn clusters,
the strong dependence of the gap on the cluster structure was
demonstrated. For Mn5, there are several isomers whose ener-
gies lie very close to the energy of the ground state but with
the HOMO–LUMO gap varying between zero and 2.63 eV
[160]. For Cu13, a gap of 0.36 eV was calculated [161]. This
value is smaller than the experimental results of about 0.7 eV
[109]. In the range 4 ≤ n ≥ 30, the gaps for Cu clusters vary
between 0.25 and 1.4 eV but do not approach zero at n =
30 [109] (Fig. 11). The density of states for Cu clusters has
almost fully converged to the bulk DOS for n ≈ 500 [102].
Theoretical studies of Al clusters with n ≤ 15 show strong
discontinuous size-dependent gap variations (between 0.2 and
1.2 eV) [162] (Fig. 12). They roughly agree with earlier theo-
retical studies where HOMO–LUMO gaps in the range 0.4 to
2 eV were found for Al clusters up to n= 13 [163]. The gap
was calculated to be close to zero for Al clusters with n≥ 54
[163] (Fig. 13). For small Agn (n= 2−6), the HOMO–LUMO
gaps were experimentally determined: 6.5 eV (Ag2�, 3.8 eV
(Ag3�, 5.0 eV (Ag4�, 4.2 eV (Ag5�, 5.1 eV (Ag6� [164]. An
odd–even effect in these values is visible.
Aluminum clusters show a strong magic number tendency

for n= 13 [165, 166]. Therefore, the gap for Al13has typically
a much greater value compared to the other clusters in this
size range [163]. A gap of 1.89 eV was obtained by photoe-
mission for anions of Al13, dramatically exceeding the gaps of
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Fig. 11. Gap between the two upper electronic levels for odd-electron clus-
ters. Upper panel: experimental results on Cu−n [593, 594]. Lower panel: cal-
culations for neutral and negatively charged Cu−n clusters. The data are plotted
as a function of the odd-electron number [109].

Fig. 12. HOMO–LUMO gap calculated for (a) neutral, (b) positively
charged, and negatively charged Al clusters [162]. Reproduced with permis-
sion from [162], copyright 1999, American Institute of Physics.

Fig. 13. HOMO–LUMO gap calculated for neutral Al clusters [163]. Repro-
duced with permission from [163], copyright 1993, American Physical
Society.

0.25 and 0.32 eV of Al12 and Al14, respectively [167]. Angle-
resolved photoemission studies indicate that the nonmetal to
metal transition for Pd particles is at about 25 Å [168]. Photo-
electron spectroscopy studies of Tin (n= 3−65) yield electron
affinities (EA) which increase monotonically toward the bulk
work function starting from Ti8 [169]. The EAs of the larger
clusters are well described by the spherical drop model. This
suggests that titanium clusters become metallic at n ≈ 8. A
number of first-principles studies were performed for small Ni
clusters but with large discrepancies in the calculated ioniza-
tion potentials [156]. Such discrepancies arise from the par-
ticular choice of geometries, interatomic spacing, atomic basis
functions, approximations in the exchange-correlation poten-
tials, and the treatment of the core electrons.
Scanning tunneling spectroscopy has been applied to deter-

mine the HOMO–LUMO gap of metal clusters. The tunnel-
ing conductance through the clusters decreases markedly for a
range of bias voltages around zero and for small enough clus-
ters. Pd, Ag, Cd, and Au clusters with diameters greater than
1 nm show the zero-gap characteristics of the bulk metals in
STS experiments [170]. Below 1 nm, an energy gap opens,
and its value increases with smaller cluster sizes. Energy gaps
up to 70 meV were measured. These are much smaller than
the gap values obtained from calculations.
Metal clusters usually have an atomic structure which is

different from that of the bulk. Studies by scanning transmis-
sion electron diffraction (STED) showed that Pd clusters with
diameters less than 20 Å prefer the non-fcc (face-centered
cubic) icosahedral over the standard fcc bulk structure [171].
On the other hand, studies of Cu clusters with extended X-ray
absorption fine structure (EXAFS) indicated fcc structure even
for clusters with about 13 atoms [172]. For Au, Pt, Rh, Ni,
and Ag clusters, the fcc bulk structure seems to be favored
over the icosahedral structure for a diameter bigger than about
20 Å [173, 174].
The reactivity of small clusters with simple molecules can

vary significantly with cluster size [175–184]. Features in the
electronic structure of the bare clusters can be obtained from
measurements of vertical detachment energies (approximately
giving the electron affinities) and the ionization potentials
[177, 185–188]. The reactivities of neutral Nb and Fe clusters
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with H2 were found to correlate with their ionization poten-
tial [185, 189]. This shows that the reactivity of a cluster is
linked to its electronic structure. Various models have been
proposed for the size-dependent reactivity. The most obvious
explanation is the promotion of an electron from the cluster
to the antibonding state of the attached molecule [190]. Other
models have emphasized the details of the electronic struc-
ture of the clusters [191]. In studies of photoelectron spectra
of Fe, Co, and Ni clusters, it was found that the size depen-
dence of reactivity with H2 molecules correlates well with the
HOMO–LUMO gap variation [186].
The reactivity of metal clusters with inert gases such as

argon and krypton can be very similar to those with hydro-
gen [192]. In addition, the measured reactivities can be almost
independent of the charge state of the clusters (neutral, pos-
itive, negative) [176, 178, 182, 189]. This suggests that the
electron transfer model, based on the reactivity correlation
with the electronic structure needs to be replaced by an alter-
native model in some cases. The geometry of the clusters may
instead determine the adsorption characteristics. It has been
considered in some cases to be responsible for the reactivity
of metal clusters [193, 194].
Magic number clusters are highly stable due to electronic or

geometric shell closings. They have high binding energies per
atom, large ionization potentials, and wide HOMO–LUMO
gaps. This is well seen with Nb clusters, which show shell
closings for Nb8, Nb10, and Nb16. These magic clusters are
relatively unreactive for hydrogen absorption [195]. The reac-
tivity pattern for Nb clusters are roughly independent on the
charge state of the clusters, with Nb+n , Nb

−
n , and Nb

0
n giving

similar results. This indicates that the geometrical structure of
the clusters might be important for their chemical activity. The
dependence of HOMO–LUMO gaps for Nb clusters is shown
in Figure 14.
For a comparison of theory with experiments, one needs

to take into account that neutral, positively and negatively
charged clusters may have different atomic and electronic
structures. This has been illustrated with calculations for Aln
[162], Cun [196], and others. For example, while the bandgap
for the anion Al13 of 1.5 eV is much higher than the gaps of
0.3 and 0.4 eV gaps for Al12 and Al14, respectively, n= 13 is

Fig. 14. Vertical detachment energies (triangles, left scale) and HOMO–
LUMO gaps (crosses, right scale), extracted from photoelectron spectra of
Nb−n clusters [195]. Reproduced with permission from [195], copyright 1998,
American Institute of Physics.

much less magic for the neutral and positively charged clus-
ters. Another magic Al cluster is Al7, but only if positively
charged. Gaps of 1.6, 0.40, and 0.45 eV were calculated for
Al+7 , Al

+
6 and Al

+
8 , respectively.

Structural isomers may also differ considerably in their
electronic properties. This has been shown by a number of
theoretical studies, for instance for Con (n =1–8) [197], Cun
(n=2–5) [196], Cun (n≤ 9) [111], Al5 [198], and others. Var-
ious isomers of Na+19 lead to very different photoabsorption
spectra [199].
Bond-length contraction is another effect, which has an

influence on cluster properties. Metal clusters usually have
reduced interatomic distances compared to the bulk metals.
The bond-length contraction �R/R becomes very pronounced
for clusters with just a few atoms. This is illustrated in calcu-
lations of rhodium clusters with �R/R = 17% (Rh2�, 10.9%
(Rh3�, 7.4% (Rh4�, 5.8% (Rh6� and 4.0% (Rh12� [200]. Aver-
age interatomic distances and coordination numbers for Nin
(n = 3–23) have been calculated [201] and are shown in
Figure 15. For Pd clusters, several theoretical studies predict a

Fig. 15. Average interatomic distances and coordination numbers calculated
for Ni clusters [201]. Reproduced with permission from [201], copyright 1997,
American Chemical Society.
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Fig. 16. Atomic spacings in supported Pd clusters as a function of clus-
ter size evaluated from electron diffraction patterns [206]. Reproduced with
permission from [206], copyright 1999, American Chemical Society.

decrease of the lattice constant with a decreasing cluster size
[202–205]. An experimental study on Pd particles in the size
range 15–45 Å showed a lattice constant reduction of about
5% [206] (Fig. 16). A reduction in lattice constant has also
been observed for Ta and Pt clusters [207, 208]. In general, a
cluster may be viewed as bulk matter under pressure.
Another consideration is the interaction with the substrate

for supported clusters. It has been studied for several metal
clusters and substrates: Cu4, Ag4, Ni4, and Pd4 on MgO [209],
Cun (n ≤ 13) on MgO [210], Crn on Ru(001) [211], Cun
and Aun on Cu(001) [212], Aln on highly oriented pyrolytic
graphite (HOPG) [213] and Pdn on HOPG [214]. Some of
these substrates may strongly influence a cluster’s atomic and
electronic structure [211, 212]. Size-selected clusters can com-
pletely change their free atomic structure, after softly landing
on the support. This has been illustrated for Cu and Au clus-
ters (with n= 13 and 55), which become flat after deposition
on a (1×1)O/Ru(001) substrate and stay in a metastable con-
figuration when the substrate is kept at low temperature [212].
The clusters then show a high degree of epitaxy on the sub-
strate lattice.
Platinum clusters adsorbed on HOPG affect the area around

the adsorption site by inducing periodic charge density mod-
ulations (PCDM) [215]. This can occur for relatively strong
particle-substrate interaction. The particle is surrounded by
superstructures, which decay exponentially away from the
adsorption site. These structures result from a local distortion
of the periodic charge density of the substrate.
Nanoparticles of metals may emit light when stimulated by

electron injection. For semiconductor particles, photon emis-
sion is mostly due to interband transitions and can be used
to determine bandgaps. For metal particles, however the lumi-
nescence is originated by the collective excitation of the elec-
tron gas leading to a Mie plasmon resonance [216]. The peak
position of the plasmon resonance for Ag particles shows a
pronounced blueshift with decreasing particle size with a 1/d
behavior (d-cluster diameter). This is caused by intrinsic size
effects of the particles.
Metal clusters in beams can be used for scientific studies

but their amounts are usually to small for industrial appli-
cations. In addition, supported nanoparticles [214, 217–219]

are limited to scientific studies. Other techniques, such as
solution-phase synthesis [220] have been applied for metal
particles with high (macroscopic) quantities. Additionally,
metal nanoparticles (Pt, Pd, Ag, Au) were synthesized in poly-
mer matrices [221]. The large scale production of nanopow-
ders allows their application in nanotechnology.

4.3. Divalent Metal Clusters

A transition from van der Waals to metallic bonding is
expected for divalent metal clusters (e.g., Ben, Mgn, Hgn� as
a function of size. The atoms of these elements have a closed-
shell s2-atomic configuration and a fairly large sp-promotion
energy Esp (e.g., Esp(Hg)∼ 6 eV, Esp(Be)∼ 4 eV, where Esp =
E(s1p1�−E(s2�. Therefore, one expects the smaller clusters to
be insulating and bonded through weak, mainly van der Waals-
like forces. In contrast, the corresponding bulk materials are
strongly bound (e.g., Ecoh(Hg)= 0�67 eV, Ecoh(Be)= 3�32 eV)
and have metallic properties which result from the overlap
between the s- and p-bands. Consequently, a strong qualitative
change in the nature of the chemical bonding (from van der
Waals to metallic) should take place with increasing size. For
Hgn a transition from van der Waals to metallic bonding has
been estimated to occur in the range 20< n < 50 [222].
The first experiments which confirmed (to some extent)

the expectations were ionization energy studies, performed on
beams of Hg clusters [223]. Metallic behavior was reached at
n= 80–100. Similar results have been obtained from autoion-
izaton resonance energy measurements [224]. Studies of pho-
toelectron spectra on Hg clusters revealed a much bigger clus-
ter size of n= 400±30 for bandgap closure [225] (Fig. 17).
Electron-shell and supershell effects, originally observed in

mass spectra of monovalent-metal sodium clusters [226, 227],
were later also found for divalent metal clusters [228]. The
electron-shell structure was identified for Hg clusters contain-
ing up to 1500 valence electrons.

Fig. 17. The size dependence of the binding energies of the 6s-HOMO (open
circles) and the 6p- (full circles) electrons in the photoelectron spectra of Hg
anion clusters. The s–p-bandgap is the difference between these values (open
triangles). The solid line is a linear fit to the bandgap in the range n= 50–250,
and extrapolates to zero at about n= 400 [225]. Reproduced with permission
from [225], copyright 1998, American Chemical Society.
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5. SEMICONDUCTORS

5.1. Binary Semiconductor Nanocrystals

The properties of binary semiconductor nanocrystals and
quantum dots (QDs) have received much attention in the
past, following the pioneering work of Efros and Efros [117]
and Ekimov, Efros, and Onushchenko [229], Brus [119], and
Weller et al. [230]. Many size-dependent phenomena have then
been observed in the following years [231–233]. These include
light emission from silicon nanocrystals and porous silicon
[234], and bandgap tunability in the nanoparticles [235].
The systematic investigation of II–VI quantum dots (ZnS,

CdS, CdSe, etc.) began with Brus’ work using solution-phase
synthesis [236]. It also was inspired by a theoretical work
which showed that the linear and resonant nonlinear optical
properties exhibit the greatest enhancement when the nanopar-
ticle radius R is much smaller than the Bohr radius of the
exciton (aB� in the corresponding bulk material [237]. Devia-
tion of properties are expected for semiconductor QDs in the
strong-confinement limit, where R/aB≪ 1. The Bohr radii of
excitons vary strongly between different semiconductors: 10 Å
(CuCl), 60 Å (CdSe), 200 Å (PbS), 340 Å (InAs), 460 Å
(PbSe), 540 Å (InSb).
The electronic spectra of PbS, PbSe, and PbTe QDs are

simple, with energy gaps that can be much larger than the
gaps of the parent bulk materials (which are 0.2–0.4 eV for the
lead salts). In contrast, the energy level structure of II–VI and
III–V QDs are much more complicated, with closely spaced
hole levels and valence band mixing [6] which complicates
the study of these materials.
Particles of Cd3P2 are found to be strongly size quan-

tized [238]. This is seen from a 1.5-eV blueshift of the first
electronic transition for 27-Å particles compared to the bulk
bandgap of 0.5 eV. The shift is explained by quantum con-
finement of the exciton. The radius of the exciton is 180 Å, as
calculated from the effective masses of the electron (0.05m0�
and the hole (0.4m0� and the high frequency dielectric constant
(∼15). The large increase in the gap is due to the restriction
of the large exciton to the 27-Å sized particle.
The electronic structure and the luminescence of II–VI

nanopowders and quantum dots has been studied by several
groups [11, 29, 239–244]. Many articles concerning the dis-
tribution of electronic states have appeared in literature [127,
231, 232, 245–248]. In addition to optical spectroscopy, con-
ductance spectroscopy was used to study the bandgap [57].
Photoelectron spectroscopy of cluster beams is now an

established method to study the electronic structure. The elec-
tron affinity of cluster anions as a function of size can be
studied via photodetachment [249]. Such beam experiments
are restricted to small sizes (for instance GanP

−
n (n = 1–9)

[249] or InnP
−
n (n= 1–13) [250]) but allow studying both sto-

ichiometric and nonstoichiometric clusters.
The physical properties of the larger nanoparticles are dom-

inated by the confinement of electrons [251]. For CdSe parti-
cles, a widening HOMO–LUMO gap was observed in optical

Fig. 18. Size dependence of the bandgap of CdSe particles [252]. Filled
circles are taken from Soloviev et al. [252], squares and triangles are taken
from Murray, Noms, and Bawendi [235] and Rogach et al. [595]. The inset
displays for the same data the dependence of the gap on 1/�NCd�

1/3, with NCd
being the number of Cd atoms.

absorption and band-edge emission (photoluminescence) stud-
ies [235, 241]. From another study, the size dependence of the
gap for CdSe particles is given in Figure 18 [252]. Absorp-
tion and emission spectra of InP quantum dots show similar
dependence [253] illustrated in Figure 19 [254]. Although the
experiment and the QSE theory agree reasonably well at large
sizes, theory diverges from the experimental values for small
sizes (d < 7 nm). This may be due to the nonparabolicity of
the bands at higher wave vectors and the finite potential bar-
rier at the surface of the particles. Tight-binding calculations
can yield better agreement for the smaller sizes [127, 245].
The effective mass approximation gives 1/R2 for the depen-

dence of the bandgap on the radius of nanoparticles. However,
it usually overestimates Eg . For PbS particles, for instance, the

Fig. 19. Optical absorption and emission spectra of InP quantum dots as a
function of diameter [254]. Reproduced with permission from [254], copyright
1998, American Chemical Society.
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energy gap increases as ∼ 1/R1�3 for R ≥ 2�5 nm [255]. For
the very small sizes, the bandgap is usually not described by a
simple R-dependence but rather changes discontinuously. This
is shown in the gaps of stoichiometric GanAsn clusters (n =

2–6) which were determined using first-principle pseudopo-
tential calculations: 5.8 eV (Ga2As2�, 5.7 eV (Ga3As3�, 4.3 eV
(Ga4As4�, 5.1 eV (Ga5As5�, and 4.8 eV (Ga6As6� [256].
Williamson et al. [257] studied the conditions under which

the bandgaps of free standing and embedded semiconductor
quantum dots are direct or indirect. The results are obtained
from experimental and theoretical investigations of quantum
dots and quantum wells. It is found that free dots of CdSe,
InP, and InAs have direct bandgaps for all sizes, while the
direct bulk gap of GaAs and InSb dots becomes indirect below
a critical size. Dots embedded in a direct gap host matrix
either stay direct (InAs/GaAs at zero pressure) or become indi-
rect at a critical size. Direct gap dots in an indirect gap host
have a transition to indirect gap for sufficiently small particles
(GaAs/AlAs and InP/GaP quantum well) or are always indi-
rect (InP/GaP dots, InAs/GaAs above 43-kbar pressure and
GeSi/Si dots). Theoretical studies predict a change from an
indirect to a direct semiconductor for particles smaller than
∼2 nm [258, 259] for GaP.
The bandgap in a bulk semiconductor depends on the tem-

perature. Studies generally report that this dependency is sim-
ilar for nanoparticles and the bulk [260]. The variation may
be slightly weaker [261] in nanoparticles of varying size. The
response of the bandgap to temperature can be measured in
optical experiments by the temperature coefficients dEg/dT of
lowest electron-hole pair energies. For PbS and PbSe quantum
dots, it was found that dEg/dT decreases with decreasing dot
size by more than an order of magnitude from the bulk value
and even becomes negative (below ∼3 nm) [262]. This shows
that nanoparticles of semiconductors can have their electron
levels frozen, i.e., with no or little response to a change of tem-
perature. Such weak temperature dependence is expected for
atomic-like levels. The observation is explained with the char-
acteristics of quantum dots and nanoparticles: With a decrease
in size, the continuum states of the bulk semiconductor trans-
form gradually to the discrete states of the particle. This
has effects on the thermal expansion of the lattice, the ther-
mal expansion of the wave function envelope, the mechanical
strain, and the electron-phonon coupling. The localized states
respond little to variations of interatomic distances and angles.
Semiconductor particles are starting to find applications due

to their delta-function-like density of states and their photo-
luminescence. However, the luminescence often is quenched
above 300 K, at temperatures where the devices still have to
function. This illustrates that besides having the bandgap well
adjusted to a particular application, the matrix elements for the
optical transitions may play a decisive role. Thermal escape of
carriers to nonradiative recombination centers such as surface
and interface states or other electron acceptors can drastically
reduce carrier recombination rates [263]. The effect of tem-
perature on the photoluminescence of semiconductor particles
has well been studied [264].

Particles in solid host materials are protected from ambient
air exposure. The embedded particles can show effects very
similar to those of the free particles. For example, GaAs par-
ticles in Vycor glass show the typical nonlinear optical prop-
erties due to quantum confinement [265].

5.2. Silicon and Germanium Clusters

The early work of silicon clusters was inspired by studies of
cluster beams. Such clusters are produced under high vac-
uum conditions and consequently do not have their surface
bonds saturated. In the early 1990s, there was a new devel-
opment for nanostructured silicon. Bulk silicon, when electro-
chemically etched, was made porous and was found to show
photoluminescence in the visible range [266]. Soon the new
effect was attributed to silicon nanowires or particles present
in the porous structure. Indeed, STM studies of the porous
silicon surface show the presence of nanoparticles (Fig. 20).
It was supported by the observation that individual silicon
particles showed photoluminescence [267–274]. The Si par-
ticles have been synthesized by liquid-solution-phase growth
[275, 276], from silane via slow combustion [277], microwave
plasma [267], chemical vapor deposition [25], gas evapora-
tion [278–281], sputtering or ablation [24], ultrasonification of
porous silicon [282, 283] and various other techniques.
This development led to an intense scientific activity to

understand both the increase of the bandgap (made responsi-
ble for the luminescence in the visible range due to interband
transitions), and the observed high transition probability. The
silicon particles, responsible for the photoluminescence, were
considered to have their surface bonds passivated, in accor-
dance with the experimental conditions during the production
of porous silicon. Indeed, unpassivated silicon clusters did not
emit any light after UV excitation [274]. Therefore, interest in

Fig. 20. AFM image (656×656 nm) of light-emitting porous silicon [475].
Reproduced with permission from [475].
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Fig. 21. Size dependence of the energy gap of hydrogenated silicon clusters;
results from ab initio [287] and tight-binding calculations [596].

coming years moved away from pristine to passivated silicon
clusters. Most of the work concentrated on hydrogen passi-
vated [1, 284–290] (Fig. 21) and on oxidized silicon clusters
[291–294].
Since the discovery of room-temperature visible photolu-

minescence in silicon nanocrystals [267] and porous silicon
[266], the size dependence of the energy gap of Si nanos-
tructures has been discussed extensively [287, 295–297]. The
quantum-size effect, resulting in a blueshift of the energy
gap with decreasing size, was widely believed to be at the
heart of the novel optical properties of porous silicon [1, 267,
298–300]. The energy gap was found to increase significantly
with decreasing size, for instance between 1.3 and 2.5 eV for
particles of 5 to 1 nm in size [1]. The experimental data often
were described by the effective mass approximation (EMA).
An inverse power law for the bandgap behavior as a function
of size is predicted by EMA and leads to very large bandgaps
for particles of small size. Different exponents in the power
law have been discussed [301].
Obviously, simple models like the effective mass approxi-

mation are not applicable to pristine silicon clusters. EMA is a
continuum approach, which does not consider the complexity
of the atomic structure, the unsaturated surface, and the sig-
nificant changes in hybridization, which can occur when the
size of the pristine particles is reduced.
(Si)n with just a few atoms (n < 10) were theoretically

found to have compact cubooctahedral or icosahedral struc-
ture. The average coordination number for silicon clusters with
n = 12–24 tends to lie above the coordination number 4 of
the bulk diamond structure [302] (Fig. 22). Theoretical results
[143, 303–307] predicting the compact structure for small Si
clusters have been confirmed experimentally by Raman spec-
troscopy [308] and anion photoelectron spectroscopy [309].
The close-packed structure is typical for metallic rather than
covalent systems. As bulk silicon is a semiconductor, a major
change in the electronic properties can therefore be expected

Fig. 22. Size dependence of the average coordination number calculated for
small silicon clusters (with different distance cutoffs) [302]. Reproduced with
permission from [302], copyright 1995.

with size reduction. The critical size n∗ for a transition from
covalent to metallic bonding was estimated, but with very dif-
ferent values: n∗ = 100–1000 [143] and n∗ = 50 [303].
Electronic structure and bandgap are reasonably well

known for porous silicon and large passivated Si particles
[287, 288, 310–314]. However, the HOMO–LUMO gap of
small, unpassivated Si clusters is much less understood.
Gaps between zero and several electron volts were pre-

dicted for small unpassivated silicon clusters. For example, a
zero gap or close to zero gap was theoretically obtained for
Si28 [315] (Fig. 23), Si29 to Si45 [316] (Fig. 24), while gaps of
1.2 eV for Si20 [317] and Si46 [318] and 0.3–3 eV for Si3-Si11
[143] were calculated (Fig. 25).

Fig. 23. Electronic density of states and eigenvalue distribution for an Si28
cluster. Dotted and dashed lines denote the partial densities of states for 3s and
3p, respectively, [315]. Reproduced with permission from [315], copyright
1995, American Physical Society.
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Fig. 24. Electron level distribution calculated for Si29, Si33, Si39, and Si45, in
comparison with the density of states of bulk silicon [316]. Reproduced with
permission from [316], copyright 1996, Trans Tech Publications.

For medium-sized silicon clusters, with up to several hun-
dred atoms per cluster various atomic structures have been
proposed [303, 315, 319–322] and the HOMO–LUMO gap
was calculated to depend strongly on the assumed atomic
structure [320, 323]. Due to the relatively large number of

Fig. 25. HOMO–LUMO gaps calculated for Si clusters; results from local-
density functional (solid line) and tight-binding (dashed line) results) [143].
Reproduced with permission from [143], copyright 1987, American Physical
Society.

atoms, semiempirical techniques such as the interatomic force
field method [324] were used instead of ab initio techniques.
In this size range, there seems to be a structural transfor-
mation. Jarrold and Constant [325] found that clusters up to
∼27 atoms have a prolate shape while larger clusters have
more spherical shapes. Other abrupt changes in properties of
medium-sized Si clusters have been observed in photoioniza-
tion measurements, at n∗ = 20–30 [326]. A structural trans-
formation at n∗ would imply a sudden change of the electric
polarizabilities of the clusters. In a theoretical study of Sin
with 10–20 atoms [327] the polarizability is found to be a
slowly varying function of n. This indicates that n∗ might
be greater than 20. Photoelectron spectroscopy of Si clus-
ter anions (n= 10–20) [328] yielded HOMO–LUMO gaps to
scatter discontinuously between 0.6 and 2.1 eV (Fig. 26).
Clusters may have disordered structures if produced by

fast cooling of a molecular beam or vapor [2]. The atoms do
not have the time to find low-energy positions. The atomic
structure of such particles therefore can be significantly dif-
ferent from both the bulk and the nanocrystal structures [329].
The electronic structure and the bandgap of amorphous sili-
con clusters (a-Sin� have been calculated with a tight-binding
approximation [284]. A comparison of the size dependence
of the HOMO-LUMO gap for amorphous bare (a-Sin�, H-
passivated (a-Sin�, and crystalline (c-Si) particles is shown in
Figure 27. A strong blueshift with size reduction is predicted
for all three types of particles.
The size-dependent bandgap of Ge nanoparticles has been

calculated over a wide size range, from 12 to 1 nm, and
the bandgap was found to change gradually from 1 to 4 eV,
respectively, [330]. We note that 12-nm Ge particles would
have a gap much larger than the bulk gap of 0.6 eV. Indeed,
there are many reports of strong visible photoluminescence in
germanium nanocrystals [3, 18, 331–340]. If interband tran-
sitions are responsible for the luminescence, the bandgaps
of the Ge particles have to be several electron volts wide.

Fig. 26. (A) Vertical detachment energies (VDE) of Sin anions; the solid
line is measured with photoelectron spectroscopy. The symbols mark values
calculated for silicon clusters of various structures. (B) Bandgaps calculated
for lowest energy neutral Si clusters [328]. Reproduced with permission from
[328], copyright 2000, American Physical Society.
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Fig. 27. HOMO–LUMO gap of amorphous clusters compared to crystallites:
amorphous bare Sin (empty triangle), hydrogen passivated Sin (filled circle),
and crystallites (full line) [284]. Reproduced with permission from [284],
copyright 1997, American Physical Society.

Gap calculations within the effective mass model yield such
wide gaps but quantitatively disagree with the optical results
[335, 341]. Additionally, the tight-binding calculations for Ge
particle gaps by Niquet et al. [330] are inconsistent with the
experiments.
The blue–green photoluminescence is observed with little

change in color for particles from about 2 to 15 nm [335, 341].
This would imply a bandgap of about 2 eV, independent of the
particle size. Photoelectron spectroscopy studies have revealed
HOMO–LUMO gaps for Gen clusters (n = 4–34) which do
not show a blueshift in this size range but rather scatter around
the bulk value of 0.6 eV [342] (Fig. 28). It indicates that the
observed photoluminescence radiation is not due to the size-
dependent quantum confinement but rather to surface or defect
state transitions.
A wide spread of energy gaps is predicted for structural

isomers of clusters with the same size. For example, calcula-
tions of germanium clusters with different atomic structures

Fig. 28. HOMO–LUMO gaps of Ge clusters obtained from photoelectron
spectroscopy (PES). The line at 0.67 eV indicates the energy gap of bulk
Ge [342]. Reproduced with permission from [342], copyright 1998, Elsevier
Science.

give gap values of 0.1–1.35 eV for Ge8, 0–1.84 eV for Ge9,
and 1.13–2.64 eV for Ge10 [288].

6. UNPASSIVATED SILICON PARTICLES

6.1. Particle Preparation

In the following, we show tunneling spectroscopy studies [48]
determining the energy gap of pristine silicon particles over a
size range where major size-dependent changes are expected.
Using STM and STS as local probes allows studying indi-
vidual clusters. STM is used to image the clusters and the
surrounding support and to determine cluster sizes and shapes.
STS is used to measure the energy gap.
The clusters were grown on highly oriented pyrolytic

graphite (HOPG) upon submonolayer deposition of silicon
vapor. The deposition was done by direct current (dc) mag-
netron sputtering of silicon in ultra-high vacuum (UHV) base
pressure. Clusters form after surface diffusion by quasi-free
growth on the inert substrate. After the deposition, the samples
were transferred to the STM chamber (1×10−10 Torr) without
braking vacuum. Since local STS of clusters is not feasible at
room temperature due to the thermal drift, voltage-dependent
STM [343] was the STS method of choice. It has been shown
that local STS and voltage-dependent STM give comparable
results for spectra of an adsorbate [343].
At submonolayer coverage, small clusters are formed on

the support, well separated from each other. An area of pure
graphite typically surrounds a particle (Fig. 29). Once an Si
cluster was selected, a series of STM images at different bias
voltages was recorded. If the cluster has a gap and the bias
voltage is tuned to be within the gap, there are no states avail-
able for tunneling. Accordingly, the cluster is “invisible” until
the bias voltage is high enough to allow tunneling into the
“conduction band” or out of the “valence band” of the cluster.
In the constant-current mode, this is reflected by the apparent
height �z of the clusters as it varies with the bias voltage.
The equivalent measurement in the constant-height mode is
the difference �I in tunneling current on the substrate and on
the cluster. Each series of STM images yields a plot of �I as a
function of V . Clusters in the size range from a few angstroms
to a few nanometers were analyzed. For long exposure and
high currents, nanoscale silicon wires can be grown [344].

Fig. 29. Pristine silicon particles on HOPG, generated by vapor deposition
in UHV [389]. Reproduced with permission from [389].
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Fig. 30. �I�V � plot of a 2.5-Å silicon cluster. �I is the difference between
the tunneling currents measured with the tip located on top of the cluster or
on the substrate [48]. Reproduced with permission from [48], copyright 2000,
American Physical Society.

The well-known nonreactive nature of HOPG and the
observed low sticking coefficients for many atoms and
molecules (at room temperature) shows that chemisorption
is not a process to occur for silicon clusters adsorbed on
HOPG. This is supported by studies [345] reporting high scat-
tering yields of Si+n and Si

−
n (n= 5–24) impinging on HOPG.

Impinging Si clusters have very low sticking probability and
are easily reemitted. If the clusters are formed at the substrate,
they are kept on the support by physisorption due to small
electrostatic dipole forces.

6.2. Gap Measurement of Si Particles by STS

In Figures 30–33 �I�V � curves for several silicon clusters are
displayed. They have in common that a bandgap is visible
around zero bias. Figure 31, for example, shows the �I�V �
curve for a 10-Å cluster. A bandgap with steep edges can
be seen. The plot is taken with data points typically 25 mV
apart. �I is zero in the gap region since the cluster completely
vanishes in the STM image. There are no accessible states in
the cluster and the tunneling electrons pass through the cluster

Fig. 31. �I�V � plot of a 10-Å silicon cluster [48]. Reproduced with permis-
sion from [48], copyright 2000, American Physical Society.

Fig. 32. �I�V � plot of a 9-Å silicon cluster [48]. Reproduced with permis-
sion from [48], copyright 2000, American Physical Society.

without interaction. Accordingly, only the substrate is visible
in the STM image. The gap is nearly symmetric around zero
bias. Outside of the gap, the �I values fluctuate due to quality
differences of the STM images. For positive bias voltages,
electrons tunnel from the tip to the sample and vice versa for
negative bias voltages. �I values are observed to be higher
in the positive than in the negative bias range. This shows
that the cluster has a higher state density at the conduction
band edge compared to the valence band edge. The states are
difficult to identify, as the electronic features of small silicon
clusters are little known.
In Figure 34 the energy gap of the analyzed clusters is plot-

ted versus the cluster size. In the range between 15 and 40 Å,
only clusters with zero gap are observed. For smaller clusters,
zero gaps are found as well but nonzero gaps predominate.
Below 15 Å, the gaps tend to increase with decreasing cluster
size. The largest gap recorded is 450 meV, for clusters with 5
and 8.5 Å. There is a significant scatter of the data points in
the small size range. Clusters of similar size can have very dif-
ferent energy gaps. For example, at 8±1 Å a zero-gap cluster
and one with a 250-meV gap is found.
The size of a cluster was determined with an error bar

of typically ± 10%. For a spherical cluster, one can relate a

Fig. 33. �I�V � plot of a 8.5-Å silicon cluster [48]. Reproduced with per-
mission from [48], copyright 2000, American Physical Society.
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Fig. 34. Energy gap values from STS measurements as a function of silicon
cluster size [48]. Reproduced with permission from [48], copyright 2000,
American Physical Society.

given diameter to the number of atoms using the expression
d�n� = �3/4���1/3n1/3, where � is the mass density and n is
the number of atoms in the cluster. Using the mass density
of bulk silicon, one obtains d�n�= 3�3685n1/3 (Å). It follows
that 26 atoms are in a spherical 10-Å Si cluster. Some 9-
and 11-Å Si clusters contain n = 19 and 35 atoms, respec-
tively. These small-sized clusters have properties depending
strongly on their size. One atom more or less may have a pro-
nounced effect on the cluster’s electronic structure. Therefore,
the energy gap can strongly differ for clusters of similar size.
In the STS experiment, one does not determine the number of
atoms in a cluster but rather the diameter. In the uncertainty
window of ±10%, there are clusters with slightly different
numbers of atoms. Such a spread in the number of atoms per
cluster explains the observed scatter of gap data.
The gaps for clusters smaller than 15 Å lie far below

the value of silicon bulk or the enhanced values due to the
quantum-size effect. To check whether clusters with very large
gaps are present, we applied bias voltages up to ± 2.5 V.
Therefore, clusters with gaps up to 5 eV could have been
detected.
The results are surprising at first. Bulk silicon has a

bandgap of 1.1 eV and one may expect it to be much higher
for small particle sizes due to the quantum-size effect. For
surface passivated silicon clusters, this has in fact been con-
firmed both experimentally [1, 269, 273, 274, 291–294, 296,
346, 347] and theoretically [122, 284, 285, 287, 288, 290,
295, 301, 348] with gaps up to 4 eV. The STS results show
that the gaps of unpassivated and passivated silicon clusters
are entirely different.
Theoretical results about the HOMO–LUMO gaps of sil-

icon clusters show strong variations, depending on calcula-
tion methods, assumptions, and types of approaches. A vari-
ety of calculated gaps is shown in Figure 35. They have
been obtained by density functional theory (DFT) [143, 302,

Fig. 35. Calculated energy gaps for pristine silicon clusters using density
functional theory (DFT) [143, 302, 315, 317, 327], tight-binding (TB) meth-
ods [143, 349], or self-consistent-field (SCF) algorithms [349–351].

315, 317, 327], tight-binding methods [143, 349], or self-
consistent-field (SCF) algorithms [349–351]. Over the range
from Si2 to Si61, clusters with zero bandgaps are found, as
well as clusters with gaps up to 3.5 eV.
On the extended surface of bulk silicon, the density of dan-

gling bonds is known to be high. It is a consequence of the
strong directional properties of the sp3-hybrids and the miss-
ing neighbors at the surface. The same can be expected for
unpassivated silicon clusters. Each dangling bond contributes
a partially filled surface state.
Since they are partially filled, the surface states associated

with the dangling bonds are located in the energy gap around
the Fermi level. This has been well demonstrated for the sur-
face of bulk silicon using a number of methods including tun-
neling spectroscopy [352–354]. These experiments show that
surface states mostly fill the bandgap of the unpassivated sili-
con surface. For clusters of silicon, with unpassivated surfaces,
a similar situation can be expected. In fact, a calculation of
Si29, Si87, and Si357 shows density of states with zero-energy
gap between HOMO and LUMO [355]. The passivated clus-
ters, Si29 H36, Si87 H76, and Si357 H204, however show the
broad bandgaps of 3.44, 2.77, and 1.99 eV, respectively, just
as expected for particles in this size range. Evidently, the zero
gap of the pristine particles originates from the surface states.
The surface of bulk silicon has a high density of extra states

which are located in the fundamental bandgap [356] and tend
to form surface state bands [357, 358]. The ideal bulk sur-
face of silicon reconstructs to a variety of complicated atomic
arrangements, as, for example, the 7×7 reconstruction of the
(111) crystal facet [359]. This reduces some of the dangling
orbitals but still leaves many extra states in the gap. Local tun-
neling spectroscopy measurements show substantial tunneling
currents even at very low bias, indicating a high density of
states near the Fermi energy [353]. Zero bandgap, due to the
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metallic surface state density, has also been observed in com-
bined photoemission and inverse photoemission studies [360].
Two transport mechanisms explain the conducting proper-

ties of the cluster surface. For high density, the surface states
overlap forming a conduction band. The cluster surface then
shows the transport properties of a metal. For lower state den-
sity, thermally activated hopping between the localized surface
states leads to the observed conducting behavior. At ∼15 Å,
corresponding to n∗ ∼ 90 atoms per cluster, a major change
in the cluster properties occurs. The energy gap suddenly
opens up and subsequently widens for smaller clusters. This
change to nonzero energy gaps shows a transformation of the
electronic structure of the clusters. We associate it with the
covalent-metallic transformation suggested previously for sili-
con clusters by several groups. Accordingly, large silicon clus-
ters are sp3-hybridized with strong covalent bonds and rigid
bond angles giving rise to high surface state density. Around a
critical size n∗, the sp3-nature of the bonds gradually changes
to hybridization other than sp3 or even to the atomic s- and
p-configurations. In fact, ab initio calculations show that sp3

is not the favored hybridization for small silicon particles.
The change of the electronic structure at the critical size also
means a change in the atomic structure of the clusters. Below
n∗, the clusters are not fragments of the bulk anymore but
rather have their cluster-specific structures. These are close-
packed structures resembling those of metals. In this sense,
one may say that at n∗ a covalent-metallic transition occurs.
Some of the studied silicon clusters exhibit zero-energy

gaps even below n∗. These clusters have the surface state con-
figurations similar to those above n∗. It shows that the transi-
tion at N ∗ = 90 does not occur for all silicon clusters. Some
clusters have sp3-coordinated bonds even at very small size.
They coexist with the compact clusters as structural isomers.
This is not surprising because silicon bonds are very strong
and many isomers are stable at room temperature. The obser-
vation of various bandgaps for similarly sized clusters is also a
consequence of the analysis of individual clusters using STM
and STS.
A silicon cluster of 15-Å diameter contains about 90 atoms,

with the bulk structure of silicon being assumed for the vol-
ume density. This critical size of n∗ = 90 can be compared
to the widely different theoretical estimates (n∗ = 30−4000)
[132, 142, 303, 361, 362]. A covalent-metallic transition has
been postulated but it has previously not been observed. Yet,
there are some indications for such a transition. Chemical
reactions of Si+n show significant changes in the chemisorp-
tion probabilities at n= 29−36 (for O2 adsorption) [363]. The
dissociation energy of Si+n starts to deviate from the smooth
size behavior below about n= 40 [364]. The photoionization
threshold suddenly has a drop at n∼ 20−30 [326]. We note
that these experiments have been performed on charged clus-
ters or by transfer from neutral to charged. The stability and
structure of neutral and charged silicon clusters however may
be different.
The highest observed gap (∼450 meV) in the STS experi-

ment is less than half the bulk value. Interestingly, the gap of

surface states of Si (111) (2×1) was found to be in this range
(450 meV) [357]. A similar result has been obtained from
studies of silicon clusters in beams, where the bandgaps were
found to be far below the 1.1-eV gap of bulk silicon [365].

6.3. Coulomb Blockade of Si Particles

Quantum dots of silicon and germanium can show Coulomb
blockade and single-electron tunneling effects. These have
been studied in particular with respect to the fabrication of
a quantum dot transistor [366–370]. Coulomb blockade oscil-
lations have also been studied for (10-nm diameter) sili-
con nanowires within a metal-oxide-semiconductor field-effect
transistor (MOSFET) [371].
Single-electron tunneling (SET) was observed in conduc-

tance spectroscopy for metal particles [372, 373–375]. The
SET studies on metal particles were done at low temperatures,
at 4 K [84, 376] and 77 K [61, 377]. A Coulomb staircase in
the I–V characteristics was also observed for CdSe particles
at 77 K [61]. In some tunneling studies of quantum dots, sub-
Kelvin temperatures were applied [378–380]. In these systems,
the single-electron charging energy is substantially larger than
the level spacing. Low temperatures are required for these par-
ticles to show the characteristic Coulomb gaps.
Electrochemically it was demonstrated that gold parti-

cles in solution show Coulomb-staircase charging behavior
[381]. Incremental charging was also found for a molecule
using an STM at room temperature [85]. Silicon particles on
HOPG can also show Coulomb blockade at room temperature
[371, 382–388].
In Figure 36 an STM image is shown with both, “white”

and “black” dots on the “gray” background of the substrate.

Fig. 36. A 29×29-nm STM image of silicon particles adsorbed on HOPG.
Some of the particles appear black due to Coulomb blockade of the tunneling
current [487]. Reproduced with permission from [487], Fig. 37. Reproduced
with permission from [50], copyright 1996, American Institute of Physics.
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Fig. 37. �I�V � plot for a silicon particle which shows Coulomb blockade.
The intensity of the cluster referred to graphite is below zero in a bias voltage
range of about 600 mV due to Coulomb blockade [597]. Reproduced with
permission from [597].

The white dots are due to silicon particles, which are con-
ductive for the tunneling electrons. The black dots however,
block the tunneling electrons because they are insulating and
charged by single electrons. The white halo around the black
dots indicates that the surface of the Si particles is conducting.
This is expected for particles with unpassivated surface bonds.
Electron transfer between tip and substrate can occur through
the conducting surface of the particles. One finds that the core
of these particles is insulating while the surface is conducting.
In Figure 37 the STS plot for a black cluster is given. For

values above and below the zero line, the cluster appears white
or black, respectively. The voltage range where the particle
appears black gives the value of the Coulomb gap. The plot
was taken from a 13-Å silicon particle. It shows a Coulomb
energy gap of 640 meV [389].

7. PASSIVATED SILICON PARTICLES

7.1. Pristine versus Passivated Silicon Clusters

While reconstruction leads to a reduction of surface dangling
bonds, it does not eliminate them completely. Therefore, the
reconstructed silicon surface still contains a large number of
dangling bonds and shows strong chemical reactivity. The bulk
silicon surface is oxidized rapidly under ambient conditions.
The reactivity of silicon clusters is reduced [363] compared to
the bulk and the reduction depends on the size of the particles.
In fact, magic Si clusters where found with weak interaction
strength [390]. For such clusters, most (or even all) of the dan-
gling bonds have disappeared by backhanding and relaxation.
What a difference the surface passivation makes was illus-

trated in a calculation of pristine silicon clusters and their
hydrogenated counterparts [355]. The pristine clusters show a
density of states with zero-energy gaps between HOMO and
LUMO. The passivated clusters show wide bandgaps up to
3.4 eV.
Passivated silicon particles have been investigated experi-

mentally and theoretically [289, 391–398]. The diamond struc-
ture is stabilized by the hydrogen passivation and therefore the
bulk crystal structure has been applied to the smallest silicon
clusters [289].

Fig. 38. Energy gap calculated for H-terminated slabs (two-dimensional),
wires (one-dimensional) and clusters (zero-dimensional) (after Delley and
Stelgmeier [290]). Data are plotted for studies by Delley and Steigmeier [290,
301], Delley, Steigmeir, and Auderset [598], Wang and Zunger [295], Hirao,
Uda, and Murayama [599], Mintmire [600], Read et al. [601], and Buda,
Kohanoff, and Parrinello [409].

H-passivated silicon wires were also studied [399]. Clus-
ters, wires, and slabs of silicon show the same qualitative
behavior with a blueshift of the bandgap with decreasing
size [290] (Fig. 38). Large energy gaps have been reported,
such as 4.6–2.45 eV for 7.3–15.5 Å [287], 5.3–1.7 eV for 5
to 50 Å [400] and ∼5 to ∼ 2 eV for 10 to 27 Å [288] hydro-
genated silicon particles. Often, the purpose of the research
was the interest in understanding the visible photolumines-
cence of porous silicon (�-Si) [287, 297, 311, 401–412].
The quantum efficiency and the stability of the lumines-

cence depend on the passivation of the grains and the grain
boundaries in porous silicon (�-Si). The �-Si material can
significantly be improved by passivation with oxygen through
rapid thermal processing [31, 413]. The porous silicon struc-
ture can be envisioned as small units remaining in the lat-
tice after electrochemical edging. These units where first con-
sidered to be silicon nanowires [266] and later to be rather
nanoparticles. In both cases, their surface is passivated as it
was exposed to the ions in the acid during the electrochemical
process. The atomic structure of both partticles and wires is
usually assumed to be the diamond structure of the bulk. This
structure is stabilized by the surrounding atoms of the host and
by the passivation of the dangling bonds. It is usually not the
equilibrium structure of the corresponding free nanoparticle or
nanowire.
The passivation of the surface is often debated with respect

to the luminescence. Bulk silicon is an indirect bandgap semi-
conductor with no optical activity. In the crystalline bulk mate-
rial, the momentum conservation rules have to be fulfiled. In
a nanoparticle however, the strict rules may be lifted due to
disorder and surface effects.
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Fig. 39. STM image (152× 152 nm) of hydrogenated silicon particles on
HOPG [389]. Reproduced with permission from [389].

Passivation with hydrogen removes dangling bonds at the
surface of the particles. Passivation with oxygen has further
consequences for the particles. For instance, the silicon atoms
at the surface may become inactive for luminescence once a
layer of silicon dioxide has formed. Then, after a particle is
oxidized it can appear with smaller diameter compared to the
original pristine particle [272].

7.2. Energy Gap Studies of H-Passivated Si Particles

Dangling bond states are localized states in the bulk bandgap.
If they are removed by passivation, the gap measured in the
STS study should drastically increase. Passivation of surface
states is achieved after particle formation by exposing the sur-
face to foreign atoms. In studies of H-passivated silicon par-
ticles by STM–STS [389], atomic hydrogen gas was used for
surface passivation of silicon particles. H atoms are obtained
when igniting a plasma by applying a 1-kV dc voltage to very
sharp tips in close proximity to the grounded sample holder.
Figure 39 shows an STM image of silicon particles which
have been grown on the graphite support in UHV and sub-
sequently passivated with atomic hydrogen. Figure 40 shows
�I�V � curves for two hydrogenated clusters. The 6.8- and
9.8 Å diameter particles have energy gaps of 0.9 and 2.4 eV,
respectively. These values are far greater than the gap val-
ues, which were measured by STS for the pristine particles. It
shows that dangling surface states were removed by passiva-
tion with hydrogen.

8. NANOWIRES OF SILICON

8.1. Nanowires with Various Geometries

Semiconductor wires thinner than 100 nm are attracting much
attention because of their fascinating quantum properties. They

Fig. 40. �I�V � plots of two hydrogenated silicon clusters (a) 6.8 Å, (b) 9.8
Å [389]. Reproduced with permission from [389].

may be used for developing one-dimensional quantum wire
high speed field-effect transistors and light-emitting devices
with extremely low power consumption. Sakaki [414] calcu-
lated, that for one-dimensional GaAs channels the electron
mobility exceeds 106 cm2/V at low temperature, which is more
than 1 order of magnitude larger than the calculated electron
mobility of a two-dimensional electron gas [415]. The effect
of quantum confinement in quantum wires (QWRs) has been
evidenced in the luminescence [416–418], two-photon optical
absorption [419], inelastic light scattering [420], and various
other studies. It is obvious that impurity scattering and bound-
ary effects become increasingly important when the width of
the QWRs is reduced. Additionally, the atomic structure of
the QWRs is fundamentally important for their overall proper-
ties. In many studies, the atomic structure of QWRs has been
assumed to be the same as in the crystalline bulk.
In addition to theoretical studies of electronic and opti-

cal properties [399], a number of experimental studies
have been reported for Si QWRs: transmission electron
microscopy [421], electron transport [422], photolumines-
cence [423, 424], infrared-induced emission [425], Raman
spectroscopy [423, 426]. The atomic structure of the wires in
these studies however was not known and was assumed to be
either amorphous or the diamond structure of the bulk. This
may be justified when the wires are formed by methods like
lithography and orientation dependent etching [427]. It may
not apply to self-forming quantum wires, which were grown
freely by vapor condensation.
Crystalline silicon does not have the tendency to grow in

one dimension, as there is no preferential direction associ-
ated with the diamond-type lattice. The formation of sp3-bonds
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in silicon leads to fourfold coordination with four equivalent
directions for growth. This is in contrast to carbon, which can
also occur in sp1- and sp2-configurations and therefore has var-
ious forms of one-dimensional structures. As small clusters,
carbon grows in the form of linear chains or monocyclic rings.
It also grows in the form of nanotubes [428]. Such quasi-
one-dimensional structures are of great interest for scientists
and engineers due to their exceptional quantum properties not
found in the three-dimensional bulk.
Due to the technological importance, efforts have been

made to produce nanometer scale silicon wires in a con-
trolled manner, using common semiconductor processing
steps [429–432]. Columns with small diameters have been
found after electrochemical treatment of Si wafers with
hydrofluoric acid [266, 433]. There has been much discussion
about whether quantum confinement in these wires explains
the visible photoluminescence of porous silicon.
Individual nanowires of silicon have been produced by

a number of research groups [427, 430, 431, 434–445],
for example, by natural masking [435], lithography [427,
441], wet-chemical etching [431, 437] and vapor–liquid–solid
growth [438]. These methods use growth techniques, which
lead to natural surface passivation of the wires, usually by oxi-
dation. Silicon is very easily oxidized, because the diamond-
type crystal structure leads to a high density of dangling bonds
at the surface.

8.2. Fullerene-Structured Si Nanowires

In an article [344], the formation of fullerene-structured silicon
nanowires was reported. The results of this work are shown in
this chapter.
The nanowires were grown from the atomic vapor in ultra-

high vacuum and analyzed by scanning tunneling microscopy
(STM). Such an STM image (114× 114 nm) is displayed in
Figure 41. The picture shows several bundles with 20–30 wires
per bundle. The nanowires are more than 100-nm long, with
diameters from 3 to 7 nm. The width of the wires is uniform
in each bundle.
For structural consideration of vapor grown silicon

nanowires, one may start from the requirement of a distinct
wire axis, and keep bond angles close to the bulk ones. Addi-
tionally one may apply the topological restrictions that only
five- and six-membered rings occur. This leads to the con-
struction of several linear polyhedric networks:

(a) Si12-cage polymer structure (12 atoms per unit cell).
(b) Si15-cage polymer structure (10 atoms per unit cell).
(c) Si20-cage polymer structure (based on the Ih
dodecahedron, 30 atoms per unit cell).

(d) Si24-cage polymer structure (based on the D6d
icosahedron, 36 atoms per unit cell).

The suggested structures are shown in Figure 42. All mod-
els have a stacking of Si cages in common, in the center of
which lies the wire axis. While these lattices deviate from the
diamond-structured bulk, tetrahedral configuration of the Si
atoms is maintained.

Fig. 41. Bundles of vapor-grown silicon nanowires, imaged by STM [344].
Reproduced with permission from [344], copyright 1999, American Physical
Society.

In structure “a” (C3v symmetry), the axis of the wire passes
through the centers of buckled Si6-rings. Two adjacent rings
are connected by three bonds and form an Si12 cage. This cage
represents the unit cell, which is repeated every 6.31 Å. The
surface of the wire consists of buckled hexagons.
Structure “b” (C5v symmetry) consists of planar pentagons,

joined through five outward oriented interstitial atoms. Two
pentagons together with the interstitial atoms form a cage. The

Fig. 42. Four models of nanowire core structures, as polymers of Si12− ,
Si15− , Si20− , and Si24−cages [344]. Reproduced with permission from [344],
copyright 1999, American Physical Society.
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unit cell of this structure contains 10 atoms and the repeat
distance is 3.84 Å. The surface of the wire consists of buckled
hexagons.
Structure “c” (C5v symmetry) is built from Si20-cages.

These dodecahedra (Ih symmetry) are the smallest possible
fullerene structures, consisting of 12 pentagons. In the wire
structure, two adjacent cages share one pentagon. The 30
atoms of one and a half such cages build the unit cell, which
is repeated every 9.89 Å. Pentagons make up the surface net
of this wire.
Structure “d” (C6v symmetry) is similar to structure c,

only that Si24-cages (D6d symmetry) are used as building
blocks. These units contain 12 pentagons and 2 hexagons. The
hexagons are shared by two adjacent cages and are concentric
to the wire axis. The unit cell consists of 36 atoms and the
lattice parameter is 10.03 Å. The surface of the wire consists
of pentagons.
The Si20 and Si24 cages correspond to the smallest

fullerenes. Si20 is a 12-hedron consisting entirely of pentagons.
It has six equivalent fivefold symmetry axes. The fullerenic
13-hedron (Si22) does not exist. The fullerenic 14-hedron (Si24)
has twofold linear (30�-twisted) coordination.
To find the most stable of the proposed structures, their

binding energies and HOMO–LUMO gaps were calculated.
The PM3 self-consistent-field molecular orbit (SCFMO) the-
ory derived by Stewart [446] was applied. The calculations
show energy gaps between 1.8 and 3.2 eV (Fig. 43) for
nanowires containing up to 60 atoms. The wires are between
∼4 Å (structure a) and 10 Å (structure d) thick. The gap

Fig. 43. PM3-calculated energy gaps as a function of size for the four wire
structures [344]. Reproduced with permission from [344], copyright 1999,
American Physical Society.

Fig. 44. Charge density isosurface of the fullerenic Si24 cluster [344]. Repro-
duced with permission from [344], copyright 1999, American Institute of
Physics.

becomes rapidly smaller with increasing length of the wire.
For a given size, the energy gap of structure d is largest.
For small length, structure d has the highest binding energy.

The Si24 fullerene cage is thermodynamically favorable over
the other structures, and also has a symmetry axis specified
for preferential addition of further cages. Therefore, the Si24-
based wire may have the best chance to form.
Among the four considered configurations, structure d has

the highest binding energy per atom and the largest energy
gap. If energetics is responsible for the wire formation in its
early stage, then structure d should grow preferentially. Once
the Si24-based polymer has formed, the wire may continue to
add layer by layer, further increasing its diameter.
Dodecahedral Si20 clusters were predicted to be stable,

using a model potential for an sp3-hybridized atom [129]. It
has been argued that these clusters may not be found iso-
lated in experiments because the dangling bonds (on the cages’
outer surfaces) would make them “unextractable” [317] from
other silicon material. Fullerenic Si20 units were synthesized
as bulk body-centered cubic (bcc) solids, with additional Si
atoms at half the interstitial sites (three sites per Si20), lead-
ing to a silicon lattice with (Si3Si20�2 = Si46 units [54]. Such
hollow silicon materials may have novel properties. In fact,
superconductivity was found in the Na2Ba6Si46 phase [447].
In Figure 44, the charge density distribution of Si24 is

shown, as obtained from the PM3 analysis. The left side of
the figure gives a side view with the pentagonal-type surface.
The axis for wire growth goes through the two hexagons on
the opposite sides of the cluster. The hexagons are rotated by
30� relative to each other. On the right side of the figure, the
cluster is viewed from the wire axis.

9. CARBON PARTICLES

9.1. Electronic Structure of Carbon Particles

The fast growing technological importance of carbon-based
nanostructures is well known [448]. From the backbones of
organic molecules to particulates in air pollution [449, 450]
or diamond-like films, carbon is crucial to the stability and
the properties of many natural and artificial structures. In fact,
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Fig. 45. HOMO–LUMO gap, calculated for fullerene-structured Si20 to Si70
clusters [461]. Reproduced with permission from [461], copyright 1992,
American Institute of Physics.

an infinite number of covalent carbon structures may exist
with either diamond-like (sp3), graphite-like (sp2), linear (sp),
or mixed (sp3/sp2, sp2/sp, sp3/sp) bonding. The “flexibility”
in the s–p-hybridization makes carbon unique leading to the
enormously large variety of hydrocarbon molecules. How-

Table I. Energy Gaps for Carbon Clusters

Reference Year Clusters Energy Gap Methods

Pitzer and 1959 C2� 	 	 	 �C10 Increasing with LCAO
Clementi [580] decreasing size calculations

Liang and May 1990 C4, C6, C8, C10 C4: 8.14 eV SCF and CISD
Schaefer [456] C6: 7.2 eV (single and double

C8: 6.6 eV configuration
C10: 6.19 eV interaction)

Liang and September C10� isomers C10: 8.47 eV ab initio quantum
Schaefer [456] 1990 mechanical method

with SCF, CISD

Feng, Wang, 1990 C60, isomers 5.4 eV Intermediate neglect of
and Lerner [582] differential overlap

(INDO), INDO/CI

Zhang et al. [461] 1992 C20, C24� 	 	 	 , C70 Refer to graph Tight-binding molecular
dynamics and
geometry optimization

Woo, Kim, and 1993 C50, C60, C70, C80 C50: 0.5 eV Empirical tight-binding
Lee [460] C60: 2.2 eV energy calculations

C70: 1.55 eV
C80: 0.3–0.4 eV

Wang et al. [583] 1993 C60, C70 Values around 2–3 eV Analytical quasi-particle
energy calculations

Endredi and Ladik [584] 1993 C60 8.31 eV Density functional theory

Tomanek [585] 1995 C60 2.2 eV Linear combination of
atomic orbitals
(LCAO) method

Yao et al. [51] 1996 C60 1.8 eV STM experiment

ever, this flexibility in bond type becomes a difficult issue
if small clusters of elemental carbon are considered. Many
metastable isomeric structures are possible, each having a pro-
nounced minimum in the potential-energy hypersurface [451,
452]. Fullerenes are a well-studied class of such isomers, but
they form only a small fraction of the overall possibilities.
While carbon clusters with up to about 30 atoms in the ground
state are believed to be linear chains, monocyclic or polycyclic
rings [453], the atomic structures and properties of the larger
(nonfullerene) clusters are little known.
Graphite and some forms of amorphous carbon [454]

are semimetallic with zero bandgaps. If carbon particles are
reduced in size to a level where quantum effects become
important, large energy gaps may appear [145, 455]. Indeed,
energy gaps of up to 8.5 eV have been predicted for carbon
clusters with fewer than 10 atoms [456]. Using high-resolution
electron energy loss spectroscopy (EELS) a semimetal to
semiconductor transition has been found for noncrystalline,
graphite-like carbon particles with diameters of about 1 nm
[457].
Simulation studies obtained the value of 2.2 eV [458] for

C60 and gaps below 2 eV for cages composed of 24 to 80
atoms [459–461]. In another theoretical study of fullerenes
from C20 to C70 [461] the HOMO–LUMO gaps vary between
0.015 (C20) to 1.61 eV (C60). This variation is discontinuous
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Fig. 46. HOMO–LUMO gaps for fullerenes derived from photoelectron
spectra, as well as theoretical gap and stability data [464]. Reproduced with
permission from [464], copyright 1998, American Physical Society.

with respect to the cluster size (Fig. 45). A comparison of
theoretical results for energy gaps of carbon particles is given
in Table I.
Several groups have determined the HOMO–LUMO gap

experimentally by scanning tunneling spectroscopy. For C60, a
gap of 1.8 eV was determined [51]. The importance of charg-
ing effects has been used to explain a small observed gap
value of 0.7 eV for STS of C60 [50]. Various gap values (0.8,
1.3, and 1.4 eV) were determined for C60 clusters at different
adsorption sites of the Si(111) 7×7 substrate [462]. For C36,
a gap of 0.8 eV was obtained by STS [463]. Photoelectron
spectroscopy has been used to study free fullerenes. HOMO–
LUMO gaps between zero and 1.6 eV were determined for
C30 to C82, and the size dependence was found to change dis-
continously with cluster size [464] (Fig. 46).

Fig. 47. STM images (upper panel) and profiles (lower panel) of a carbon cluster at different bias voltages. The cluster is 5.5 Å in diameter [465]. Reproduced
with permission from [465], copyright 1999, Elsevier Science.

9.2. Bandgap Studies of Carbon Particles

In this chapter, we show STS results for carbon clusters [465]
with diameters between 4 and 1100 Å. Voltage-dependent
STM was used as the STS method.
Figure 47 shows STM images of a 5.5 Å carbon cluster at

different bias voltages. For this cluster, the complete sequence
consists of 36 images in the bias range from −1�0 to +1�0 V.
Six of these images, with bias voltages of −550, −275, −225,
+225, +275, and +550 mV are displayed in the upper panel
of Figure 47. While the cluster appears bright at −550 mV, it
is less bright at −275 mV and it is no longer visible at −225
and at +225 mV. It reappears again at +275 mV. The lower
panel of Figure 47 shows cross sections of the images. The
difference �I between the currents with the tip on the cluster
and on the bare substrate is a measure of the density of states
of the cluster.

�I values as a function of the bias voltage are shown for
three different clusters in Figure 48. Each data point corre-
sponds to an STM image. Distinct electronic structure features
are observed, varying with size. For some of the clusters, a
small asymmetry of the current-voltage plots with respect to
zero bias was observed. Such shifts may be due to the presence
of a contact potential between the cluster and the substrate,
which is superimposed to the applied bias voltage [466]. The
interaction of carbon clusters with the HOPG substrate is neg-
ligible [467, 468]. This is seen from the fact that the clusters
are easily moved by the STM tip and often are even picked up.
Energy gaps of 650, 450, and 150 meV are found for clus-

ters with diameters of 4, 5.5, and 7.5 Å, respectively. The
cluster diameters and energy gaps are plotted in Figure 49.
The results show close to zero-energy gaps for large clusters.
At about 15 Å, an energy gap opens.
To understand the observed size behavior of the energy gap,

the effective mass approximation (EMA) is used. For a spheri-
cal well, the solutions to the Schrödinger equation are given by
spherical Bessel functions. If the potential well is infinite, the
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Fig. 48. �I�V � plots for three different clusters. (a) A 4-Å cluster with an
energy gap of 300 meV, (b) a 5.5-Å cluster with an energy gap of 450 meV,
(c) a 7.5-Å cluster with a 150-meV gap [465]. Reproduced with permission
from [465], copyright 1999, Elsevier Science.

wave function vanishes at this barrier and the energy eigen-
values are determined from the zeros of the Bessel functions.
This leads to a size-dependent shift of the energy gap, which
scales with the inverse square of the diameter d.
In Figure 49a, this result is plotted for different effective

masses. The curves show a significant opening of the energy
gap for particle sizes below about 100 Å. Only for very high
effective masses, do the curves get close to the observed gap
values. Therefore, it appears that the “infinite barrier effective
mass model” does not well describe the particle properties.
The infinite barrier approach does not take into account the

finite ionization potential of the clusters. It can be introduced
by considering a finite potential well. In this case, electrons
have a nonzero probability to move out into an area surround-
ing the particle. For clusters, due to their small sizes, the spill-
out of the electron density significantly affects their overall
properties [290, 469]. The radial wave function exhibits an
oscillatory behavior in the internal region and a decreasing
exponential behavior in the external region. If V0 is the depth
of the well, the energies E of bound states are within −V0
and zero. For convenience, we introduce the parameters k =

�2m∗�V0+E��1/2 (inside) and  = �2m∗E�1/2 (outside). The
internal and external solutions join smoothly at the boundary
only for those k and  at which the transcendental equation

Fig. 49. Energy gaps for carbon clusters of different size; (a) experimental
data and infinite barrier effective mass model fit (solid line is for m∗/m =

1), (b) experimental data and finite barrier effective mass model fit [465].
Reproduced with permission from [465], copyright 1999, Elsevier Science.

ctg(kd/2) =− /k holds. The resulting energy gap values are
smaller than in the infinite wall approximation, as can be seen
in Figure 49b. Again, the curves for different effective masses
are plotted. It is found that in the size regime of interest the
energy gaps are not sensitive to the depth of the potential well.
Essentially the same results are obtained for V0 = 5 eV and
for V0 = 8 eV.
The experimental gap data do not follow a single curve

in Figure 49. There is a spread of gaps even for the same
cluster size. This is not surprising as in this small size range
(below about 15 Å) the individual atomic structures and bond
conditions become crucial. For small clusters, size-dependent
properties are discontinuous. In addition, as small covalent
clusters are stable in a large number of isomeric structures, a
wide range of energy gaps is expected for the same clusters
size.

10. THIN FILMS OF PARTICLES

10.1. Formation and Properties

Nanoparticles, produced in vacuum, by an aerosol or liquid
phase techniques, can form thin compact films after deposi-
tion on a support material. Narrow particle size distributions
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(<∼5%) can be obtained. Several groups have studied ordered
superlattices of crystalline metal [470, 471] and semiconduc-
tor particles [472–474].
Another technique is the deposition of atomic vapor on an

inert substrate. The particles form on the substrate by quasi-
free growth, diffuse at the substrate, and form a granular
solid film. By using appropriate generation conditions, one
can achieve quite narrow size distributions. Depending on the
substrate temperature and on the cluster-substrate interaction,
the film thickness can be more or less uniform. Layer-by-layer
growth for particle films can be achieved.
Nanoparticle films are interesting from many points of

view. They still may have many properties of the free nanopar-
ticles. The coupling between the particles however leads to
interface formation, which can result in changes of electronic
and optical properties. The particles in the films can form
ordered lattices with translational symmetry. The particles in
gold particle films on mica, for instance, are ordered in a
zigzag pattern [475]. The type of order can be due to the cou-
pling to the substrate or due to the interaction between the par-
ticles. For spherical symmetric particles of metal atoms, one
can expect close-packed structures. The type of structure how-
ever can differ over macroscopic regions. Often, the nanopar-
ticle films have ordered areas in the nano-to-micrometer size
range.
Silicon nanoparticle films have been studied by several

groups concerning their structural [16], electrical [476], elec-
tronic [477–479], and optical properties [480–482]. The films
were produced from particles deposited after laser ablation of
silicon [476], magnetron sputtering [483, 484], laser induced
decomposition of SiH4 [480] and a few other techniques [355,
485, 486].

Fig. 50. An 820× 820-nm STM image of a thin film of silicon particles
[487]. Reproduced with permission from [487], to be published.

Fig. 51. A di/dV curve for a thin film of silicon particles taken by STS
[487]. Reproduced with permission from [487], to be published.

10.2. Bandgap Studies of Si Particle Films

An image of a silicon particle film, grown by vapor condensa-
tion on highly oriented pyrolytic graphite (HOPG), is shown
in Figure 50 [487]. The silicon nanoparticles were grown upon
deposition of several monolayers of atomic silicon using mag-
netron sputtering. By removing some of the particles in small
areas, using high tunneling currents, we determined that the
films are between one and three layers thick.
In Figure 51 dI/dV curves are shown taken on several of

these films produced under different conditions. All di/dV
curves show a peak at a positive bias of about 2 V. Very
likely, this peak is not a band structure feature. Therefore,
one obtains bandgap of about 3.5 eV. This value is relatively
large compared to the gap expected for free 5-nm silicon par-
ticles. It suggests that the coupling between the particles can
alter their electronic structure and that the interface has an
important influence on the film properties. These films have
been grown from pristine silicon particles, which are expected
to be highly reactive after formation. They strongly couple
with their neighbors once they are consolidated. The dangling
bonds, originally present at the particle surface, can be pas-
sivated by the interaction with their neighbors. Cross-linking
can change the particle’s bandgaps and other features in the
electron density of states. This is seen in the peak at 2 V,
which seems to be related to interparticle interaction, as it has
not been observed for free silicon particles.

11. APPLICATIONS

11.1. Photonic Devices

The potential value of quantum-confined particles for non-
linear optical and electrooptical applications has long been
anticipated [237, 488, 489]. In fact, there are plenty of
possible applications for quantum dots in nanoelectron-
ics [490–494] and for photonic devices [495–502]. Nonlinear
optical response has for instance been found for gold particles
with 25-, 90-, and 150-Å radius [503].
Nanomaterials with nonlinear properties find use as optical

limiters, for eye protection and switching applications. Car-
bon black (particle) suspensions (CBSs) have been extensively
investigated as optical limiters [504, 505]. A strong optical
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limiting effect was found for 56-Å Ag particles, while Ni (58
Å), CdS (50 Å), and PbS (66 Å) show poor limiting per-
formance [506]. Gold particles show a size-dependent optical
limiting effect in the range 25–150 Å [503].
The field of nanoelectronics is often considered as the key

technology in the twenty-first century [507–509]. The required
nanometer-sized structures however are often too small for the
currently used industrial methods [510]. Technology such as
new patterning methods have to be developed [511].
The tunability of the energy gap can be used to make light

sources and detectors for specific use. In addition, when dis-
crete energy level are formed with decreasing particle size,
third-order optical nonlinearities are observed, which can be
used in optical switches, waveguides, shutters, or informa-
tion processors [265, 488]. Nonlinear optical response occurs
for metal particles [512, 513] and semiconductor particles.
For CdSe nanocrystal quantum dots, for example, the sec-
ond harmonic generation (SHG) response shows a pronounced
size dependence [514]. Additionally, third-harmonic linearities
were found for nanocrystals and were discussed in relation to
quantum confinement [8, 515, 516].
Further use of the particles has been demonstrated for

metal-insulator-semiconductor field-effect-transistors (MIS-
FET) [371, 517], photodetectors [518, 519], quantum dot
lasers [520–523], solar cells [524], single-electron transis-
tors [525], infrared detectors [518], or optical memory
devices [526].
Silicon single-electron transistors (SETs) [368] have the

potential of very low power consumption devices [527]. Often,
SETs need to be operated at 4.2 K [366]. To make the devices
however practical for circuits application, the room temper-
ature operation and the integration into silicon are essential.
Additionally, an Si dot size of less than 10 nm is required.
This is the size range where both the electronic and Coulomb
energy gaps become large and strongly dependent on the
particle sizes. The carrier transport properties through the
dots [382, 528–530] needs to be known for such applications.
It critically depends on the bandgap.
A silicon nanocrystal-based single-electron memory [531,

532] could well be embedded in integrated circuits. It would
allow using techniques of the silicon industry to incorporate
the memory function in silicon chips.
Semiconductor nanoparticles were also used as probes

in biological diagnostics [533, 534]. Nanobiology and
nanochemistry are large fields where clusters and nanoparti-
cles can be used for novel processes and materials [495].
Metal particles find many applications in fields such as pho-

tocatalysis, ferrofluids, chemisorption, aerosols, and powder
metallurgy. The heterogeneous catalysis by metal particles has
been studied extensively [535] and is widely used in industry.
The linear and nonlinear optical properties [536–538] of metal
clusters have attracted a great deal of interest and may be used
in future applications.
Carbon clusters are important species in astrophysics, mate-

rials science, and combustion processes. They play a key role

in the preparation of thin diamond films via chemical vapor
deposition or cold plasma techniques [539–544].
A type of material with potential applications is composed

of organic ligand stabilized metal clusters. The metal core
of a particle is encapsulated by an insulating organic mono-
layer. The insulating layer is a conductivity barrier through
which electron tunneling or hopping occurs. Both components,
the core and the encapsulant, can exert strong influences on
the macroscopic electrical conductivity. A size-induced metal
to semiconductor transition was reported for dodecanethiol-
stabilized gold clusters [545]. Thiol-protected Au particles
have been found to assemble in highly ordered two- and three-
dimensional superlattices [546].

11.2. Cluster-Assembled Materials

Assembling clusters and nanoparticles can form a new class
of materials and structures. Such so-called cluster-assembled
materials [355, 470, 547–549], nanophase [79], nanocompos-
ite materials [550] have novel mechanical, electrical, and opti-
cal properties. A hypothetical cluster assembled crystal with
six atomic gold cluster units is shown in Figure 52.
The particles can be assembled in the form of mono- or

multilayers on solid supports [551]. Such nanoparticle films
have many uses for mechanical protection as well as thermal
and electrical shielding.
Cross-linking of clusters may be an important effect for

future cluster assembled materials. For carbon, crystals with
C20 and C22 fullerene units have been postulated [552]. The
clusters can be arranged in a face-centered cubic lattice.
Electronic structure calculations predict for these hypothetical

Fig. 52. Model for a hypothetical cluster assembled material consisting of
Au6 clusters in a simple cubic lattice [475]. Reproduced with permission from
[475], unpublished.
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crystals large bandgaps of up to 6 eV. Porous carbon struc-
tures such as hollow diamonds [553] could be very strong and
light materials.
From the work on porous silicon [265, 488] and silicon

nanosize films [518], one can conclude that silicon nanopar-
ticles have the potential for use in silicon-based photonic and
optoelectronic devices [554–556]. While III–V semiconductor
quantum dots show interesting optical properties [520], they
may eventually be replaced by silicon dots. One of the great-
est challenges is the integration of such dots into serviceable
architectures such as electroluminescent (EL) devices [557].
Their efficiency not only depends on the optical but also on
the electrical (carrier transport) properties.
Light-emitting silicon particles may be integrated into

microelectronic circuits [558]. Charge transport in nanostruc-
tures [559] is becoming an important issue as miniaturization
of devices proceeds. One needs to know the detailed atomic
structure of the sample at the nanoscale to fully understand
the type of transport. The energy gap dependence on size and
structure needs to be known for crystallites and grain bound-
aries. A silicon-based single electron tunneling transistor has
been realized but at a temperature of 4.2 K [560], much to low
for technical applications. Room-temperature single-electron
tunneling can be achieved for the transport of carriers through
smaller nanostructures such as a few nanometer-sized quantum
dots.
A size-dependent opening of the bandgap for nanoparti-

cles gives numerous new opportunities for their use in indus-
trial applications. Powders of such particles can be assem-
bled and compacted leading to nanogranular solids with new
functions. If GaAs, for example, can be replaced by Si in
light-emitting devices, it is an advantage as the silicon-based
junction is easier to prepare and is environmentally much
friendlier. Most two-component semiconductor materials are
poisonous and can lead to severe health problems for exposed
humans. Nanoparticle films of silicon may therefore replace
intermediate and large bandgap bulk semiconductors.

11.3. Nanolithography

Optical nanolithography is limited to structures whose sizes
are comparable to the wavelength of the used radiation. For
nanoscale structures, X-rays can be used, but the techniques
require extensive setups of special lenses and mirror systems.
Alternative ways to produce small nanosized features are neu-
tral atom lithography [561] or nanoimprint lithography [562].
A different approach is the use of STM and AFM [563].

The decomposition of organic gases in the gap between the
tip and the sample was used to fabricate nanosized struc-
tures [564–568]. For instance, aluminum features were pro-
duced on silicon surfaces, using tunneling and field emission
modes [569]. Using the STM, nanowires of silicon were gen-
erated by the decomposition of silane [570].
Electroluminescent devices, using silicon nanowires [441]

are based on the intergration of quantum optics and silicon.
Electric-field assisted AFM can also be used for nanofabri-
cation [571]. Pits have been formed with the STM tip on

Fig. 53. A 250×250-nm STM image: The letters A and I were written on
a thin film of silicon particles using the STM tip and high tunneling currents.
For obtaining a white dot, two to three particles of the substrate where fused
together [487]. Reproduced with permission from [487], unpublished.

gold [572], graphite [573], sputtered carbon [574], and metal
oxide layers [575]. Nanometer scale rings on a thin Si-oxide
layer were fabricated [576]. Another approach is the nanoox-
idation of hydrogen-passivated Si surfaces using an STM
[577–579].
In Figure 53 an STM image is shown where the letters A I

are written on a thin film of silicon particles [487]. The indi-

Fig. 54. A 600× 600-nm STM image: A three level terrace structure was
produced on a silicon particle film by fusion of clusters in of a small square
with subsequent vaporization of a surrounding square. The white square in
the center is stabilized in the first process and does not vaporize in the second
[487]. Reproduced with permission from [487], unpublished.
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vidual points, making up the letters, are produced by scanning
over a few particles with an enhanced tunneling current. This
leads to the fusion of two to three silicon particles, which then
appear white with respect to the gray background.
The STM can also be used to vaporize particles. This

occurs when a high bias voltage is temporarily applied. In this
case, nanostructures can be formed which appear black on a
gray background of the silicon particle film. The combination
of fusion and vaporization can be used to shape a silicon par-
ticle film [487]. This is demonstrated in Figure 54. A square-
shaped terrace, higher than the substrate level, is surrounded
by a trench, separating the inner terrace from the particle film.
Both the fusion and the vaporization are possible due to the

large bandgap of the silicon particles forming the thin films.
For the low-conducting layer, the separation between the tip
and silicon surface is very small and the electric field is very
high. A combination of both, very high tunneling current and
very high bias voltage, and their variation, allows the forma-
tion of shapes as shown in the preceding figures.
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