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FOR MORE THAN three decades, researchers have examined the links between

demographic and socioeconomic changes and systematic shifts in disease

and mortality patterns (Frederiksen 1969; Omran 1971; McKeown 1976;

Preston 1976; Bulatao 1993). Omran (1971) first used the term “epidemio-

logic transition” to characterize these regular transformations in the cause

composition of mortality, by which pandemics of infectious diseases are

gradually replaced by chronic, degenerative diseases as the leading causes

of death. The focus of the theory of epidemiologic transition, according to

Omran, is on “the complex change in patterns of health and disease and on

the interactions between these patterns and their demographic, economic

and sociologic determinants and consequences” (p. 510; italics in original).

Since Omran, a number of writers have sought to refine or extend the

notion of the epidemiologic transition, for example by examining the com-

plex linkages between changes in cause-of-death patterns and changes in

morbidity (Johansson 1991, 1992; Riley 1992; Murray and Chen 1992). A

broader notion of the “health transition” has been introduced to account

for response of the organized health system to long-term changes in the

health conditions of a society (Frenk et al. 1989b; Caldwell et al. 1990). The

concept of the epidemiologic transition has been used to analyze the expe-

rience of a number of countries (e.g., Omran 1977; Schooneveldt et al. 1988;

Wolleswinkel-van den Bosch et al. 1997; Frenk et al. 1989a). Some research-

ers have challenged the view of the epidemiologic transition as a universal

theory of unidirectional change, emphasizing heterogeneity in the pace or

quality of the transition in different settings (Fetter et al. 1995; Murray and

Chen 1994) or pointing to examples of “counter transitions” (Frenk et al.

1989a; Gaylin and Kates 1997).
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Beginning with Preston (1976), the regularity of the epidemiologic tran-

sition has been formalized in models that seek to explain the composition of

all-cause mortality as a function of the level of all-cause mortality. In addi-

tion to providing interesting formalizations of the epidemiologic transition,

cause-of-death models have been used to estimate cause-specific mortality

in regions of the world where all-cause mortality rates are known, for ex-

ample from demographic surveys, but where information on cause-specific

mortality is incomplete or missing (Murray and Lopez 1997; Bulatao 1993).

In this article, we present new cause-of-death models that are based

on World Health Organization data on mortality by age, sex, and cause re-

corded by vital registration systems from 1950 to the present. The analysis

makes use of more robust statistical models for compositional data than those

used previously and incorporates per capita income levels in order to present

a richer view of the epidemiologic transition that captures the interactions

between demographic and socioeconomic change. The aim is to examine

empirical regularities in the composition by cause of mortality by age and

sex since 1950, and to consider whether the theory of the epidemiologic

transition presents a durable framework for understanding more recent pat-

terns relating causes of death to overall levels of mortality from all causes.

The theory of the epidemiologic transition

Following the notion of the demographic transition, which was used to ex-

plain population growth based on changes in fertility and mortality, Omran’s

1971 essay sought to elucidate the determinants and consequences of chang-

ing patterns of mortality. The basic premise of Omran’s theory was that, in

progressing from high to low mortality levels, all populations experience a

shift in the major causes of illness and disease. Whereas infectious diseases

and nutritional and reproductive health problems predominate in high-mor-

tality populations, chronic and degenerative diseases predominate in low-

mortality populations.

The model proposed by Omran identifies three sequential eras. The first

era, called the “age of pestilence and famine,” is marked by high and fluctu-

ating mortality rates and a life expectancy at birth between 20 and 40 years.

During the second era (the “age of receding pandemics”), mortality declines

steadily, life expectancy rises to around 50 years, and sustained population

growth begins. Mortality eventually stabilizes at low levels during the third

age, that of “degenerative and man-made diseases,” when cancers, cardio-

vascular diseases, and accidents emerge as the major causes of death.

Following the publication of Omran’s original essay, extensions to the

three-stage model have been proposed by Omran and others (Omran 1982;

Olshansky and Ault 1986; Rogers and Hackenberg 1987; Vallin 1993). One

of the most influential expositions was presented by Olshansky and Ault

(1986), who observed unexpectedly rapid declines in chronic disease mortal-
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ity rates in the United States and elsewhere starting around 1970, and there-

fore postulated a fourth stage in the epidemiologic transition. During the “age

of delayed degenerative death” described by Olshansky and Ault, cause-of-

death patterns by age remain stable, but mortality from degenerative diseases

shifts toward older ages as a result of rapidly declining death rates.

One issue that has inspired considerable debate is the question of the

universality of the epidemiologic transition. Omran himself distinguished

three variants of the basic pattern: the classical, or Western model; an ac-

celerated model characteristic of Japan; and a contemporary, or delayed

model that applies to ongoing transitions in developing countries. Although

Omran briefly discussed variation in patterns of transition by age and sex,

his analyses were presented mostly at the population level. Subsequent ex-

aminations of subpopulation variation in mortality declines have noted im-

portant differentials, for example between males and females (Preston 1976;

Retherford 1975; Waldron 1993) or between different race groups (Ruzicka

and Kane 1990).

Another critique of the theory has emphasized deviations from the

general pattern of linear, unidirectional change. Frenk et al. (1989a, b), re-

porting on the experience of Mexico, have pointed to the occurrence of

“counter transitions,” in which age-specific mortality rates rise rather than

fall over time. One of the most notable examples of a counter transition is

the HIV/AIDS pandemic in sub-Saharan Africa (Gaylin and Kates 1997),

but other historical examples include a period of rising mortality rates for

males over age 35 in France between 1850 and 1900 (Anderson 1955), in-

creases in adult male death rates in Eastern Europe between 1952 and 1985

(Uemura and Pisa 1988; Eberstadt 1989), and rising adult male mortality in

Nauru, attributable largely to accidents, cardiovascular diseases, and diabe-

tes mellitus (Taylor and Thoma 1985; Schooneveldt et al. 1988).1

Amid questions as to whether the theory of the epidemiologic transi-

tion represents a universalizing concept, one of the most enduring lessons

from the model of the transition is the notion of a systematic relationship

between the level of mortality from all causes and the relative composition

of causes that contribute to this overall level. In addition to Omran, there

have been several other influential proponents of this idea. For example,

two years before the publication of Omran’s essay, Frederiksen (1969) de-

lineated specific patterns of disease characterizing various levels of mortal-

ity. He postulated endemic infections, parasitisms, infestations, and nutritional

deficiencies in high-mortality populations being replaced by bronchopul-

monary and cardiovascular diseases, malignant neoplasms, mental illness,

accidents, and obesity in low-mortality populations.

Elsewhere, McKeown’s classic works on the history of mortality change

in England and Wales (1976, 1979) provided a longitudinal examination of

changes in causes of death over nearly a century. McKeown computed the

proportion of the decline in standardized mortality rates due to specific
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causes. Three-fourths of the decline in mortality was due to the reduction

in infectious diseases; the remainder attributable to noninfectious causes

was mostly in the category of nephritis, diseases of early infancy and old

age, and other diseases. Over the same period, age-standardized mortality

rates for cardiovascular disease increased by 250 percent, and rates for neo-

plasms increased nearly fourfold.

Cause-of-death models

Preston models

Following the same arguments that gave rise to informal analyses of chang-

ing cause-of-death patterns by Frederiksen, Omran, and McKeown, the idea

that epidemiologic transition theory is first and foremost a description of

the systematic relationship between mortality levels and cause composition

rather than a linear description of universal change over time has inspired

efforts to characterize this systematic relationship formally.

Using historical vital registration data for industrialized countries and

a few developing countries, Preston (1976) presented the first comprehen-

sive statistical models relating total mortality and cause-specific mortality.

Preston analyzed life tables for 43 national populations, including long his-

torical sequences for developed countries such as the United States and En-

gland and Wales compiled by Preston, Keyfitz, and Schoen (1972). Included

in Preston’s 1976 analysis were life tables for nine developing countries:

Chile, Colombia, Costa Rica, Guatemala, Mexico, Panama, Taiwan, Trinidad

and Tobago, and Venezuela. Cause-specific age-standardized death rates for

11 broad groups of causes were related to the overall age-standardized death

rates among males and females separately, using linear regression equa-

tions of the following form:

M
i
 = β

0
 + β

1
T

i
 + ε

i
(1)

where M
i
 is the cause-specific mortality rate in observation i, T

i
 is the total

mortality rate, β
0
 and β

1
 are fitted coefficients, and ε

i
 is a normally distrib-

uted error term.

The estimated slopes in Preston’s regression equations represent the

proportionate contribution of each cause to a unit change in the total mor-

tality rate. Except for neoplasms in both sexes and cardiovascular diseases

in males, all of the estimated slopes were positive and significant, indicating

that mortality rates from each specific cause were expected to decline as

total mortality declined. The major causes accounting for declines in over-

all mortality in these data were influenza, pneumonia, and bronchitis (con-

tributing 24 to 28 percent of the decline); respiratory tuberculosis (11 to 12

percent); diarrheal diseases (10 to 11 percent); and other infectious and

parasitic diseases (14 to 15 percent). With regard to the two exceptions to
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the generally positive associations between cause-specific and all-cause mor-

tality (neoplasms and cardiovascular diseases), Preston observed that both

of these causes were inversely correlated with the residual category of “other

and unknown causes.” Under the hypothesis that this residual category may

have included deaths from neoplasms or cardiovascular disease that were

misclassified, Preston recomputed the models including “other and un-

known” as an independent variable and found that the negative associa-

tion was reversed.2

Preston’s work has formed the basis of most subsequent approaches to

modeling cause-of-death patterns. Typically, later refinements have involved

estimating equations for specific age groups, incorporating more recent data,

or examining more detailed causes. Hakulinen and colleagues (1986) ex-

tended Preston’s approach by estimating the relationship between cause-

specific mortality and overall mortality for specific age groups. Using Preston’s

database and 1980 vital registration data from the World Health Organiza-

tion, they estimated the total number of deaths from each of Preston’s 11

cause groups for major world regions.3 Several other efforts have also built

on Preston’s original work (e.g., Bulatao 1993; Hull 1981; Lopez and Hull

1983; Murray, Yang, and Qiao 1992).

Global Burden of Disease study 1990

One of the most detailed examples of cause-of-death models was presented

by Murray and Lopez (1996) in the Global Burden of Disease 1990 study

(GBD 90). In much of the original work on the epidemiologic transition,

the main division of causes was between infectious and parasitic diseases

on the one hand, and noncommunicable diseases on the other. In the GBD

study, causes have been divided at the broadest level into three groups (see

Table 1): communicable, maternal, perinatal, and nutritional diseases (Group

1), noncommunicable diseases (Group 2), and injuries (Group 3). Group 1

includes maternal causes, diseases of early infancy, nutritional deficiencies,

and acute respiratory infections along with traditional infectious and para-

sitic diseases such as diarrhea, helminthic diseases, malaria, and tuberculo-

sis. All of the causes in Group 1 decline at much faster rates than overall

mortality and account for a small proportion of deaths in industrialized coun-

tries. Group 2 (the noncommunicable diseases) includes neoplasms, endo-

crine disorders, blood diseases, cardiovascular diseases, chronic respiratory

diseases, skin and subcutaneous diseases, nervous system disorders, musculo-

skeletal diseases, congenital anomalies, and symptoms and signs of senile

and ill-defined conditions. The diseases in Group 2 are the most important

health problems in populations that have undergone or almost completed

the epidemiologic transition. Deaths caused by injuries, including both in-

tentional (suicide and homicide) and unintentional injuries, constitute Group

3. Injury death rates tend to be most variable across countries and across
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communities within countries and are therefore separated from the other

noncommunicable causes of death in this classification system.

For the cause-of-death models in the Global Burden of Disease study,

separate regressions were run for each cause group and for each of 14 age-

sex groups,4 using the following form:

ln M
i
 = β

0
 + β

1
 ln T

i
 + ε

i
(2)

where M
i
 is the mortality rate from the specified cause group in observation i,

T
i
 is the mortality rate from all causes combined, β

0
 and β

1
 are coefficients to

be estimated, and ε
i
 is an observation-specific error term drawn from a nor-

mal distribution with mean 0 and unknown variance to be estimated. In this

framework, the mortality rates from Groups 1, 2, and 3 in a given country,

year, and age-sex group are assumed to be realizations of three independent

normally distributed random processes. The regression results from this model

TABLE 1 Cause-of-death  groups in  the  Global Burden of Disease  study

Major
International Classification  of Diseases

Cause  group cause  categories ICD-9 codes ICD-10 codes

Group 1:
Communicable,
maternal, perinatal,
and nutritional
diseases

Infectious and parasitic diseases

Respiratory infections

Maternal conditions

Conditions arising during the
perinatal period

Nutritional deficiencies

001–139, 243, 260–

269, 279.5, 280–

285, 320–323, 381–

382, 460–465, 466,

480–487, 614–616,

630–676, 760–779

A00–B99, G00–G04,

N70–N73, J00–J06,

J10–J18, J20–J22,

H65–H66, O00–

O99, P00–P96, E00–

E02, E40–E46, E50,

D50–D64

Group 2:

Noncommunicable
diseases

Malignant neoplasms

Diabetes mellitus

Endocrine disorders

Neuro-psychiatric conditions

Sense organ diseases

Cardiovascular diseases

Chronic respiratory diseases

Digestive diseases

Genito-urinary diseases

Skin diseases

Musculoskeletal diseases

Congenital anomalies

Oral conditions

140–242, 244–259,

270–279 (minus

279.5), 286–319,

324–380, 383–459,

470–478, 490–613,

617–629, 680–759

C00–C97, D00–D48,

D65–D89, E03–E07,

E10–E16, E20–E34,

E51–E89, F01–F99,

G06–G99, H00–

H61, H68–H95, I00–

I99, J30–J99, K00–

K92, N00–N64,

N75–N99, L00–L99,

M00–M99, Q00–

Q99

Group 3: Injuries Unintentional injuries

Intentional injuries

E800–999 V01–Y98
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pointed to a strong association between the level of all-cause mortality and

the level of Group 2 mortality and between all-cause mortality and Group 1

mortality in all age groups below 70 years. The predictive power of all-cause

mortality for Group 3 mortality was relatively weak.

Limitations of the GBD 90 approach

An important limitation of the standard regression approach used in the

Global Burden of Disease study is that it does not recognize two fundamen-

tal features of cause-of-death data. Because cause-of-death patterns repre-

sent the proportions of all deaths that are attributed to each of a set of mu-

tually exclusive and collectively exhaustive causes or cause groups, this type

of data has two basic constraints common to all types of compositional data:

(i) the proportion of deaths attributed to each cause must be between 0 and

1; and (ii) the set of proportions for all of the cause groups must sum to

unity. In the regression model described above, violations of both constraints

are possible. For example, predicted mortality for one cause group may ex-

ceed the all-cause mortality rate, thus violating the first constraint. More-

over, because independent regressions are run on each of the three cause

groups for the same country-year observation, they are not constrained to

sum to the all-cause mortality rate, thus violating the second constraint. In

the GBD 90, an additional normalization step was undertaken after the pre-

dicted mortality rates were computed in order to impose the second con-

straint, but the model itself does not take account of the interdependence

of the three groups that constitute total mortality.

New  models for causes of death

An alternative to the use of independent regression models for each con-

stituent cause group is offered by a class of general statistical models de-

scribed as compositional models, with applications from a range of disci-

plines, including political science, geology, and biology (Aitchison 1986; Katz

and King 1999). A general statistical model for compositional data has been

presented by Katz and King (1999) in an application to multiparty electoral

data. The following description of the approach is adapted from their work.

In order to model compositional data with J different cause groups,

we first define a vector of cause fractions P
i
 = (P

i1
,…,P

iJ
) for each observa-

tion i. Following Aitchison (1986), the data are modeled using the additive

logistic normal distribution. First, a (J–1) vector Y
i
 is generated by calculat-

ing the log ratios of each cause fraction relative to the fraction for cause J:

Y
P

P
ij

ij

iJ

=






ln (3)



2 1 2 T H E  E P I D E M I O L O G I C  T R A N S I T I O N  R E V I S I T E D

The vector Y
i
 = (Y

i1
,…Y

i(J–1)
) is assumed to be multivariate normal with mean

vector µ
i
 and variance matrix Σ

i
. The expectation of each log ratio is as-

sumed to be a linear function of the explanatory variables in the model:

µ
ij
 = X

ij
β

j
(4)

where X
ij
 is a vector of explanatory variables and β

j
 are parameters to be

estimated.

In previous models, only all-cause mortality was used as an explana-

tory variable. This is consistent with a narrow interpretation of the epide-

miologic transition as the changes that occur as mortality rates decline, with-

out reference to the broader context of development within which these

health gains are realized. To explore a broader view of the epidemiologic

transition that accounts for this developmental context, we have included

gross domestic product (GDP) per capita in international dollars as an addi-

tional explanatory variable5 (World Health Organization 2000). The logged

form was used for both variables because this formulation tended to pro-

vide a better fit than the linear one.

Based on this specification, the multivariate normal model for the log

ratios may be expressed as a system of two regression equations6:

Y
i1
 = β0 + β1 ln( T

i
) + β2 ln(G

i
) + ε

i1 (5a)

Y
i2
 = γ0 + γ1 ln( T

i
) + γ2 ln(G

i
) + ε

i2 (5b)

where Y
i1
 and Y

i2
 are the log ratios as defined in equation (3), T

i
 is the all-cause

mortality rate, and G
i
 is GDP per capita. The two residual terms ε

i1 and ε
i2 have

expectations of 0, variances of σ 1
2 and σ 2

2 respectively, and correlation of ρ.

Maximum likelihood estimates of the model parameters were obtained

using the seemingly unrelated regression model (Greene 1993).

Data

Our analysis used the World Health Organization (WHO) database on mor-

tality by cause, coded according to various revisions of the International

Classification of Diseases (ICD). This database is based on the annual re-

porting of vital registration data to WHO by selected countries since 1950.

For this analysis, only vital registration data from countries considered to

have systems that capture in excess of 95 percent of deaths were included.

In all, data from 58 countries for the years 1950 to 1998 were included,

totaling 1,576 country-years of observation. Table 2 lists the countries in

the dataset and the range of years for each country series. Because the dataset

includes only countries with nearly complete vital registration systems re-
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porting to WHO since 1950, the sample is weighted heavily toward coun-

tries in Europe but includes some developing countries as well.

Twenty age groups were used in this study: less than 1 month, 1 to 11

months, 1 to 4 years, 5 to 9 years, 10 to 14 years, and so on by five-year age

groups, up to 80 to 84 years and 85 years and older. For the two youngest

age groups, a smaller number of observations were available because a num-

ber of countries over different periods reported only on the age range from

birth to 11 months. A total of 586 country-years of observations were avail-

able for the first two age groups.

TABLE 2 Countries and range  of years in  database

Country Years Country Years

Albania 1992–93 Latvia 1980–97

Argentina 1966–96* Lithuania 1987–98

Armenia 1990–97 Luxembourg 1967–97

Australia 1950–95 Macedonia 1992–97

Austria 1955–98 Malta 1965–98*

Azerbaijan 1987–97 Mexico 1958–95*

Belarus 1987–97* Moldova 1992–96

Belgium 1954–94 Netherlands 1950–97

Bulgaria 1980–97 New Zealand 1950–96

Canada 1950–97 Norway 1951–95

Chile 1955–94* Poland 1970–96*

Costa Rica 1961–95* Portugal 1955–98

Croatia 1991–97 Romania 1980–98*

Czech Republic 1986–97 Russian Federation 1989–97

Denmark 1952–96 Singapore 1963–97

Estonia 1987–97 Slovakia 1992–95

Finland 1952–96 Slovenia 1992–97

France 1950–97 Spain 1951–96*

Georgia 1981–90* Sweden 1951–96

Germany 1990–98 Switzerland 1951–94

Greece 1961–97 Tajikistan 1986–92

Hungary 1960–97 Turkmenistan 1987–94

Iceland 1951–95 Ukraine 1989–97*

Ireland 1950–96 United Kingdom 1950–97

Israel 1975–96 United States 1950–97

Italy 1951–96 Uruguay 1955–90*

Japan 1950–97 Uzbekistan 1992–93

Kazakhstan 1987–97 Venezuela 1955–94*

Kyrgyzstan 1987–98 Yugoslavia 1968–90*

* Excluded years: Argentina 1971–76, 1980–81; Belarus 1991; Chile 1983; Costa Rica 1984; Georgia 1983–84;
Malta 1966; Mexico 1984; Poland 1981–82; Romania 1984–88; Spain 1970; Ukraine 1993–95; Uruguay 1961–
62, 1979; Venezuela 1984, 1991; Yugoslavia 1971–77
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Graphical display of cause-of-death patterns

Given the classification of deaths into Groups 1, 2, and 3, we may represent a

range of cause-of-death patterns visually using a ternary diagram, which al-

lows any cause-of-death pattern described in terms of three proportions to be

displayed in two dimensions (Katz and King 1999; Cox 2000). Figure 1 pre-

sents an example of a ternary diagram on which the data for males ages 20–

24 years have been plotted. In this diagram, each point (indicated by a small

diamond) represents one country-year of observation, showing the distri-

bution of deaths across Groups 1, 2, and 3. The vertices are labeled as G1 at

the top, G2 at the bottom right, and G3 at the bottom left, indicating the

three groups. The fraction of deaths attributable to each cause is represented

as the perpendicular distance from the side of the triangle opposite the la-

beled vertex. The nearer a point is to the vertex, the higher the proportion

attributable to that cause. For example, a point located near the top vertex

would have a very high proportion of Group 1 deaths and low proportions

for Groups 2 and 3. A point located along the bottom edge of the triangle has

no Group 1 deaths. The point indicated by a bold square in Figure 1 exem-

plifies a pattern consisting of 17 percent of deaths from Group 1, 61 percent
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G1 

FIGURE 1 Exam ple  of a ternary d iagram  for the  three  cause-of-death
groups, for m ales aged 20–24 years

NOTE: For major cause categories of the three cause-of-death groups see Table 1 and discussion in text.
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from Group 2, and 22 percent from Group 3. For clarity, we added num-

bered axes indicating the scales in each dimension and traced the location of

the example point on each axis.

Figure 2 presents the entire dataset by age and sex as a series of ter-

nary diagrams. The first block, consisting of four rows of diagrams, is for

males, and the second block for females. Each diagram shows the data for

one age group, ordered from left to right by row, from ages 0 to 1 month in

the top left to ages 85 years and older in the bottom right corner of each

four-row block. The least variation in cause-of-death patterns appears among

infants, where Group 1 causes dominate in almost all observed data points,

and among older adults, where Group 2 dominates. In the age groups from

1 year to around 50 years, there is considerable variation in cause-of-death

patterns in both males and females.

Representing the epidemiologic transition

The objective of the regression analysis was to examine the direction and

magnitude of changes in cause-of-death patterns as income and mortality

change. We used the regression results to predict these changes by extract-

ing the underlying patterns from the fundamental variability, measurement

error, and sampling error in the raw data. To identify the independent ef-

fects of income and the total mortality level, while at the same time taking

advantage of the strong correlation between the two variables, we first de-

veloped two sets of predicted income estimates using the empirically ob-

served relationship between income and mortality in our dataset. We ran

regressions, for each age-sex group, of the log of income on the log of mor-

tality and found a strong linear relationship. High and low estimates of in-

come were defined, based on these regression results, as the 2.5th and 97.5th

percentiles of the predicted distribution of income levels at each level of

mortality in the dataset. The result was two sets of predicted incomes that

span the range of observed income levels at each mortality level while in-

corporating the strong correlation between the two variables.

Using the estimated coefficients from the regression results, two sets

of predicted values for Y
1
 and Y

2
 were computed for each observation in the

dataset based on the level of all-cause mortality and the two sets of pre-

dicted income levels. These Y
1
 and Y

2
 predictions were then transformed

into predicted proportions by cause group using the multivariate logistic

transformation:

P
Y

Y

j

j

j

j

J
=

( )
+ ( )

=

−

∑
exp

exp1

1

1

(6)

with P
3
 calculated as 1–P

1
–P

2
.
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These predictions allow us to examine systematic shifts in cause-of-death

patterns associated with changes in both mortality levels and income levels

while incorporating the strong empirically observed relationship between

the two variables.

NOTE: For major cause categories of the three cause-of-death groups see Table 1 and discussion in text.
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Results

The theory of the epidemiologic transition suggests that as total mortality

declines and income rises, the relative importance of the communicable dis-

eases (Group 1) tends to decrease compared to other causes. The results of

this analysis provide a formal, empirical examination of the epidemiologic

transition by age and sex and allow us to distinguish between the indepen-

dent effects of changes in income and total mortality levels.

Table 3 summarizes the regression results for each age and sex group.

In most models, the coefficients on both income and total mortality are highly

significant. In nearly all cases, increases in income per capita are associated

with increases in both Group 2 and Group 3 as proportions of all-cause

mortality relative to Group 1 causes. The magnitude of these relative in-

creases tends to be larger for Group 3 than for Group 2, particularly among

females, which suggests that the importance of Group 3 causes rises more

rapidly than that of Group 2 causes as income rises.

The relationship between cause-of-death patterns and all-cause mor-

tality levels, conditional on income level, is more complicated. For males,

lower mortality levels are accompanied by an increase in the importance of

Group 2 causes relative to Group 1 causes, while Group 3 tends to become

less important than Group 1 in most age groups. For females, on the other

hand, both Group 2 and Group 3 tend to gain importance relative to Group

1 as mortality declines.

While the signs and relative magnitudes of the parameter estimates from

the regression model offer some insights into the relationships of interest, the

most important quantities of interest are the actual predictions of cause-of-

death patterns, which are nonlinear functions of these parameters and account

for the powerful interactions between changes in income and total mortality.

The predicted trends in cause-of-death patterns are plotted by age and

sex in Figure 3. As in Figure 2, the first set of diagrams is for males, and the

second set for females, with the diagrams ordered by age within each block.

In each diagram, two traces appear, representing a high-income and low-

income scenario. The epidemiologic transition may be viewed in each dia-

gram as the path traced by the points as total mortality declines, condi-

tional on either high or low income levels. The difference between the two

lines in each graph reflects the independent effect of income additional to

the combined effect of income through mortality.

In children, mortality declines are marked by movements from the

top of the diagram toward the bottom—in other words, movement away

from Group 1 causes toward Group 2 causes. Group 3 causes represent a

small proportion of all deaths at the youngest ages, irrespective of either

total mortality or income levels. For children above the age of one year,

injuries (Group 3) become increasingly important, particularly for males.
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For young and middle-aged adult males, depicted in the second and

third rows in Figure 3, the mortality transition follows a path from left to

right, indicating an increase in noncommunicable diseases relative to inju-

ries as mortality decreases. This trend occurs at both low and high levels of

income. Interestingly, for young adult females, the transition moves first

from Group 1 to Group 2 as maternal conditions decline as important causes

of death, but then from Group 2 to Group 3 as both infectious and chronic

causes of death decline more rapidly than injuries. An inspection of the

original data upon which these models are based indicates that mortality

rates from all three groups tend to decline in males and females as overall

mortality declines, so that the difference between males and females relates

to the relative pace of the decline in the different cause categories. In young

adult males, Group 3 causes decline most rapidly as overall mortality de-

clines, followed by Group 1 and then Group 2. For young adult females, on

the other hand, Group 1 causes decline most rapidly, and Group 3 causes

decline at the slowest pace. While there is some variation by sex in the

relative importance of specific causes of death within Group 3—for example,

accidents are more important for females, while suicide and homicide are

more important for males—the sex differences in the trends displayed in

Figure 3 do not appear to be related to these more detailed causes.

At the oldest age groups, there is little evidence of the epidemiologic

transition despite major declines in levels of old-age mortality (Vaupel 1997).

In both sexes, noncommunicable diseases dominate at all levels of mortal-

ity represented in the dataset. This finding is consistent with the hypothesis

of Olshansky and Ault (1986), who postulated a fourth stage of the epide-

miologic transition consisting of delayed degenerative diseases. This fourth

stage is marked by a shift in mortality toward older ages in concert with

stability in the pattern of causes of deaths.

The income effect is most notable between ages 15 and 34 in females,

while for males the income effect starts as early as age 5 and continues

through the age group 40–44. For adults of both sexes, higher income lev-

els are associated with higher contributions from injuries. For males, the

increase in Group 3 draws from both Groups 1 and 2, while for females the

rise in Group 3 is accompanied mostly by a drop in Group 2 causes. Rising

income, conditional on a particular mortality level, leads to a decrease in

the relative importance of injuries in children below age 5, while at all other

ages for which the income effect is significant, the direction of the effect is

the opposite.

Discussion

Omran’s theory of the epidemiologic transition has had a penetrating influ-

ence on thinking about systematic changes in patterns of disease and mor-
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tality. Historical analysis of the epidemiologic transition has focused prima-

rily on the first half of the twentieth century (Vallin and Meslé 1988). In

this article, we examined trends in cause-of-death patterns by age and sex

since 1950, in consideration of the epidemiologic transition as a durable

framework for describing relationships between levels of mortality and the

relative importance of its constituent causes.

Our analysis used the most extensive available cause-of-death data-

base coded according to the International Classification of Diseases, as well

as new statistical models for causes of death that overcome some of the

limitations of previous models. While the data show considerable variation

in cause-of-death patterns across countries and over time, the models re-

veal powerful empirical regularities relating variation in mortality rates from

all causes to the relative contributions of communicable diseases, noncom-

municable diseases, and injuries.

The results of these analyses confirm that as all-cause mortality de-

clines, the composition of mortality by cause changes systematically in many

age groups. The epidemiologic transition is not simply the result of chang-

ing age structure in the population but a real transition in the cause com-

position of age-specific mortality. While our analysis confirms the general

principles of the epidemiologic transition, different patterns by age and sex

are worth emphasizing.

1) In children under 1 year, the epidemiologic transition produces a

shift from Group 1 causes to Group 2 causes, with little or no role played by

injuries regardless of the level of all-cause mortality. The transition at this

age is the same for males and females and is not influenced by income in-

dependently from all-cause mortality levels.

2) In children over age 1 year, the transition is from Group 1 causes to

a nearly equal mix of Group 2 and Group 3 causes. The more dominant

role of injuries in males as compared to females becomes evident as early as

age 5.

3) In the young adult age groups, 15–44 years, the epidemiologic tran-

sition is notably different for males and females. In particular, the indepen-

dent effects of income changes and mortality changes emerge as distinct pat-

terns in males and females. For males, decreases in overall mortality lead

predominantly to a shift from injuries to noncommunicable diseases, while

rising income produces the opposite effect. For females, mortality declines

produce first a rise in the importance of Group 2 conditions, followed by a

fall in Group 2 as Group 3 causes grow in importance. Rising income further

emphasizes the shift from noncommunicable conditions to injuries in females.

4) In males and females over age 50, the epidemiologic transition pro-

duces almost no change in the cause composition of mortality. In other words,

age-specific mortality rates from Groups 1, 2, and 3 are almost entirely a func-

tion of the all-cause mortality rates for those age groups.
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The regularity of the epidemiologic transition is the basis for using

cause-of-death models to aid in the estimation of age- and cause-specific

mortality rates in developing countries without complete vital registration

systems. This analysis suggests that most of the change in the cause struc-

ture of mortality occurs among children and young adults. It is in these age

groups that efforts to collect new information through sample registration

systems, surveys using verbal autopsy, and the expansion of vital registra-

tion will improve cause-of-death estimation. In older adults, our analysis

supports the notion of a fourth stage of transition proposed by Olshansky

and Ault (1986), in which the cause composition of mortality remains stable

but deaths shift to older ages.

The model results for adult females offer an interesting empirical illus-

tration of the “double burden” phenomenon proposed by Frenk and col-

leagues (1991). In many societies, heterogeneity in the pace of the epide-

miologic transition among different social strata or geographic regions

produces a “protracted and polarized” transition model marked by overlap

between stages. As a result, the interim stage of the transition at the aggre-

gate level is characterized by high levels of both Group 1 and Group 2 causes.

In females, the bow-shaped curve at young adult ages (as causes of death

shift toward Group 2 and then Group 3) suggests that in countries with

subgroups experiencing much higher mortality than other groups, a nearly

equal mix of Groups 1 and 2 is possible during the intermediate phase of

transition. The potential for an equal mix of Groups 1 and 2 is smaller for

males, as indicated by the curves in Figure 3.

Because our dataset includes only countries where vital registration

coverage is nearly complete, the analyses do not reflect patterns in coun-

tries with the highest mortality levels. Generalization of our results to high-

mortality patterns must therefore be undertaken with caution. Neverthe-

less, we believe that the patterns that emerge from this analysis offer insights

into the epidemiologic transition from high-mortality to low-mortality set-

tings. Indeed, we observe that the general theory of the transition that has

been applied most frequently to changes that occurred during the first half

of the twentieth century also provides a powerful analytical framework for

understanding systematic shifts that occurred in the second half. It will be

useful to extend the analyses presented here to include longer time-series

data on causes of death in such countries as France and the Netherlands

(e.g., Vallin and Meslé 1988; Wolleswinkel-van den Bosch et al. 1997) in

order to examine more closely the relationship between trends in the first

and second halves of the century.

One substantive limitation of the database and the models of the epi-

demiologic transition derived from its analysis is the limited number of coun-

try-years of observation that reflect moderate to severe HIV epidemics.

Clearly, in regions such as sub-Saharan Africa, where the HIV epidemic has
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led to more than a doubling of the risks of adult mortality (World Health

Organization 2000), the cause composition of young adult males and fe-

males will shift dramatically toward Group 1. Unfortunately, very few com-

munities with large HIV epidemics have complete vital registration data.

Quantification of the effect of the HIV epidemic on the patterns of the epi-

demiologic transition must await better information on cause-of-death pat-

terns from these settings.

More generally, questions remain regarding patterns of deviation from

the typical scheme of the transition. Further efforts must be made to inves-

tigate systematic distortions of the general transition pattern, for example

in countries of Eastern Europe experiencing a rise in adult mortality rates

during the last decade. As emerging health threats provide both large and

small examples of reverse transitions, it will be important to continue to

revisit the theory of the epidemiologic transition.

Notes

This project was supported by the National In-

stitute on Aging, Grant 1-P01-AG17625. The

authors gratefully acknowledge useful input

from Mie Inoue, Nankhonde Kasonde, Gary

King, Alan Lopez, Rafael Lozano, Doris Mafat,

and Chalapati Rao.

1 There has been considerable interest in

investigating deviations from the general pat-

tern of the epidemiologic transition. For ex-

ample, the General Conference of the Inter-

national Union for the Scientific Study of

Population, in Brazil in August 2001, included

a session on emerging health threats that fo-

cused on “unexpected unfavorable trends” in

population health.

2 In fact, the re-estimated slopes were sur-

prisingly steep (cardiovascular diseases now

had a positive slope of 0.24 to 0.25). Preston

at the time noted the counterintuitive inter-

pretation of this result, remarking that the

“somewhat unusual suggestion, based on a va-

riety of indirect evidence, is that cardiovascu-

lar diseases have in general been important

contributors to mortality change, more impor-

tant than the specific infectious diseases of

childhood exclusive of tuberculosis” (Preston

1976: 7).

3 These analyses used Preston’s original

equation for cardiovascular diseases without

adjusting for misclassified deaths in the cat-

egory “other or unknown” and therefore pre-

dicted rising rather than falling cardiovascular

disease mortality rates.

4 The seven age groups used were 0 to 4

years, 5 to 14 years, 15 to 29 years, 30 to 44

years, 45 to 59 years, 60 to 69 years, and 70

years and older.

5 We used annual GDP series developed

at the World Health Organization based on ex-

isting data series from the United Nations, In-

ternational Monetary Fund, World Bank, and

Organisation for Economic Co-operation and

Development. The GDP series were converted

to international dollars using purchasing

power parity ratios estimated on the basis of

price comparison studies where available, or

using GDP per capita in United States dollars,

United Nations post-adjustment multipliers,

and other geographic dummy variables for

other countries. Extrapolations of some series

were made using real GDP growth rates ad-

justed for inflation using United States GDP

deflators.

6 The results of the analysis do not depend

on the particular choice of reference cause

group, so that Y
1
 and Y

2
 may be defined in

terms of any pair of cause groups relative to

the third group. We have chosen Group 1 as

the reference group for ease of exposition, and

results in Table 3 therefore refer to Y
1
 as the

log of the Group 3 to Group 1 ratio and Y
2
 as

the log of the Group 2 to Group 1 ratio.



2 2 6 T H E  E P I D E M I O L O G I C  T R A N S I T I O N  R E V I S I T E D

References

Aitchison, J. 1986. The Statistical Analysis of Compositional Data. London and New York:

Chapman and Hall.

Anderson, O. W. 1955. “Age-specific mortality in selected Western European countries with

particular emphasis on the nineteenth century: Observations and implications,” Bulle-

tin of the History of Medicine 29(3): 239–254.

Bulatao, R. 1993. “Mortality by cause, 1970 to 2015,” in J. N. Gribble and S. H. Preston

(eds.), The Epidemiological Transition: Policy and Planning Implications for Developing Coun-

tries. Washington, DC: National Academy Press.

Caldwell, J. C. et al. (eds.). 1990. What We Know About Health Transition: The Cultural, Social

and Behavioural Determinants of Health. Canberra: Health Transition Centre, Australian

National University.

Cox, N. J. 2000. TRIPLOT: Stata module to generate triangular plots. Statistical software

components, Boston College Department of Economics. «http://ideas.uqam.ca/ideas/

data/Softwares/bocbocodeS342401.html»

Eberstadt, N. 1989. “Health and mortality in Eastern Europe 1965 to 1985,” in Pressures for

Reform in the East European Economies, vol. 1. Study papers submitted to the Joint Eco-

nomic Committee, Congress of the United States. Washington, DC: US Government

Printing Office.

Fetter, B., P. R. Coelho, J. Rogers, and M. C. Nelson. 1995. “The epidemiologic transition:

One, many or none?” Health Transition Review 7(2): 235–255.

Frederiksen, H. 1969. “Feedbacks in economic and demographic transition,” Science 166(907):

837–847.

Frenk, J., T. Frejka, J. L. Bobadilla et al. 1989a. “The epidemiologic transition in Latin

America,” in International Population Conference, New Delhi, Vol. 1, Liège: International

Union for the Scientific Study of Population, pp. 419–431.

Frenk, J., J. L. Bobadilla, J. Sepulveda et al. 1989b. “Health transition in middle-income

countries: New challenges for health care,” Health Policy and Planning 4(1): 29–39.

Frenk, J., J. L. Bobadilla, C. Stern et al. 1991. “Elements for a theory of the health transi-

tion,” Health Transition Review 1(1): 21–38.

Gaylin, D. S. and J. Kates. 1997. “Refocusing the lens: Epidemiologic transition theory,

mortality differentials, and the AIDS pandemic,” Social Science and Medicine 44(5): 609–

621.

Greene, W. H. 1993. Econometric Analysis. New York: Macmillan.

Gribble, J. N. and S. H. Preston (eds.). 1993. The Epidemiological Transition: Policy and Plan-

ning Implications for Developing Countries. Washington, DC: National Academy Press.

Hakulinen, T., H. Hansluwka, A. D. Lopez, and T. Nakada. 1986. “Global and regional mortality

patterns by cause of death in 1980,” International Journal of Epidemiology 15(2): 226–233.

Hull, T. H. 1981. “A framework for estimating causes of death in Indonesia,” Majalah demografi

Indonesia 8(15): 77–125.

Johansson, S. R. 1991. “The health transition: The cultural inflation of morbidity during

the decline of mortality,” Health Transition Review 1(1): 39–68.

———. 1992. “Measuring the cultural inflation of morbidity during the decline in mortal-

ity,” Health Transition Review 2(1): 78–89.

Katz, J. N. and G. King. 1999. “A statistical model for multiparty electoral data,” American

Political Science Review 93(1): 15–32.

Lopez, A. D. and T. H. Hull. 1983. “A note on estimating the cause of death structure in

high mortality populations,” Population Bulletin of the United Nations 14: 66–70.

McKeown, T. 1976. The Modern Rise of Population. New York: Academic Press.

———. 1979. The Role of Medicine: Dream, Mirage or Nemesis? Oxford: Basil Blackwell.

Murray, C. J. L. and L. C. Chen. 1992. “Understanding morbidity change,” Population and

Development Review 18(3): 481–503.



J O S H U A  A .  S A L O M O N  /  C H R I S T O P H E R  J .  L .  M U R R A Y 2 2 7

———. 1994. “Dynamics and patterns of mortality change,” in L. C. Chen, A. Kleinman,

and N. C. Ware (eds.), Health and Social Change in International Perspective. Boston:

Harvard School of Public Health, pp. 3–23.

Murray, C. J. L. and A. D. Lopez (eds.). 1996. The Global Burden of Disease: A Comprehensive

Assessment of Mortality and Disability from Diseases, Injuries, and Risk Factors in 1990 and

Projected to 2020. Cambridge, MA: Harvard University Press (Global Burden of Disease

and Injury Series, Vol. 1).

———. 1997. “Mortality by cause for eight regions of the world: Global Burden of Disease

Study,” Lancet 349(9061): 1269–1276.

Murray, C. J. L., G. Yang, and X. Qiao. 1992. “Adult mortality: Levels, patterns and causes,”

in R. G. A. Feachem et al. (eds.), The Health of Adults in the Developing World. New York:

Oxford University Press, pp. 23–111.

Omran, A. R. 1971. “The epidemiologic transition: A theory of the epidemiology of popula-

tion change,” Milbank Memorial Fund Quarterly 49(4): 509–538.

———. 1977. “A century of epidemiologic transition in the United States,” Preventive Medi-

cine 6(1): 30–51.

———. 1982. “Epidemiologic transition,” in J. A. Ross (ed.), International Encyclopedia of

Population. London: Free Press, pp. 172–183.

Olshansky, S. J. and A. B. Ault. 1986. “The fourth stage of the epidemiologic transition:

The age of delayed degenerative diseases,” Milbank Memorial Fund Quarterly 64(3): 355–

391.

Preston, S. H. 1976. Mortality Patterns in National Populations, with Special Reference to Recorded

Causes of Death. New York: Academic Press.

Preston, S. H., N. Keyfitz, and N. Schoen. 1972. Causes of Death: Life Tables for National Popu-

lations. New York: Seminar Press.

Retherford, R. D. 1975. The Changing Sex Differential in Mortality. Westport, CT: Greenwood

Press.

Riley, J. C. 1992. “From a high mortality regime to a high morbidity regime: Is culture

everything in sickness?” Health Transition Review 2(1): 71–89.

Rogers, R. G. and R. Hackenberg. 1987. “Extending epidemiologic transition theory: A new

stage,” Social Biology 34: 234–243.

Ruzicka, L. and P. Kane. 1990. “Health transitions: The course of morbidity and mortality,”

in J. C. Caldwell et al. (eds.), What We Know About Health Transition: The Cultural, Social

and Behavioural Determinants of Health. Canberra: Health Transition Centre, Australian

National University, pp. 1–26.

Schooneveldt, M., T. Songer, P. Zimmet, and K. Thoma. 1988. “Changing mortality pat-

terns in Nauruans: An example of epidemiological transition,” Journal of Epidemiology

and Community Health 42(1): 89–95.

Taylor, R. and K. Thoma. 1985. “Mortality patterns in the modernized Pacific island nation

of Nauru,” American Journal of Public Health 75(2): 149–155.

Uemura, K. and Z. Pisa. 1988. “Trends in cardiovascular disease mortality in industrialized

countries since 1950,” World Health Statistics Quarterly 41(3-4): 155–178.

Vallin, J. 1993. “Life expectancy: Past, present and future possibilities,” in J. M. Robine et

al. (eds.), Calculation of Health Expectancies: Harmonization, Consensus Achieved and Future

Perspectives. Paris: Editions INSERM; John Libbey Eurotext, pp. 63–77.

Vallin, J. and F. Meslé. 1988. Les causes de décès en France de 1925 à 1978. Paris: Institut na-

tional d’études démographiques; Presses universitaires de France.

van Nort, L. and B. P. Karon. 1955. “Demographic transition re-examined,” American Socio-

logical Review 20(5): 523–527.

Vaupel, J. W. 1997. “The remarkable improvements in survival at older ages,” Philosophical

Transactions of the Royal Society of London, B, 352(1363): 1799–1804.

Waldron, I. 1993. “Recent trends in sex mortality ratios for adults in developed countries,”

Social Science and Medicine 36(4): 451–462.



2 2 8 T H E  E P I D E M I O L O G I C  T R A N S I T I O N  R E V I S I T E D

Wolleswinkel-van den Bosch, J. H., C. W. N. Looman, F. W. A. Van Poppel, and J. P.

Mackenbach. 1997. “Cause-specific mortality trends in The Netherlands, 1875–1992:

A formal analysis of the epidemiologic transition,” International Journal of Epidemiology

26(4): 772–781.

World Health Organization. 2000. The World Health Report 2000: Improving Health Systems:

Performance. Geneva.


