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THE EULER APPROXIMATION
IN STATE CONSTRAINED OPTIMAL CONTROL

A. L. DONTCHEV AND WILLIAM W. HAGER

Abstract. We analyze the Euler approximation to a state constrained control
problem. We show that if the active constraints satisfy an independence con-
dition and the Lagrangian satisfies a coercivity condition, then locally there
exists a solution to the Euler discretization, and the error is bounded by a
constant times the mesh size. The proof couples recent stability results for
state constrained control problems with results established here on discrete-
time regularity. The analysis utilizes mappings of the discrete variables into
continuous spaces where classical finite element estimates can be invoked.

1. Introduction

Discrete approximations to optimal control problems have been analyzed since
the 1960s. The first work dealt with the convergence of the optimal value or an
optimal control for the discrete problem to the continuous solution (see, e.g., [5],
[7]–[13], and [33]). A survey of some of the earlier work is given by Polak in
[34]. More recent results on convergence, based on consistent approximations and
modern variational techniques, are contained in [35], [36], and [39]. For a survey of
work in this area, see [16].

In this paper, we are concerned not only with convergence, but also with con-
vergence rate. That is, for the Euler discretization of a state constrained control
problem, we estimate the distance between a solution to the continuous problem
and a solution to the discrete problem as a function of the mesh size. This estimate
represents the first analysis for a discretization of a fairly general state constrained
control problem. When the constraint qualification of [28] holds and the Lagrangian
satisfies a local coercivity condition, we show that for a sufficiently fine mesh, the
Euler discretization has a solution and corresponding Lagrange multipliers which
are at distance O(h) from a continuous solution/multiplier pair. Here distance is
measured in the L2 metric for the control and the constraint multiplier, and in the
H1 metric for the state and adjoint variables. By an embedding result, the error is
O(h2/3) in the L∞ norm.

We now give a brief survey of earlier work on convergence rates for discrete ap-
proximations in optimal control. In [2] Bosarge and Johnson studied dual finite
element approximations for unconstrained linear/quadratic problems obtaining er-
ror estimates of order O(hk) in the L2 norm, where h is the mesh size and k is the
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degree of the approximating piecewise polynomials. In [3] similar estimates were
obtained for Ritz-Galerkin approximations of unconstrained nonlinear problems. In
the series of papers [25], [27], and [30], Hager analyzed dual finite element approxi-
mations to convex constrained control problems (linear differential equation, convex
cost function, convex control and state constraints) obtaining an O(h) estimate in
L2 for piecewise linear splines, and an O(h3/2) estimate for piecewise quadratics.

In the first paper [26] to consider the usual Range-Kutta and multistep inte-
gration schemes, Hager focused on unconstrained optimal control problems and
determined the relationship between the continuous dual variables and the Kuhn-
Tucker multipliers associated with the discrete problem. It was observed that an
order k integration scheme for the differential equation did not always lead to an
order k discrete approximation. In fact, for some integration schemes, the discrete
approximation did not converge to a solution of the continuous problem as the
mesh was refined; for related work following these results see [24]. In [14] (see also
[15, Chapter 4]) Dontchev analyzed Euler’s approximation to a constrained convex
control problem obtaining an error estimate of order O(h) in the L2 norm, where h
is the size of the uniform mesh. In [18] we analyzed nonlinear optimal control prob-
lems with control constraints, obtaining an O(h) estimate in L∞ for the error in the
Euler discretization. Most recently, in [29] the convergence rate is determined for
general Runge-Kutta discretizations of control constrained optimal control prob-
lems. These conditions on the coefficients in the Runge-Kutta scheme determine
whether the discrete (approximating) solution is second-, third-, or fourth-order
accurate. In [29] it is assumed that the coefficients in the final stage of the Runge-
Kutta scheme are all positive, while in [21] this positivity requirement is removed
for second-order Runge-Kutta schemes by imposing additional conditions on the
coefficients.

In [17] Dontchev obtained an estimate for the distance from a solution to the
discrete problem to a solution of the continuous problem by making assumptions for
the discrete solutions rather than for the continuous solution. In [32] Malanowski,
Büskens, and Maurer obtained error estimates for a nonlinear problem with mixed
control and state constraints. In their analysis, it is assumed that the derivative
of the constraint with respect to the control satisfies a surjectivity condition which
does not hold for pure state constrained problems. In [38] Veliov examined a Runge-
Kutta discretization of a nonlinear optimal control problem with control constraints
obtaining higher-order estimates for the sets of feasible controls and for the optimal
value.

Our approach in this paper for the analysis of state constrained control prob-
lems is that presented in [18]. Loosely speaking, we show that the solution of the
linearized first-order optimality conditions for the discrete control problem is stable
under perturbation, and that the linear operator is sufficiently close to the nonlin-
ear operator. These two results combine to give the error estimate. In carrying
out the analysis, many technicalities arise. For example, the coercivity condition
for the Lagrangian is naturally posed is L2; however, the cost function does not
have derivatives in L2. This forces us to work in a nonlinear space of functions
that are Lipschitz continuous with derivatives bounded by some fixed number. In
this nonlinear setting, L2 convergence implies L∞ convergence. In order to show
that the analysis can be carried out in this nonlinear space, we need to establish a
discrete regularity result. That is, if the linearized discrete problem is perturbed,
then discrete derivatives of the solution can be bounded by discrete derivatives of
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the perturbation. This regularity result is the discrete analogue of the continuous
regularity result given in [28].

To analyze the difference between the nonlinear first-order conditions and their
linearization, we transform from discrete variables to functions continuous in time
using various interpolation operators. This allows us to perform the analysis in
continuous time, and to use finite element techniques to analyze the continuous
expressions. Also, embeddings associated with continuous spaces can be used to
deduce, through interpolation, corresponding embeddings in the discrete setting.

To briefly summarize the paper, Section 2 formulates the state constrained prob-
lem and its discrete approximation, and presents the main error estimate. This error
estimate is based on an abstract existence theorem given in Section 3. In Section 4
we summarize the various finite element estimates and embeddings that are used
in the analysis. Sections 5 through 8 show that each of the assumptions of the ab-
stract theorem are satisfied, while Section 9 pulls together the analysis and proves
the error estimate for the Euler discretization. A numerical example is given in
Section 10.

2. The problem and its discretization

We consider the following optimal control problem:

minimize
∫ 1

0

ϕ(x(t), u(t))dt(1)

subject to ẋ(t) = f(x(t), u(t)) a.e. t ∈ [0, 1], x(0) = x0,

g(x(t)) ≤ 0 for all t ∈ [0, 1], u ∈ L∞, x ∈ W 1,∞,

where the state x(t) ∈ Rn, ẋ ≡ d
dtx, the control u(t) ∈ Rm, the functions ϕ :

Rn ×Rm → R, f : Rn ×Rm → Rn, and g : Rn → Rk.
Throughout the paper, Lα(J ; Rn) denotes the usual Lebesgue space of mea-

surable functions x : J → Rn with |x(·)|α integrable, equipped with its standard
norm

‖x‖Lα = (
∫
J

|x(t)|αdt)1/α,

where | · | is the Euclidean norm. Of course, α = ∞ corresponds to the space of
essentially bounded, measurable functions equipped with the essential supremum
norm. Further, Wm,α(J ; Rn) is the Sobolev space consisting of vector-valued func-
tions x : J → Rn whose j-th derivative lies in Lα for all 0 ≤ j ≤ m with the
norm

‖x‖Wm,α =
m∑
j=0

‖x(j)‖Lα .

When either the domain J or the range Rn is clear from context, it is omitted.
We let Hm denote the space Wm,2, and Lip denote W 1,∞, the space of Lipschitz
continuous functions. Throughout, c is a generic constant, that has different values
in different equations, and which is independent of time and the mesh spacing in
the approximating problem. The transpose of a matrix A is AT, and Ba(x) is
the closed ball centered at x with radius a. Given a vector y ∈ Rm and a set
A ⊂ {1, 2, . . . ,m}, yA denotes the subvector consisting of components associated
with indices in A. And if Y ∈ Rm×n, then YA is the submatrix consisting of rows
associated with indices in A. The complement of the set A is Ac.
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We now present the assumptions that are employed in our analysis of the Euler
discretization of (1). The first assumption is related to the regularity of the solution
and the problem functions, and the solution of the associated optimality system.

Smoothness. Problem (1) has a local solution (x∗, u∗) which lies in W 2,∞×W 1,∞.
There exists an open set Ω ⊂ Rn ×Rm and ρ > 0 such that Bρ(x∗(t), u∗(t)) ⊂ Ω
for every t ∈ [0, 1], and the first two derivatives of ϕ and f , and the first three
derivatives of g are Lipschitz continuous in Ω. Finally, there exist associated La-
grange multipliers ψ∗ ∈ W 2,∞ and ν∗ ∈ W 1,∞ for which the following form of the
first-order optimality conditions (minimum principle) is satisfied at (x∗, ψ∗, u∗, ν∗):

ẋ = f(x, u), x(0) = x0,(2)

ψ̇ = −∇xH(x, ψ, u, ν), ψ(1) = 0,(3)
0 = ∇uH(x, ψ, u, ν),(4)
g(x) ∈ N (ν), ν(1) ≤ 0, ν̇ ≥ 0.(5)

Here and elsewhere, multipliers such as ψ and ν are treated as row vectors, H is
the Hamiltonian defined by

H(x, ψ, u, ν) = ϕ(x, u) + ψf(x, u)− ν∇g(x)f(x, u),

and the set-valued mapN is understood in the following way: given a nondecreasing
Lipschitz continuous function ν, a continuous function y lies in N (ν) if and only if

y(t) ≤ 0 and ν̇(t)y(t) = 0 for a.e. t ∈ [0, 1], and ν(1)y(1) = 0.(6)

In the terminology of [31], the form of the minimum principle we employ is the
“indirect adjoining approach with continuous adjoint function.” Typically, the mul-
tiplier ν, associated with the state constraint, and the derivative of ψ have bounded
variation. In our statement of the minimum principle above, we are assuming some
additional regularity so that ν and ψ̇ are not only of bounded variation, but Lip-
schitz continuous. As shown in [28] for a linear-convex problem (also see [20]), the
assumed regularity of both the solution and the Lagrange multipliers is a conse-
quence of the Uniform Independence and Coercivity conditions introduced below.

Note that problem (1) is posed in L∞ and the elements of L∞ are equivalence
classes of functions. By the Smoothness assumption, there exists a solution to the
control problem in the equivalence class associated with u∗ such that the optimality
conditions (2), (3), and (4) are satisfied everywhere in [0, 1].

Let A, B, and K be the matrices defined by

A = ∇xf(x∗, u∗), B = ∇uf(x∗, u∗), and K = ∇g(x∗).

Let A(t) be the set of indices of the active constraints at x∗(t):

A(t) =
{
j ∈ {1, 2, · · · , k} : gj(x∗(t)) = 0

}
.

Our next assumption relates to the stability of the state constraint (see [19]).

Independence at A. The set A(0) is empty and there exists a scalar β > 0 such
that

|
∑
j∈A(t)

vjKj(t)B(t)| ≥ β|vA(t)|

for each t ∈ [0, 1] where A(t) 6= ∅ and for each choice of v.
Defining

Q∗ = ∇xxH(w∗), M∗ = ∇xuH(w∗), and R∗ = ∇uuH(w∗),
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where w∗ = (x∗, ψ∗, u∗, ν∗), let B∗ be the quadratic form defined by

B∗(x, u) =
1
2

∫ 1

0

x(t)TQ∗(t)x(t) + u(t)TR∗(t)u(t) + 2x(t)TM∗(t)u(t)dt.

Our third assumption is a growth condition.

Coercivity. There exists a constant α > 0 such that

B∗(x, u) ≥ α‖u‖2L2 for all (x, u) ∈M∗,

where

M∗ =
{

(x, u) : x ∈ H1, u ∈ L2, ẋ−Ax−Bu = 0, x(0) = 0
}
.

Coercivity is a strong form of a second-order sufficient optimality condition in the
sense that when combined with Independence, it implies not only optimality, but
also Lipschitzian dependence of the solution and the multipliers with respect to
parameters (see [19]). For recent work on second-order sufficient conditions, see
[23] and [40].

We now introduce the Euler discretization of (1). If N is a natural number and
h = 1/N , we consider the following discrete problem:

minimize
N−1∑
i=0

ϕ(xi, ui)(7)

subject to x′i = f(xi, ui), x0 = x0, g(xi) ≤ 0, 0 ≤ i ≤ N − 1.

Here the prime is shorthand notation for the forward difference

x′i =
xi+1 − xi

h
.

Throughout the analysis, we let ti stand for ih, and we use the subscript i to denote
the time level i. Hence, xi ∈ Rn is the discrete analogue of x(ti), while xj denotes
the j-th component of the vector x ∈ Rn. Although the final constraint g(xN ) ≤ 0
is not imposed in the discrete problem (7), there are no significant changes in the
analysis if this final constraint is included.

The first-order necessary optimality conditions associated with (7), often called
the Karush-Kuhn-Tucker conditions in this finite dimensional context, can be writ-
ten (see [1])

x′i = f(xi, ui), x0 = x0,(8)
p′i− = −∇xH(xi, ui, pi)− µi∇g(xi), pN−1 = 0,(9)
0 = ∇uH(xi, ui, pi),(10)
g(xi) ∈ NRk

+
(µi), µi ≥ 0,(11)

where 0 ≤ i ≤ N − 1. Here the multipliers pi and µi are row vectors, the discrete
Hamiltonian is defined by

H(x, u, p) = ϕ(x, u) + pf(x, u),

p′i− is shorthand for the backward difference

p′i− =
pi − pi−1

h
,
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and NRk
+

(µi) denotes the normal cone to the positive orthant Rk
+ at the point

µi ≥ 0:
y ∈ NRk

+
(µi) if and only if y ≤ 0 and µiy = 0.

In formulating the necessary conditions, pi is the multiplier associated with the
constraint f(xi, ui)−x′i = 0. The multiplier p−1 can be identified with an artificial
constraint (x0 − x0)/h = 0, and µi is the multiplier for the constraint g(xi) ≤ 0.

In order to relate the continuous first-order conditions (2)–(5) to the discrete
conditions (8)–(11), we introduce transformed dual variables

νi = −h
N∑
l=i

µl and ψi = pi + νi+1∇g(xi+1), where µN = 0.(12)

The last equation is the definition of µN since the constraint g(xN ) ≤ 0 is not
imposed in discrete problem (7), and we take the associated multiplier to be zero.
Observe that νN = 0 and the variable µ in (12) is the (discrete) derivative of ν:
µ = ν ′. After making the substitutions µi = νi

′ and pi = ψi − νi+1∇g(xi+1), the
optimality system takes the following form:

x′i = f(xi, ui), x0 = x0,(13)
ψ′i− = −∇xH(xi, ui, ψi) + Pi, ψN−1 = 0,(14)
0 = ∇uH(xi, ui, ψi)− νi+1∇g(xi+1)∇uf(xi, ui),(15)
g(xi) ∈ NRk

+
(ν′i),(16)

0 ≤ i ≤ N − 1, where

Pi = νi+1∇g(xi)′ + νi+1∇g(xi+1)∇xf(xi, ui).(17)

In order to analyze the discrete problem (7), we need to introduce discrete ana-
logues of various continuous spaces and norms. In particular, for a sequence z0, z1,
. . . , zN whose i-th element is a vector zi ∈ Rn, the discrete analogues of the L2,
L∞, and H1 norms are the following:

‖z‖L2 =

√√√√ N∑
i=0

h|zi|2, ‖z‖L∞ = sup
0≤i≤N

|zi|, and ‖z‖H1 =
√
‖z‖2L2 + ‖z′‖2L2 ,

where z′ is the sequence whose i-th element is the forward difference (zi+1 − zi)/h.
Estimates are obtained for the discrete state sequence xi and multiplier sequence
νi where i ranges from zero to N and for the control sequence ui and multiplier
sequences pi and ψi where i ranges from zero to N − 1. When taking the norm of
any of these sequences, we assume that the index range is chosen appropriately.

Our main result is the following estimate for the error in the discrete approxi-
mation. In stating this result, our convention is that when both a discrete and a
continuous variable appear in an expression, then the continuous variable is treated
as a discrete variable whose components are the continuous variable evaluated at
the mesh points, the ti. That is, if uh is a discrete variable and u∗ is continuous,
then uh − u∗ is discrete with (uh− u∗)i = uhi − u∗(ti). Also, we say that a discrete
variable u is Lipschitz continuous in (discrete) time with Lipschitz constant ξ if
|u′i| ≤ ξ for each i.
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Theorem 2.1. If Smoothness, Independence at A, and Coercivity hold, then for
all sufficiently small h, there exists a local solution (xh, uh) of the discrete optimal
control problem (7) and associated Lagrange multipliers (ψh, νh) such that

‖xh − x∗‖H1 + ‖uh − u∗‖L2 + ‖ψh − ψ∗‖H1 + ‖νh − ν∗‖L2 ≤ ch,(18)

and

‖xh − x∗‖W 1,∞ + ‖uh − u∗‖L∞ + ‖ψh − ψ∗‖W 1,∞ + ‖νh − ν∗‖L∞ ≤ ch2/3.

(19)

Moreover, (xh)′, uh, (ψh)′, and νh are Lipschitz continuous in time with a Lipschitz
constant independent of h.

3. Abstract setting

Our proof of Theorem 2.1 is based on the following abstract result which is
related to [19, Lemma 2.1].

Theorem 3.1. Let X be a complete metric space with metric ρ, let Y be a linear
normed space with norm ‖ · ‖, and let Π be a subset of Y. Suppose that T : X 7→ Y,
L : X 7→ Y, and F : X 7→ 2Y , and that for some given w∗ ∈ X , δ∗ ∈ Y, and scalars
ε, λ, r > 0, we have
(P1) T (w∗) + δ∗ ∈ F(w∗) and (T − L)(w∗) + δ∗ ∈ Π.
(P2) ‖(T − L)(w1)− (T − L)(w2)‖ ≤ ερ(w1, w2) for all w1, w2 ∈ Br(w∗).
(P3) The map (F −L)−1 is single-valued and Lipschitz continuous in Π with Lip-

schitz constant λ.
(P4) T − L maps Br(w∗) into Π.
If ελ < 1 and r ≥ λ‖δ∗‖/(1− ελ), then there exists a unique w ∈ Br(w∗) such that
T (w) ∈ F(w). Moreover, we have the estimate

ρ(w,w∗) ≤ λ

1− λε‖δ
∗‖.(20)

Proof. Let us define Φ(w) = (F − L)−1(T (w) − L(w)). By (P2), (P3), and (P4),
we have for all w1, w2 ∈ Br(w∗),

ρ(Φ(w1),Φ(w2)) = ρ((F − L)−1(T − L)(w1), (F − L)−1(T − L)(w2))
≤ λ‖(T − L)(w1)− (T − L)(w2)‖
≤ λερ(w1, w2).

Since λε < 1, Φ is a contraction on Br(w∗). Utilizing the fact that (T −L)(w∗)+δ∗

is contained in Π by (P1) and that (F − L)−1 is single-valued on Π by (P3), we
have

w∗ = (F − L)−1[(T − L)(w∗) + δ∗].
It follows from (P2) and (P3) that

ρ(Φ(w), w∗) = ρ((F − L)−1[(T − L)(w)], (F − L)−1[(T − L)(w∗) + δ∗]),
≤ λ‖(T − L)(w) − (T − L)(w∗) + δ∗‖
≤ λ(ερ(w,w∗) + ‖δ∗‖)(21)
≤ λ(εr + ‖δ∗‖)

for all w ∈ Br(w∗). The condition λ‖δ∗‖/(1−ελ) ≤ r implies that λ(εr+‖δ∗‖) ≤ r,
and hence, ρ(Φ(w), w∗) ≤ r. Since Φ maps Br(w∗) into itself and Φ is a contraction
on Br(w∗), it follows from the contraction mapping principle that there is a unique
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fixed point w ∈ Br(w∗). Since ρ(Φ(w), w∗) = ρ(w,w∗) for this fixed point, (21)
gives (20).

We apply Theorem 3.1 to the first-order conditions (13)–(16). We show that
when h is sufficiently small, the assumptions of the theorem are satisfied with
constants independent of h. In applying Theorem 3.1, we need to work in spaces
of (discrete) Lipschitz continuous functions. For the space whose elements are
sequences of the form z0, z1, . . . , zN , the i-th element being a vector zi ∈ Rn, we
write z ∈ Lipξ if ‖z′‖L∞ ≤ ξ. Similarly, if z′′ denotes the centered second-order
divided difference sequence defined by

z′′i =
zi+1 − 2zi + zi−1

h2
,

then z ∈ Lip1
ξ if ‖z′′‖L∞ ≤ ξ. For the control problem, the space X of Theorem 3.1

consists of 4-tuples whose components are vector sequences,

w = (x, ψ, u, ν),

where

x, ψ ∈ Lip1
ξ (with the H1 metric), x0 = x0, ψN−1 = 0,(22)

u, ν ∈ Lipξ (with the L2 metric), ν′ ≥ 0.(23)

An appropriate value for ξ is chosen later in Lemma 8.1. Since X depends on the
choice of ξ, we often write Xξ to denote this dependence.

The mappings T and F of Theorem 3.1 are selected in the following way:

T (w)i =


x′i − f(xi, ui)

ψ′i− +∇xH(xi, ui, ψi)− Pi
∇uH(xi, ψi, ui)− νi+1∇g(xi+1)∇uf(xi, ui)

g(xi)

 ,

F(w)i =


0
0
0

NRk
+

(ν′i)

 .

The space Y, associated with the four components of T , is a space of 4-tuples of
finite sequences equipped with the norm of (L2)3 ×H1. The reference point w∗ of
Theorem 3.1 is the sequence with elements

w∗i = (x∗i , u
∗
i , ψ
∗
i , ν
∗
i ),

where x∗i = x∗(ti), u∗i = u∗(ti), ψ∗i = ψ∗(ti), and ν∗i = ν∗(ti). The operator L of
Theorem 3.1 is the derivative of T evaluated at w∗: L = ∇T (w∗). The residual is
defined by δ∗ = −T (w∗) + (0, 0, 0,∆)T where ∆ is defined in the following way:

(∆i)j =
{
gj(x∗i ) if gj(x∗(t)) < 0 for all t ∈ (ti, ti+1),
0 otherwise,

j = 1, 2, · · · , k. Finally, we define π∗ = T (w∗)−L(w∗), and we let a∗, s∗, r∗, and
b∗ denote the four components of π∗, corresponding to the four components of T
and L. The set Π is the set of sequences π = (a, s, r, b) ∈ Y for which

π ∈ Bσ(π∗), a− a∗, r − r∗, s− s∗ ∈ Lipκ, b− b∗ ∈ Lip1
κ,(24)

where σ is a small positive constant, chosen later in Lemmas 7.3 and 7.4, and κ is
a positive constant (not necessarily small) chosen in Lemma 5.1.
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4. Approximation preliminaries

To prove Theorem 2.1, we will match the parameters ξ, κ, and σ in such a way
that the assumptions of Theorem 3.1 hold for h sufficiently small. The estimate of
Theorem 2.1 is a consequence of (20). In verifying the assumptions of Theorem 3.1,
we utilize various approximation properties for piecewise polynomial spaces, and
various embeddings, and we engage in an interplay between discrete sequences and
continuous functions. In this section, we pull together results that are exploited
throughout the analysis.

First, we recall standard properties of piecewise polynomial interpolants (see [4],
[6], or [37]). In particular, given a sufficiently smooth function χ, if χI denotes the
linear function with the property that χI(tj) = χ(tj) for j = i and j = i+ 1, then
the error in linear interpolation satisfies

‖χI − χ‖W l,∞[ti,ti+1] ≤ chk−l‖χ(k)‖L∞[ti,ti+1] for all 0 ≤ l ≤ k ≤ 2.
(25)

When a time interval appears in any norm, the domain is restricted to the given
interval. So if χ is essentially bounded and z is a discrete sequence, then

‖χ‖L∞[r,s] = essential sup
r≤t≤s

|χ(t)| and ‖z‖L∞[r,s] = max
r≤ti≤s

|zi|.

Of course, (25) holds in other norms besides L∞ norms; however, in our analysis,
we will only use this property in the L∞ norm. If χI is the quadratic function
with the property that χI(tj) = χ(tj) for j = i− 1, i, and i + 1, then the error in
quadratic interpolation satisfies

‖χI − χ‖W l,∞[ti−1,ti+1] ≤ chk−l‖χ(k)‖L∞[ti−1,ti+1] for all 0 ≤ l ≤ k ≤ 3.
(26)

Given a sequence x0, x1, . . . , xN , let y denote the associated continuous, piece-
wise linear interpolant that satisfies y(ti) = xi for each i. On any grid interval,
the absolute maximum of y is attained at either end of the interval. Hence, the
continuous and the discrete L∞ norms are equal:

‖y‖L∞ = ‖x‖L∞ .(27)

Since y(·)2 is a convex, nonnegative function on any mesh interval, and since the
trapezoidal rule overestimates the integral of such a function, we have

‖y‖2L2 ≤
N−1∑
i=0

h(x2
i + x2

i+1)/2 ≤ ‖x‖2L2 .(28)

In other words, the discrete L2 norm is an upper bound for the continuous L2 norm
of the associated interpolant. Since ẏ(t) = x′i for all t ∈ [ti, ti+1], it follows that

‖ẏ‖L2 = ‖x′‖L2 and ‖ẏ‖L∞ = ‖x′‖L∞ .(29)

Consequently, by (27), we have

‖y‖W 1,∞ = ‖x‖W 1,∞ ,(30)

while (28) implies that

‖y‖H1 ≤ ‖x‖H1 .(31)
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Letting xI denote the continuous, piecewise linear interpolant of the optimal state
x∗, it follows from (25) and (30) that

‖y − x∗‖W 1,∞ ≤ ‖y − xI‖W 1,∞ + ‖xI − x∗‖W 1,∞ ≤ ‖x− x∗‖W 1,∞ + ch.

(32)

Analogously, if u∗ is the optimal control, u is a discrete sequence, and v is the
continuous, piecewise linear interpolant that satisfies v(ti) = ui for each i, then it
follows from (25) and (27) that

‖v − u∗‖L∞ ≤ ‖u− u∗‖L∞ + ch.(33)

For a sequence x0, x1, . . . , xN , the quadratic interpolant q on [ti−1, ti+1] with
the property that q(tj) = xj for j = i− 1, i, and i+ 1, satisfies

‖q‖L∞[ti−1,ti+1] ≤
5
4
‖x‖L∞[ti−1,ti+1].(34)

The derivative of this quadratic interpolant at the ends of the interval [ti−1, ti+1]
can be expressed

q̇(ti−1) = x′i−1 −
h

2
x′′i and q̇(ti+1) = xi

′ +
h

2
x′′i .

Since q̇ is linear, its maximum value on [ti−1, ti+1] is attained at either t = ti−1 or
t = ti+1, which implies that

‖q̇‖L∞[ti−1,ti+1] ≤ ‖x′‖L∞[ti−1,ti] +
h

2
|x′′i |.

Combining this with (34) gives

‖q‖W 1,∞[ti−1,ti+1] ≤
5
4
‖x‖W 1,∞[ti−1,ti+1] +

h

2
|x′′i |.(35)

For any continuous function z ∈ H1, ‖z‖L∞ ≤
√

2‖z‖H1. Combining this with
(27) and (31) gives

‖x‖2L∞ = ‖y‖2L∞ ≤ 2‖y‖2H1 ≤ 2‖x‖2H1 .

Hence, we have

‖x‖L∞ ≤
√

2‖x‖H1 .(36)

In [19, Lemma 3.1] we proved the following reverse Hölder-type inequality: If
y ∈ W 1,∞ and ‖ẏ‖L∞ ≤ ξ, then

‖y‖L∞ ≤ max{
√

3‖y‖L2, 3
√

3ξ‖y‖2/3L2 }.(37)

If y denotes the continuous, piecewise linear interpolant associated with the se-
quence x0, x1, . . . , xN in Lipξ, then ‖ẏ‖L∞ ≤ ξ, and (37) is applicable. Combining
this with (27) and (28) gives the discrete version of (37):

‖x‖L∞ ≤ max{
√

3‖x‖L2, 3
√

3ξ‖x‖2/3L2 }.(38)

For an N -element sequence u0, u1, . . . , uN−1, we form the associated continuous,
piecewise linear interpolant v on [0, 1 − h] and apply (37) to obtain the following
discrete analogue:

‖u‖L∞ ≤ max{
√

3/(1− h)‖u‖L2, 3
√

3ξ‖u‖2/3L2 }.(39)

The inequalities (38) and (39) allow us to convert L2 neighborhoods in Lipξ into
L∞ neighborhoods. By Smoothness, the optimal control u∗ is Lipschitz continuous
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with Lipschitz constant bounded by ‖u̇∗‖L∞ . By (39) it follows that for any γ > 0,
there exists r > 0 such that

‖u− u∗‖L∞ ≤ γ(40)

for all sequences u ∈ Lipξ with ‖u− u∗‖L2 ≤ r. Similarly, due to (36),

‖x− x∗‖L∞ ≤ γ(41)

for all sequences x with ‖x−x∗‖H1 ≤ γ/
√

2. Applying (38) to (x−x∗)′, we conclude
that for any γ > 0, there exists r > 0 such that

‖(x− x∗)′‖L∞ ≤ γ

for all sequences x ∈ Lip1
ξ with ‖x − x∗‖H1 ≤ r. Combining this with (41), we see

that for any γ > 0, there exists r > 0 such that

‖x− x∗‖W 1,∞ ≤ γ(42)

for all sequences x ∈ Lip1
ξ with ‖x− x∗‖H1 ≤ r.

To convert from divided differences of discrete sequences to derivatives of smooth
functions, we utilize two integral representations. The first is simply the fundamen-
tal theorem of calculus: If ζ ∈ W 1,1 has the property that ζ(tj) = zj for j = i and
j = i+ 1, then

z′i =
1
h

∫ ti+1

ti

ζ̇(s) ds.(43)

Our second formula

zi+1 − 2zi + zi−1 =
∫ h

0

∫ ti+1−s

ti−1+s

ζ̈(t) dtds(44)

relates the second-order divided difference to the second derivative of a function
ζ ∈ W 2,1 that satisfies ζ(tj) = zj for j = i− 1, i and i+ 1.

Let xI denote the quadratic interpolant of x∗ on the interval [ti−1, ti+1], and let
q be a quadratic chosen so that q(tj) = xj for j = i− 1, i, and i + 1. By (26), we
have

‖q − x∗‖W 1,∞ ≤ ‖q − xI‖W 1,∞ + ‖xI − x∗‖W 1,∞ ≤ ‖q − xI‖W 1,∞ + ch‖ẍ∗‖L∞ .

Combining this with (35) and with the representation (44), which connects the
second-order divided difference to the second derivative of an interpolant, we obtain

‖q − x∗‖W 1,∞[ti−1,ti+1] ≤
5
4
‖x− x∗‖W 1,∞[ti−1,ti+1] + ch(|x′′i |+ ‖ẍ∗‖L∞).

(45)

Referring to (42), it follows that for any given γ > 0, there exists r and h̄ such that

‖q − x∗‖W 1,∞ ≤ γ(46)

for all h ≤ h̄ and for all x ∈ Lip1
ξ with ‖x− x∗‖H1 ≤ r.
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5. Analysis of residual and deviation from linearity

In this section, we begin to show that Theorem 3.1 is applicable to the Euler
discretization, with the identifications given in Section 3, by verifying assumptions
(P1), (P2), and (P4). Our first step is to show that when κ is sufficiently large,
(P1) is satisfied for h sufficiently small.

Lemma 5.1. If Smoothness holds, then we have T (w∗) + δ∗ ∈ F(w∗) and there
exists constants c and κ, independent of h, such that

‖δ∗‖Y ≤ ch and δ∗ ∈ (Lipκ)3 × Lip1
κ.(47)

Proof. The inclusion T (w∗) + δ∗ ∈ F(w∗) is trivial for the first three components.
The only case where the last component does not vanish is the case that gj(x∗(t)) <
0 for all t ∈ [ti, ti+1]. However, by the complementary slackness condition (6), ν∗j (t)
is constant on [ti, ti+1] in this case, so the inclusion T (w∗) + δ∗ ∈ F(w∗) is valid
for the fourth component too.

Now consider the estimate for the norm of the residual. Since δ∗ ∈ Y = (L2)3 ×
H1, the norm in (47) is interpreted relative to L2 for the first three components and
H1 for the last component. Since f(x∗i , u

∗
i ) = ẋ∗i and x∗ ∈ W 2,∞ by Smoothness,

the first component of δ∗ satisfies

|(x∗i )′ − f(x∗i , u
∗
i )| = |(x∗i )′ − ẋ∗i | ≤ ch, i = 0, 1, . . . , N − 1,(48)

by (25). Since the L2 norm is bounded by the L∞ norm, (48) implies that the L2

norm of the first component of δ∗ satisfies the first inequality in (47). The forward
difference of the first component is (x∗i )

′′ − (ẋ∗i )
′. By (43) and (44), both |(x∗i )′′|

and |(ẋ∗i )′| are bounded by ‖x∗‖W 2,∞ . Hence, the first component of δ∗ satisfies
(47) when κ is sufficiently large.

After utilizing (3), the second component of δ∗ is expressed

(ψ∗i−)′ − ψ̇∗i + ∇x(ν∗i∇g(x)f(x, u∗i ))|x=x∗i
− νi+1∇g(x∗i )

′ − νi+1Ki+1Ai,

where Ai = A(ti) and Ki = K(ti). It can be verified that
ν∗(t)∇ġ(x∗(t)) + ν∗(t)∇g(x∗(t))∇xf(x∗(t), u∗(t))

= ∇x[ν∗(t)∇g(x∗(t))f(x∗(t), u∗(t))],

where ∇ġ(x∗i ) stands for the time derivative of ∇g(x∗(t)) evaluated at t = ti. With
this substitution, the second component of δ∗ can be expressed

[
(ψ∗i−)′ − ψ̇∗i

]
+
[
ν∗i∇ġ(x∗i )− ν∗i+1∇g(x∗i )

′]+
[
(ν∗iKi − ν∗i+1Ki+1)Ai

]
.

(49)

Due to the assumed smoothness, each of the terms in brackets is bounded by ch.
Hence, the second component of δ∗ satisfies the first inequality in (47). Moreover,
when the difference operator ′ is applied to (49), the resulting expression is bounded
in terms of ‖ψ∗‖W 2,∞ , ‖x∗‖W 2,∞ , and ‖ν∗‖W 1,∞ , so the second component of δ∗

satisfies (47) for κ sufficiently large.
The treatment of the third component of δ∗ is similar to that of the first and

second components. The last component δ∗ is only nonzero when there exists
s ∈ (ti, ti+1) such that gj(x∗(s)) = 0. Since x∗ ∈ W 2,∞ by Smoothness, the
inequality gj(x∗(t)) ≤ 0 for all t ∈ [0, 1] implies that d

dtgj(x
∗(s)) = 0. From a

Taylor expansion around s, we conclude that

|gj(x∗(t))| ≤ c|s− t|2 ≤ ch2
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for all t ∈ (ti, ti+1). Hence, the L∞ norm of the last component of δ∗ is bounded by
ch2. It follows that the H1 norm is bounded by ch, the first-order divided difference
of the last component is bounded by ch, and the second-order divided difference of
the last component is bounded by c. This completes the proof of (47).

Next, we establish condition (P2) of Theorem 3.1.

Lemma 5.2. If Smoothness holds, then for each ξ and ε > 0, there exist h̄ and
r > 0 such that if πi = (T − L)(wi), i = 1, 2, then

‖π1 − π2‖Y ≤ ε‖w1 − w2‖X(50)

for all w1, w2 ∈ Br(w∗) and h ≤ h̄.

(Recall that Br(w∗) is a ball in the space Xξ.)

Proof. Suppose that ξ and ε > 0 are given, and let w1 = (x1, ψ1, u1, ν1) and
w2 = (x2, ψ2, u2, ν2). By Smoothness, for any given η > 0, there exists r such that

|∇xf(xi, ui)−Ai|+ |∇uf(xi, ui)−Bi| < η(51)

whenever |xi − x∗i |+ |ui − u∗i | ≤ r, where Ai = A(ti) and Bi = B(ti), i = 0, 1, . . . ,
N − 1. By Smoothness we have, for all z1

i , z2
i ∈ Ω,

f(z1
i )− f(z2

i ) =
∫ 1

0

∇f(z1
i + t(z2

i − z1
i ))dt(z1

i − z2
i ),

where z1
i and z2

i are identified with the pairs (x1
i , u

1
i ) and (x2

i , u
2
i ), respectively.

Combining this with (51), we have

|f(z1
i )− f(z2

i )−Ai(x1
i − x2

i )−Bi(u1
i − u2

i )| ≤ η|z1
i − z2

i |

whenever |xi − x∗i | + |ui − u∗i | ≤ r. It follows that the first component of π1 − π2

has the estimate

‖f(x1, u1)− f(x2, u2)−A(x1 − x2)−B(u1 − u2)‖L2

≤ η(‖x1 − x2‖H1 + ‖u1 − u2‖L2)
(52)

whenever ‖x− x∗‖L∞ + ‖u−u∗‖L∞ ≤ r, where f(x, u), Ax, and Bu denote the se-
quences whose i-th elements are f(xi, ui), Aixi, and Biui, respectively. Combining
this with (40) and (42), we conclude that for r sufficiently small, (52) holds for all
u ∈ Lipξ and x ∈ Lip1

ξ with ‖x− x∗‖H1 + ‖u− u∗‖L2 ≤ r.
Now consider the fourth component of π1−π2, which can be expressed as g(x1)−

g(x2)−K(x1−x2). The same approach used in the analysis of the first component
of π1 − π2 implies that for any given η, there exists r such that

‖g(x1)− g(x2)−K(x1 − x2)‖L2 ≤ η‖x1 − x2‖H1

for all x ∈ Lip1
ξ with ‖x− x∗‖H1 ≤ r. Since the fourth component of Y is equipped

with the H1 norm, we also need to consider (g(x1)−g(x2)−K(x1−x2))′. Utilizing
(43) gives

(g(x1
i )− g(x2

i )−Ki(x1
i − x2

i ))
′

=
∫ ti+1

ti

d

dt

(
g(y1(t))− g(y2(t)) −K(t)(y1(t)− y2(t))

)
dt,
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where y1 and y2 are continuous, piecewise linear interpolants associated with x1

and x2, respectively. Defining

K̄(t) =
∫ 1

0

∇g((1 − s)y1(t) + sy2(t))ds,

a Taylor expansion yields

(g(x1
i )− g(x2

i )−Ki(x1
i − x2

i ))
′ =

1
h

∫ ti+1

ti

d

dt

(
(K̄(t)−K(t))(y1(t)− y2(t))

)
ds.

Utilizing (32) and the bound ‖y1 − y2‖H1 ≤ ‖x1 − x2‖H1 given in (31), we obtain

‖(g(x1)− g(x2)−K(x1 − x2))′‖L2

≤ c‖K̄ −K‖W 1,∞‖y1 − y2‖H1

≤ c(‖y1 − x∗‖W 1,∞ + ‖y2 − x∗‖W 1,∞)‖y1 − y2‖H1

≤ c(h+ ‖x1 − x∗‖W 1,∞ + ‖x2 − x∗‖W 1,∞)‖x1 − x2‖H1 .

Again by (40) and (42), there exists h̄ and r > 0 such that

‖g(x1)− g(x2)−K(x1 − x2)‖H1 ≤ η‖x1 − x2‖H1

for all x1 and x2 ∈ Lip1
ξ with ‖x1 − x∗‖H1 + ‖x2 − x∗‖H1 ≤ r and for all h ≤ h̄.

Since η was arbitrary in this analysis, it follows that for η sufficiently small, (50)
holds for the first and last components of π1 − π2. The analysis of the second
and third components of T − L is similar to the analysis of the first and last
components. That is, discrete sequences are converted to continuous functions
using piecewise polynomial interpolation, Taylor expansions are performed, and the
resulting expressions are analyzed using the finite element estimates of Section 4.1

We now verify condition (P4) of Theorem 3.1. That is, we will show that for
r sufficiently small, (T − L)Br(w∗) ⊂ Π, where Π is the set of sequences π =
(a, s, r, b) satisfying (24) for some given σ and κ. By Lemma 5.2 with w2 = w∗ and
π1 = (T − L)(w), we have

‖(T − L)(w) − π∗‖Y ≤ ε‖w − w∗‖X
for all w ∈ Br(w∗), where π∗ = (T − L)(w∗). It follows that (T − L)Br(w∗) ⊂
Bσ(π∗) for r sufficiently small. To finish the verification of (P4), we must show
that

(T − L)Br(w∗)− π∗ ⊂ (Lipκ)3 × Lip1
κ.(53)

Lemma 5.3. If Smoothness holds, then for each choice of ξ, κ, σ > 0, there exist
h̄ and r > 0 such that (53) holds, uniformly in h ≤ h̄.

Proof. Given w = (x, ψ, u, ν) ∈ Br(w∗), the first component of π∗ − (T − L)(w) is

f(xi, ui)− f(x∗i , u
∗
i )−Ai(xi − x∗i )−Bi(ui − u∗i ), 0 ≤ i ≤ N − 1.

1 For this lemma as well as Lemma 5.3 and Lemma 7.1, where part of the proof is omitted,
we provide an appendix on our web site (http://www.math.ufl.edu/̃ hager) that fills in additional
details.
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Proceeding as in Lemma 5.2, introducing continuous, piecewise linear interpolants
y and v of the sequences x and u, respectively, and applying (43) gives

(f(xi, ui)− f(x∗i , u
∗
i )−Ai(xi − x∗i )−B(ui − u∗i ))′

=
1
h

∫ ti+1

ti

d

dt
(f(y, v)− f(x∗, u∗)−A(y − x∗)−B(v − u∗))dt

=
1
h

∫ ti+1

ti

((∇xf(y, v)−A)ẏ + (∇uf(y, v)−B)v̇−Ȧ(y−x∗)−Ḃ(v−u∗))dt.

Given any η > 0, it follows from Smoothness, (32), (33), (40), and (41) that for h̄
and r > 0 sufficiently small, we have

‖∇xf(y, v)−A‖L∞ + ‖∇uf(y, v)−B‖L∞ ≤ η,
for all h ≤ h̄, u ∈ Lipξ and x ∈ Lip1

ξ with ‖u− u∗‖L2 and ‖x− x∗‖H1 ≤ r. Hence,
for any given η > 0, there exists h̄ and r > 0 such that

sup
i
|(f(xi, ui)− f(x∗i , u

∗
i )−Ai(xi − x∗i )−B(ui − u∗i ))′| ≤ η

for all h ≤ h̄ and u ∈ Lipξ and x ∈ Lip1
ξ with ‖u− u∗‖L2 + ‖x− x∗‖H1 ≤ r.

Now consider the last component of (T − L)(w) − π∗. In this case, we need
to analyze a second-order divided difference. We do this by applying (44) with
the following identification: If q(t) denotes the quadratic on [ti−1, ti+1] for which
q(tj) = xj for j = i− 1, i, and i+ 1, then we set

ζ(t) = g(q(t))− g(x∗(t))−K(t)(q(t)− x∗(t))
to obtain

(g(xi)− g(x∗i )−Ki(xi − x∗i ))′′

=
1
h2

∫ h

0

∫ ti+1−s

ti−1+s

d2

dt2

(
g(q(t))− g(x∗(t)) −K(t)(q(t)− x∗(t))

)
dtds.

Expanding further,

g(q(t))− g(x∗(t)) = K̄(t)(q(t) − x∗(t)), K̄(t) =
∫ 1

0

∇g((1− τ)q(t) + τx∗(t)) dτ,

and we have

(g(xi)− g(x∗i )−Ki(xi − x∗i ))′′

=
1
h2

∫ h

0

∫ ti+1−s

ti−1+s

d2

dt2
(
(K̄(t)−K(t))(q(t) − x∗(t))

)
dt ds.(54)

Notice that
|q̈(t)− ẍ∗(t)| = |xi′′ − ẍ∗(t)| ≤ ξ + ‖x∗‖W 2,∞

for all t ∈ [ti−1, ti+1] and x ∈ Lip1
ξ. In a similar manner, | ¨̄K(t)− K̈(t)| ≤ c, where

c depends on ξ, ‖x∗‖W 2,∞ , and the first three derivatives of g on Ω. Since

‖K̄ −K‖W 1,∞[ti−1,ti+1] ≤ c‖q − x∗‖W 1,∞[ti−1,ti+1],

we conclude, using (45) and (54), that

|(g(xi)− g(x∗i )−Ki(xi − x∗i ))′′| ≤ c‖q − x∗‖W 1,∞[ti−1,ti+1]

≤ c‖x− x∗‖W 1,∞[ti−1,ti+1] + ch.
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Consequently, for any η > 0, there exists h̄ and r such that

|(g(xi)− g(x∗i )−Ki(xi − x∗i ))′′| ≤ η
for all x ∈ Lip1

ξ with ‖x − x∗‖H1 ≤ r and for all h ≤ h̄. Since η was arbitrary in
this analysis, it follows that for η sufficiently small, (53) holds for the first and last
components. The analysis of the second and third components of T −L is similar to
the analysis of the first and the last components (see the web site cited earlier).

6. A linear-quadratic problem

At this point, we have shown that for suitably chosen constants, (P1), (P2), and
(P4) hold for the control problem. Next, we will verify that the map (F − L)−1

is single-valued and Lipschitz continuous when restricted to Π. Our approach is
roughly the following. We first relate the elements of (F − L)−1π to the solution
of a linear-quadratic control problem in which the parameter π appears in the
constraints and in the cost function. We show that the linear-quadratic problem has
a unique solution depending Lipschitz continuously on the parameter. From this its
follows that (F −L)−1 is single-valued and Lipschitz continuous. In the final phase
of the analysis, we prove that derivatives of the solution to the linear-quadratic
problem can be bounded in terms of derivatives of the parameters. From this
discrete regularity result, we deduce that (F −L)−1π lies in Xξ, for an appropriate
choice of ξ, when π ∈ Π. In carrying out this plan, we need to deal with the several
technical issues. First, we need to show that the coercivity assumption posed for
the continuous control problem implies that the (discrete) linear-quadratic problem
satisfies an analogous coercivity condition. Second, we need to observe that the
feasible set for the linear-quadratic problem is stable under perturbation.

To begin the analysis, we write down the linearized problem. Since T (w)i in-
volves both xi and xi+1 for each i, L(w)i involves both xi and xi+1 for each i. For
any π = (a, s, r, b), when w = (x, ψ, u, ν) is an element of (F − L)−1π, we have
xi+1 = xi + h(Aixi + Biui − ai). After using this relation to substitute for xi+1,
we find that w = (x, ψ, u, ν) is an element of (F − L)−1π if and only if

x′i = Aixi +Biui − ai, x0 = x0,(55)

ψ′i− = −ψiAi − xT
i Qi − (Miui)T + νi+1K̂i − s̄i, ψN−1 = 0,(56)

uT
i Ri + xT

iMi + ψiBi − νi+1Ki+1Bi + r̄i = 0,(57)
Kixi + bi ∈ NRk

+
(ν′i), ν′i ≥ 0,(58)

where K̂i = K ′i +Ki+1Ai and

Qi = Q̂i −
1
h

(I + hAT
i )(Gi+1ν

∗
i+1)(I + hAi) +

1
h
Giν

∗
i+1,

Mi = M̂i − (I + hAT
i )(Gi+1ν

∗
i+1)Bi,

Ri = R̂i − hBT
i (Gi+1ν

∗
i+1)Bi,

s̄i = si + aT
i (Gi+1ν

∗
i+1)(I + hAi), r̄i = ri + haT

i (Gi+1ν
∗
i+1)Bi.

The matrices Q̂i, M̂i, and R̂i are defined by

[
Q̂i M̂i

M̂T
i R̂i

]
= ∇2

(x,u)

(
H(x, u, ψ∗i )− ν∗i+1Ki+1f(x, u)

)∣∣∣∣
(x,u)=(x∗i ,u

∗
i )

,

(59)
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and Gi is the Hessian ∇2g(x) evaluated at x = x∗(ti). Above, products of the form
Giν

∗
i+1 are defined in the following way. If Gij is ∇2gj(x) evaluated at x = x∗(ti)

and ν ∈ Rk, then

Giν =
k∑
j=1

Gijνj .

The system (55)–(58) constitutes the first-order necessary optimality conditions
for the following discrete-time linear-quadratic problem:

minimize B(x, u) + 〈s̄, x〉+ 〈r̄, u〉(60)
subject to L(x, u) + a = 0, x0 = x0, Kx+ b ≤ 0,

where
L(x, u)i = x′i −Aixi −Biui,

〈·, ·〉 is the discrete L2 inner product:

〈x, y〉 = h
∑
i

xT
i yi,

and the discrete quadratic cost function is given by

B(x, u) =
h

2

N−1∑
i=0

xT
i Qixi + uT

i Riui + 2xT
iMiui.(61)

In order to establish existence and uniqueness results for the solution of (60), we
analyze the coercivity of the cost function in this section, and the stability of the
feasible set and solution in the next section.

Proposition 6.1. If Smoothness and Coercivity hold, then for any given ᾱ < α,
there exists h̄ > 0 such that for all h ≤ h̄, we have

B(x, u) ≥ ᾱ‖u‖2L2 for all (x, u) ∈M,(62)

where
M = {(x, u) : L(x, u) = 0, x0 = 0}.

Proof. In [18, Lemma 11], we establish this result in the case that Ri = R∗(ti),
Qi = Q∗(ti), and Mi = M∗(ti). Consequently, if there exists h̄ > 0 such that

|Qi −Q∗(ti)|+ |Mi −M∗(ti)|+ |Ri −R∗(ti)| ≤ ch,(63)

for all i and h ≤ h̄, then the proposition follows immediately (after taking into
account the fact that ‖x‖H1 ≤ c‖u‖L2 for all (x, u) ∈ M). The relation (63), for h
sufficiently small, will be established for the Q matrix, while the analysis of R and
M is similar.

When we compute the difference Qi−Q∗(ti), some terms cancel leaving us with
the following expression:

Qi −Q∗(ti) = ∇xx
(
ν∗i∇g(x)f(x, u∗i )− ν∗i+1Ki+1f(x, u∗i )

)
x=x∗i

−G′iν∗i+1 −AT
i (Gi+1ν

∗
i+1)− (Gi+1ν

∗
i+1)Ai +O(h).

(64)

The very first term ∇xx[ν∗i (∇g)f ] in (64) comes from Q∗, while the subsequent
terms come fromQi. Obviously, the O(h) term in (64) can be made arbitrarily small
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by taking h sufficiently small. Utilizing index notation, where repeated indices are
summed over, the (p, q)-element of ∇xx[ν(∇g)f ] is

∂2

∂xp∂xq

(
∂gl
∂xj

fjνl

)
= νl

∂gl
∂xj

∂2fj
∂xp∂xq

+ νlfj
∂3gl

∂xp∂xq∂xj
+ νl

∂2gl
∂xj∂xq

∂fj
∂xp

+ νl
∂2gl

∂xj∂xp

∂fj
∂xq

.

(65)

By Smoothness, when each of these terms is evaluated at (x, u, ν) = (x∗i , u
∗
i , ν
∗
i ), it

cancels to within O(h) the corresponding subsequent term in (64). For example,
with the first term, we have(
νl
∂gl
∂xj

∂2fj
∂xp∂xq

)
(x,u,ν)=(x∗i ,u

∗
i ,ν
∗
i )

= (ν∗i )l
∂gl(x∗i )
∂xj

∂2fj(x∗i , u
∗
i )

∂xp∂xq

= (ν∗i+1)l
∂gl(x∗i+1)
∂xj

∂2fj(x∗i , u
∗
i )

∂xp∂xq
+O(h)

= (ν∗i+1Ki+1)j
∂2fj(x∗i , u

∗
i )

∂xp∂xq
+O(h)

=
∂2

∂xp∂xq

(
ν∗i+1Ki+1f(x, u∗i )

)∣∣
x=x∗i

+O(h),

which cancels to within O(h) the second term on the right of (64). This completes
the proof.

Henceforth, we assume that h is chosen small enough that the discrete coercivity
condition (62) holds for some ᾱ > 0. Combining Proposition 6.1 with [18, Lemma 4],
we have Lipschitz continuity of the state and control with respect to the parameters
r and s:

Corollary 6.2. If Smoothness and Coercivity hold, then for h sufficiently small,
the linear-quadratic problem (60) has a unique solution for each choice of a and b
where it is feasible, and if (xj , uj) is the solution associated with the parameters a,
b, rj , and sj, j = 1, 2, we have

‖x1 − x2‖H1 + ‖u1 − u2‖L2 ≤ c(‖r1 − r2‖L2 + ‖s1 − s2‖L2),(66)

where c is independent of a and b. Conversely, any solution of the first-order
conditions (55)–(58) is a solution of the linear-quadratic problem (60).

Proof. By [18, Lemma 4],

ᾱ‖u1 − u2‖L2 ≤ ‖r̄1 − r̄2‖L2 + ‖s̄1 − s̄2‖L2 = ‖r1 − r2‖L2 + ‖s1 − s2‖L2 .

Since (x1− x2)0 = 0, it follows that ‖x1− x2‖H1 ≤ c‖u1− u2‖L2, which establishes
(66). Since the first-order conditions are sufficient for optimality when the cost
function is convex, any solution of the the first-order conditions (55)–(58) is a
solution of the linear-quadratic problem (60). This completes the proof.

7. Lipschitz continuity in H1 × L2

We will analyze the effect of perturbations in a and b by making a change of vari-
ables that moves a and b from the constraints to the cost function. This translation
is based on the following result, which is a discrete-time version of [19, Lemma 3.6].

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



EULER APPROXIMATION IN STATE CONSTRAINED OPTIMAL CONTROL 191

Lemma 7.1. Let I map [0, 1] to the subsets of {1, 2, . . . , k} and suppose that I−1(i)
is closed for each integer i ∈ [1, k]. If Smoothness and Independence at I hold, then
for h sufficiently small and for every choice of a and b, there exists x and u such
that L(x, u) + a = 0, x0 = x0, and

(Kixi + bi)j = 0 for each j ∈ I(ti),(67)

i = 1, 2, . . . , N . This (x, u) pair is an affine function of (a, b), and

‖x1 − x2‖H1 + ‖u1 − u2‖L2 ≤ c(‖a1 − a2‖L2 + ‖b1 − b2‖H1)(68)

where (xj , uj) is the pair associated with (aj , bj) for j = 1, 2.

Proof. In [19, Lemma 3.6] we prove the continuous version of this result where the
parameters a and b lie in the continuous spaces L2 and H1 and the solutions x and
u lie in the continuous spaces H1 and L2. The same proof works for the discrete
result Lemma 7.1, but with obvious changes. For example, the variable t ∈ [0, 1]
in [19, Lemma 3.6] is replaced by the discrete variable ti, while derivatives that
appear in [19, Lemma 3.6] are replaced by divided differences. For completeness,
the proof details are given in the appendix at the web site cited earlier.

Lemma 7.2. If Smoothness and Independence at A hold, then there exists η > 0
with the following property: For any ε > 0 there exists h̄ > 0 and (x̄, ū) ∈ Bε(x∗, u∗)
such that

L(x̄, ū) + a∗ = 0, x̄0 = x0, Kx̄+ b∗ ≤ −η1(69)

for all h ≤ h̄, where 1 denotes the vector of appropriate dimension whose entries
are all one.

Proof. In [18, Lemma 3] we show that there exist τ > 0, v ∈ L∞, and y ∈ W 1,∞

(here the spaces are the continuous spaces, not the discrete versions) such that

ẏ −Ay −Bv = 0, y(0) = 0, and Ky + g(x∗) ≤ −τ1.

Since the infinitely differentiable functions are dense in L2, there is no loss of
generality in assuming that v is continuously differentiable. Let ȳ and v̄ denote the
sequences defined by ȳi = y(ti) and v̄i = v(ti). Since v is continuously differentiable,
a Taylor expansion yields

L(ȳ, v̄)i = O(h).(70)

Finally, we set ū = u∗ + γv̄, and we let x̄ be the solution to

L(x̄, ū) + a∗ = 0, x̄0 = x0.(71)

We will show that for γ and h small enough, (x̄, ū) lies in Bε(x∗, u∗).
The leading component of the residual, denoted δ∗1, was chosen so that

L(x∗, u∗) + a∗ + δ∗1 = 0, x∗0 = x0.

Subtracting this and γ times (70) from (71), and utilizing the relation ‖δ∗1‖L2 =
O(h) from Lemma 5.1, we have

‖x̄− x∗ − γȳ‖L∞ ≤ ‖x̄− x∗ − γȳ‖H1 = O(h)(1 + γ).
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Since ‖x̄−x∗‖H1 ≤ O(h)(1 +γ) +γ‖ȳ‖H1 and ‖ū−u∗‖L2 ≤ γ‖v̄‖L2 , it follows that
(x̄, ū) lies in Bε(x∗, u∗) when γ and h are small enough. Since b∗ = g(x∗) −Kx∗,
we have

Kx̄+ b∗ = K(x∗ + γȳ) + b∗ +O(h)(1 + γ)

= γKȳ + g(x∗) +O(h)(1 + γ)

= γKȳ + γg(x∗) + (1− γ)g(x∗) +O(h)(1 + γ)

≤ −γτ1 +O(h)(1 + γ),

(72)

assuming γ ≤ 1. Now decrease h further if necessary so that the O(h)(1 + γ) term
in (72) is smaller than γτ/2. Taking η = γτ/2, the proof is complete.

Utilizing Lemma 7.1, we partially establish (P3) by showing that for a neigh-
borhood of π∗, the function (F − L)−1 is single-valued and Lipschitz continuous
relative to the norms of X and Y. In Corollary 6.2, we have already established this
result for the state and the control and perturbations in r and s. Now we consider
perturbations in a and b, and we analyze the stability of multipliers as well. Our
first result focuses on solution stability.

Lemma 7.3. If Smoothness, Independence at A, and Coercivity hold, then there
exist constants h̄ and σ > 0 with the property that whenever

‖π − π∗‖Y ≤ σ and h ≤ h̄,(73)

the linear-quadratic problem (60) has a unique solution. If for j = 1, 2, (xj , uj)
is the solution corresponding to the parameter π = πj that satisfies (73), then we
have

‖x1 − x2‖H1 + ‖u1 − u2‖L2 ≤ c‖π1 − π2‖Y .(74)

Proof. Let Aε be the index set for the ε-active constraints

Aε(t) = {i : gi(x∗(t)) ≥ −ε}.

In [19, p. 711] we show that there exists ε > 0 such that Independence at Aε holds.
Let us consider the following linear-quadratic problem:

minimize B(x, u) + 〈s̄, x〉+ 〈r̄, u〉(75)
subject to L(x, u) + a = 0, x0 = x0, (Kx+ b)Aε ≤ 0,

where (yAε)i = (yi)Aε(ti). This quadratic program is gotten by imposing only those
constraints, at each time ti, that are associated with the index set Aε(ti).

We now make some important observations. First, for π = δ∗ + π∗, where
δ∗ is the residual, the optimal solution to (60) is simply (x, u) = (x∗, u∗). This
can be confirmed by checking that for this choice of the parameter π, (x, u) =
(x∗, u∗) satisfies the first-order necessary conditions for (60), which are sufficient
for optimality when the discrete coercivity condition (62) holds. Second, there
exists a γ > 0 with the property that if (x, u) is feasible in (75) and

‖x− x∗‖L∞ < γ, ‖b− b∗‖L∞ < γ,(76)

then (x, u) is feasible in (60). In particular, if

γ(‖K‖L∞ + 1) < ε,
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then the constraints corresponding to j in the complement of Aε(ti) are satisfied
automatically since

(Kixi + bi)j = (Kix
∗
i + b∗i )j + (Ki(xi − x∗i ))j + (bi − b∗i )j

≤ (Kix
∗
i + b∗i )j + γ(|Ki|+ 1)

= gj(x∗i ) + γ(|Ki|+ 1) < −ε+ γ(|Ki|+ 1) < 0,

for all j ∈ Aε(ti)c. Therefore, if (x̂, û) is a local minimizer for (75) and x = x̂ and
b satisfy (76), then (x̂, û) is a local minimizer for (60). Finally, for π = δ∗ + π∗,
(x∗, u∗) is the solution of (75) (as well of (60)). That is, if (x, u) is feasible in (75)
and (76) holds, then (x, u) is feasible in (60). Since (x∗, u∗) is the unique minimizer
of (60), it follows that (x∗, u∗) is a local minimizer in (75). Since a local minimizer
is a global minimizer for a convex program, we conclude that (x∗, u∗) is the unique
minimizer of (75) when π = δ∗ + π∗.

Since Independence at Aε holds, it follows from Lemma 7.1 that for any given a
and b, there exist associated x(a, b) and u(a, b), which are affine functions of a and
b, such that x = x(a, b) and u = u(a, b) satisfy L(x, u) + a = 0, x0 = x0, and

(Kixi + bi)j = 0 for each j ∈ Aε(ti).

Substituting x = y+x(a, b) and u = v+u(a, b), we transform (75) to an equivalent
problem of the form

minimize B(y, v) + 〈s̃, y〉+ 〈r̃, v〉(77)
subject to L(y, v) = 0, x0 = 0, (Ky)Aε ≤ 0,

where

s̃i = s̄i + (Qixi(a, b) +Miui(a, b))T

= si + aT
i (Gi+1ν

∗
i+1)(I + hAi) + (Qixi(a, b) +Miui(a, b))T,

(78)

r̃i = r̄i + (Riui(a, b) +Mixi(a, b))T

= ri + haT
i (Gi+1ν

∗
i+1)Bi + (Riui(a, b) +Mixi(a, b))T.

(79)

Observe that y = 0 and v = 0 are feasible in this quadratic program. Hence, by
Coercivity there exists a unique minimizer for each choice of s̃ and r̃. As in Corol-
lary 6.2, it follows from Coercivity and [18, Lemma 4] that the solution change
(δy, δv) associated with the parameter change (δr̃, δs̃) satisfies the following esti-
mate:

‖δy‖H1 + ‖δv‖L2 ≤ c(‖δr̃‖L2 + ‖δs̃‖L2).

Taking into account (78) and (79) and the bound (68) of Lemma 7.1 gives

‖δy‖H1 + ‖δv‖L2 ≤ c‖δπ‖Y .

Since the solution pairs (ŷ, v̂) for (77) and (x̂, û) for (75) satisfy x̂ = ŷ+x(a, b) and
û = v̂+ u(a, b), we conclude that the solution change (δx, δu) corresponding to the
parameter change δπ in (75) satisfies an estimate of the same form:

‖δx‖H1 + ‖δu‖L2 ≤ c‖δπ‖Y .(80)

We now show that this result on solution stability for (75) yields solution stability
for (60) as well. Let us consider the parameters π = π∗ + δ∗ in (75), for which the
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solution is (x∗, u∗), and π = π1, for which the associated solution is denoted (x1, u1).
By (80) we have

‖x1 − x∗‖H1 + ‖u1 − u∗‖L2 ≤ c(‖π1 − π∗‖Y + ‖δ∗‖Y).

We observed earlier that any solution to (75) for which (76) holds is a solution
of (60). By Lemma 5.1, ‖δ∗‖Y tends to zero as h tends to zero. Hence, for h
sufficiently small and π1 sufficiently close to π∗, the associated solution (x1, u1) to
(75) satisfies (76); as a result, (x1, u1) is also the solution to (60). This completes
the proof.

Next, we consider the stability of the multipliers. We will show that the change
(δψ, δν) in the multipliers corresponding to a change δπ in the parameters satisfies
an estimate of the form

‖δψ‖H1 + ‖δν‖L2 ≤ c(‖δx‖L2 + ‖δu‖L2 + ‖δπ‖Y),(81)

where (δx, δu) is the solution change. Applying Lemma 7.3, we obtain the following
result:

Lemma 7.4. If Smoothness, Independence at A, and Coercivity hold, then there
exist constants h̄ and σ > 0 with the property that whenever π and h satisfy (73),
the linear-quadratic problem (60) has a unique solution and unique associated La-
grange multipliers. If for j = 1, 2, (ψj , νj) are the multipliers corresponding to the
parameter π = πj that satisfies (73), then we have

‖ψ1 − ψ2‖H1 + ‖ν1 − ν2‖L2 ≤ c‖π1 − π2‖Y .(82)

Proof. In [19, p. 711] we show not only that there exists ε > 0 such that Indepen-
dence at Aε holds, but also that for some β̄ > 0, there exists subsets J1, J2, . . . , Jl
of
{

1, 2, . . . , k
}
, corresponding points 0 = τ1 < τ2 < · · · < τl+1 = 1, and a constant

0 < η < minq(τq+1 − τq) such that whenever t ∈ [τq − η, τq+1 + η] ∩ [0, 1] for some
1 ≤ q ≤ l, we have Aε(t) ⊂ Jq and

|
∑
j∈Jq

vj(K(t)B(t))j | ≥ β̄|vJq |

for every choice of v. Since Ki = Ki+1 + O(h), let us choose h̄ < η small enough
that

|
∑
j∈Jq

vj(Ki+1Bi)j | ≥ .5β̄|vJq |(83)

for each ti ∈ [τq−η, τq+1 +η]∩ [0, 1] and h ≤ h̄, and for every choice of v. Choose σ
and h̄ smaller if necessary so that when π and h satisfy (73), the associated solution
(x, u) of (60) has the property that

(Kixi + bi)Jcq < 0 for all ti ∈ [τq − η, τq+1 + η] ∩ [0, 1].(84)

By the complementary slackness condition, we know that the multipliers associated
with inactive constraints must vanish. It follows that

(µi)Jcq = 0 for all ti ∈ [τq − η, τq+1 + η] ∩ [0, 1],

while (νi)Jcq is constant for these i. From (57), we have

δuT
i Ri + δxT

iMi + δψiBi − δνi+1Ki+1Bi + δr̄i = 0.(85)
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In [22, Lemma 2] we showed that the smallest eigenvalue of R∗(t) is bounded from
below by the positive constant α appearing in Coercivity. Since Ri−R∗(ti) = O(h)
(see the proof of Proposition 6.1), the smallest eigenvalue of Ri is bounded from
below by say ᾱ < α for h sufficiently small, and |R−1

i | ≤ 1/ᾱ. Focusing on i for
which ti ∈ [τq − η, τq+1 + η], (85) implies that

(δνi+1)Jq(Ki+1Bi)JqR
−1
i (Ki+1Bi)T

Jq

= (δuT
i Ri + δxT

iMi + δψiBi − (δνi+1)Jcq (BiKi+1)Jcq + δr̄i)R−1
i (Ki+1Bi)T

Jq .

(86)

The coefficient matrix for (δνi+1)Jq is invertible by (83). From the adjoint equation
(56), we obtain the relation

δψ′i− = −δψiAi − δxT
i Qi − (Miδui)T + δνi+1K̂i − δs̄i = 0, δψN−1 = 0.

(87)

When this is combined with (86) and when the bound of Lemma 7.3 for (δx, δu) is
utilized, we conclude that

‖δψ‖H1([τq−η,τq+1]) + ‖δν‖L2([τq−η,τq+1])

≤ c(|δψ(tp)|+ ‖δπ‖Y + ‖(δν)Jcq ‖L2([τq−η,τq+1])),
(88)

where p is the largest integer i such that ti ∈ [τq, τq+1]. Since δψN−1 = 0 and
νN = 0, it follows that for q = l, we have p = N − 1, δψ(tp) = 0, and (δνi)Jcq = 0
when τl − η ≤ ti ≤ 1. In this case, (88) gives us the estimate

‖δψ‖H1([τl−η,1]) + ‖δν‖L2([τl−η,1]) ≤ c‖δπ‖Y .

Proceeding by induction (on q), suppose that

‖δψ‖H1([τq+1−η,1]) + ‖δν‖L2([τq+1−η,1]) ≤ c‖δπ‖Y .(89)

We just established this in the case q = l − 1. Since the L∞ norm is bounded by
the H1 norm, we have

|δψ(tp)| ≤ ‖δψ‖H1([τq+1−η,1]) ≤ c‖δπ‖Y ,

where p is the largest integer i such that ti ∈ [τq, τq+1]. Also, by (89) we have the
estimate

‖(δν)Jcq ‖L2([τq+1−η,τq+1]) ≤ c‖δπ‖Y .(90)

Since (δνi)Jcq is constant for ti ∈ [τq − η, τq+1], the L2 norm of (δνi)Jcq over the
interval [τq − η, τq+1] is a multiple of the L2 norm over the interval [τq+1 − η, τq+1].
Hence, (90) implies that

‖(δν)Jcq ‖L2([τq−η,τq+1]) ≤ c‖δπ‖Y .

And when this, together with the bound |δψ(tp)| ≤ c‖δπ‖Y is inserted in (88), the
induction step is complete.

Corollary 7.5. If Smoothness, Independence at A, and Coercivity hold, then there
exist constants h̄ and σ > 0 with the property that whenever π and h satisfy (73),
a unique solution to the first-order system (55)–(58) exists and the change in the
solution corresponding to a change in the parameters satisfies (74) and (82).

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



196 A. L. DONTCHEV AND W. W. HAGER

Proof. In the convex setting, the first-order system (55)–(58) is necessary and suf-
ficient for optimality in the linear-quadratic problem (60). Hence, Lemmas 7.3 and
7.4 yield the claimed result.

8. Lipschitz continuity in discrete time

To complete the verification of condition (P3), we now prove a regularity result
for the solution to the discrete linear-quadratic problem (60), establishing bounds
for discrete derivatives of the solution in terms of discrete derivatives of the param-
eters.

Lemma 8.1. If Smoothness, Independence at A, and Coercivity hold, then for
any given κ > 0, there exists ξ with the property that for all σ and h sufficiently
small, and for all π ∈ Π, defined in (24), the linear-quadratic problem (60), and
the associated first-order optimality system (55)–(58), have a unique solution (x, u)
and associated multipliers (ψ, ν) with x and ψ ∈ Lip1

ξ and u and ν ∈ Lipξ.

Proof. Throughout this proof, (x, u) denotes the solution to (60) corresponding to
π ∈ Π, while ψ and ν are the associated multipliers. As at the start of the proof of
Lemma 7.4, we assume that σ and h̄ are small enough that (83) holds for h ≤ h̄ and
(84) holds for the solution to (60) when π and h satisfy (73). Finally, we assume
that h̄ is small enough that ‖δ∗‖Y ≤ σ when h ≤ h̄. As noted in the proof of
Lemma 7.3, (x∗, u∗) is the solution and ψ∗ and ν∗ are the associated multipliers in
(60) when π = π∗+δ∗. By the Lipschitz estimates (74) and (82) with π2 = δ∗+π∗,
we have

‖x− x∗‖H1 + ‖u− u∗‖L2 ≤ c(‖π − π∗‖Y + ‖δ∗‖Y)

and
‖ψ − ψ∗‖H1 + ‖ν − ν∗‖L2 ≤ c(‖π − π∗‖Y + ‖δ∗‖Y)

for all π ∈ Π. Hence, x and ψ are uniformly bounded in H1 and u and ν are
uniformly bounded in L2 for all π ∈ Π. Since the L∞ norm is bounded by the H1

norm, we conclude that x and ψ are uniformly bounded in L∞ as well.
Next, we establish a uniform L∞ bound for ν. Taking a fixed ε > 0, there exist

η > 0 by Lemma 7.2 and (x̄, ū) in Bε(x∗, u∗) such that

L(x̄, ū) + a∗ = 0, x̄0 = x0, Kx̄+ b∗ ≤ −η1.
For each a, let x̄(a) be chosen to satisfy

L(x̄(a), ū) + a = 0 and x̄(a)0 = x0.

Taking η smaller if necessary, it follows that for a in an L2 neighborhood of a∗ and
b in an H1 neighborhood of b∗, we have

L(x̄(a), ū) + a = 0, x̄(a)0 = x0, Kx̄(a) + b ≤ −η1.(91)

Choose σ smaller if necessary so that (91) holds whenever ‖a−a∗‖L2 +‖b−b∗‖H1 ≤
σ.

Assuming h is chosen small enough to comply with Proposition 6.1, it follows
from this discrete coercivity result that there exists a unique solution to the follow-
ing problem:

minimize B(y, v) + 〈s̄, y〉+ 〈r̄, v〉+ 〈Ky + b, µ〉
subject to L(y, v) + a = 0, y0 = x0.

(92)
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If µ = ν′, where ν is the multiplier corresponding to the solution of (60), the
solution to (92) coincides with the solution to (60) (since the first-order necessary
conditions for (92) are satisfied by the solution to (60), and the first-order conditions
are sufficient for optimality when the cost function is convex). For all π ∈ Π, we
have observed already that the solution to (60) is uniformly bounded in L2. Hence,
the minimum cost in (60) is bounded from below by a constant χ independent of
π ∈ Π. Since the optimal cost in (92) is equal to the optimal cost in (60), and
since the cost in (92) corresponding to (y, v) = (x̄(a), ū) cannot be smaller than the
optimal cost, we have

χ ≤ B(x̄(a), ū) + 〈s̄, x̄(a)〉+ 〈r̄, ū〉+ 〈Kx̄(a) + b, µ〉
for all choice of π ∈ Π. Rearranging this inequality and utilizing the relation
Kx̄(a) + b ≤ −η1 from (91), we have

− 〈ν0,1〉 = h

N−1∑
i=0

〈µi,1〉 ≤ (B(x̄(a), ū) + 〈s̄, x̄(a)〉+ 〈r̄, ū〉 − χ)/η.(93)

Since (x̄, ū) ∈ Bε(x∗, u∗) and ‖a − a∗‖L2 ≤ σ when π ∈ Π, we conclude that the
right side of (93) is bounded uniformly in π ∈ Π. Since νi is a nondecreasing
function of i, we have ν0 ≤ νi ≤ νN = 0 for all 0 ≤ i ≤ N . Thus ν is bounded in
L∞, uniformly in π ∈ Π.

We now show that this L∞ bound for ν implies corresponding uniform L∞

bounds for u, x′, and ψ′. First, we noted in the proof of Lemma 7.4 that for
ᾱ < α and for h sufficiently small, |R−1

i | ≤ 1/ᾱ. Also, by (39) r̄ is bounded in L∞,
uniformly in π ∈ Π. Hence, by (57) u is bounded, uniformly in π ∈ Π. By (55) x′

is bounded, uniformly in π ∈ Π. And by (56) ψ′ is bounded, uniformly in π ∈ Π.
First-order divided differences of u and ν and second-order divided differences

of x and ψ are now estimated. In order to estimate ν′i = µi, we focus on the active
constraints at time level i since the components of µi associated with the inactive
constraints vanish by complementary slackness. For a fixed i, let Sj and cj , for j =
i−1, i, and i+ 1, denote the submatrix of Kj and the subvector of bj , respectively,
associated with the active state constraints at time level i. Hence, we have

Si−1xi−1 + ci−1 ≤ 0, Sixi + ci = 0, and Si+1xi+1 + ci+1 ≤ 0.

Subtracting the equality Sixi+ci = 0 from the inequality Si+1xi+1 +ci+1 ≤ 0 gives

S′ixi+1 + Six
′
i ≤ −c′i.

Substituting x′i = Aixi +Biui − ai from the state equation (55), we obtain

S′ixi+1 + Si(Aixi +Biui − ai) ≤ −c′i.(94)

Solving for ui in (57), we have

uT
i = −(xT

iMi + ψiBi − νi+1Ki+1Bi + r̄i)R−1
i ,(95)

and combining this with (94) gives

SiBiR
−1
i (νi+1Ki+1Bi)T ≤ SiBiR−1

i (xT
iMi + ψiBi + r̄i)T

− Si(Aixi − ai)− S′ixi+1 − c′i.
(96)

In a similar manner, subtracting the equality Sixi+ci = 0 from Si−1xi−1+ci−1 ≤
0 yields

−S′i−xi−1 − Six′i− ≤ c′i−.
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Substituting x′i− = Ai−1xi−1 +Bi−1ui−1 − ai−1, we obtain

−S′i−xi−1 − Si(Ai−1xi−1 +Bi−1ui−1 − ai−1) ≤ c′i−
and combining this with (95) gives

−SiBi−1R
−1
i−1(νiKiBi−1)T ≤ − SiBi−1R

−1
i−1(xT

i−1Mi−1 + ψi−1Bi−1 + r̄i−1)T

+ Si(Ai−1xi−1 − ai−1) + S′i−xi−1 + c′i−.

(97)

Adding (96) to (97), substituting νi = νi+1−hµi, and rearranging the result, we
obtain

SiBi−1R
−1
i−1(µiKiBi−1)T ≤ Si(BiR−1

i BT
i K

T
i+1)′−ν

T
i+1 − c′′i − S′′i xi

− S′ix′i + S′i−x
′
i− + Si

(
BiR

−1
i (xT

iMi + ψiBi + r̄i)T − (Aixi − ai)
)′
− .

(98)

Let µ+
i denote the subvector of µi associated with the active state constraints at

time level i. Since the other components of µi vanish by complementary slackness,
it follows that µiKi = µ+

i Si. Observe that

µ+
i SiBi−1R

−1
i−1(µiKiBi−1)T = µ+

i SiBi−1R
−1
i−1(µ+

i SiBi−1)T

≥ γ|µ+
i SiBi−1|2,

(99)

where γ is the smallest eigenvalue of R−1
i−1, which can be bounded in the following

way:

γ ≥ 1
maxi |Ri|

.

By (83) we have

|µ+
i Si+1Bi| ≥ β̄|µ+

i | = β̄|µi|.
By Smoothness, SiBi−1 = Si+1Bi +O(h). Hence, for h sufficiently small,

|µ+
i SiBi−1| ≥ .5β̄|µi|.(100)

Multiplying (98) by µ+
i

T
on the left and utilizing (99) and (100), we obtain

.25γβ̄2|µi| ≤ c (‖ν‖L∞ + ‖x‖W 1,∞ + ‖ψ‖W 1,∞ + ‖b′′‖L∞ + ‖r̄′‖L∞ + ‖a′‖L∞) .
(101)

Earlier in the proof, we established uniform bounds for ‖ν‖L∞ , ‖x‖W 1,∞ , and
‖ψ‖W 1,∞ . Bounds for b′′, r̄′, and a′ can be expressed in terms of the parameter κ
that appears in the definition (24) of Π. For example,

‖a′‖L∞ ≤ ‖(a− a∗)′‖L∞ + ‖a∗′‖L∞ ≤ κ+ ‖a∗′‖L∞ ,

where ‖a∗′‖L∞ is bounded, uniformly in h, by Smoothness. Since ν′i = µi, (101)
implies that ‖ν′‖L∞ is bounded, uniformly in π ∈ Π. Finally, (57) implies that
‖u′‖L∞ is bounded, (55) implies that ‖x′′‖L∞ is bounded, and (56) implies that
‖ψ′′‖L∞ is bounded. Again, these bounds are uniform in π ∈ Π. This completes
the proof.
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9. Proof of Theorem 2.1

We now observe that Theorem 2.1 is a consequence of Theorem 3.1. First, note
that many of the preceding lemmas contain the qualifier “for h̄ sufficiently small.”
In the discussion that follows, we assume that h̄ is chosen sufficiently small, and
we do not always mention this point explicitly. Now, κ is chosen in accordance
with (47) in Lemma 5.1, and σ is chosen in accordance with Lemmas 7.3 and 7.4.
Choose σ smaller if necessary to comply with Lemma 8.1. For the parameter ξ, we
take the value given in Lemma 8.1. (P1) follows from Lemma 5.1. With regard to
(P3), Lemmas 7.3 and 7.4 imply that the map (F − L)−1, restricted to Bσ(π∗), is
single-valued and Lipschitz continuous relative to the norms of Y and X . When
we restrict (F − L)−1 to Π, Lemma 8.1 implies that the regularity conditions (22)
and (23) of X are satisfied. Let λ be the Lipschitz constant for (F − L)−1 when
restricted to Π. Choose ε small enough that ελ < 1. Choose r in accordance
with Lemmas 5.2 and 5.3. (P2) is established in Lemma 5.2. (P4) is established
in Lemma 5.3 and the comments preceding the lemma. Finally, choose h̄ smaller
if necessary so that r ≥ λ‖δ∗‖Y/(1 − ελ) whenever h ≤ h̄, where the residual δ∗

satisfies (47). The estimate (20) of Theorem 3.1 coupled with the bound (47) yields
the existence of a solution xh, uh, ψh, and νh to (13)–(16) that satisfies the estimate
(18) of Theorem 2.1. The L∞ estimate (19) is a consequence of the reverse Hölder
inequalities (38) and (39). After transforming back to the original multipliers p
and µ, we obtain the existence of a solution xh, uh, ph, and µh to (8)–(11). To
complete the proof, we need to show that the pair (xh, uh) is a local minimizer for
the discrete problem (7).

Let Bh denote the usual quadratic form associated with the Hessian of the La-
grangian for (7):

Bh(x, u) =
h

2

N−1∑
i=0

(
zT
i ∇2

zH(zhi , p
h
i )zi + xT

i [Ghi µ
h
i ]xi

)
,(102)

where zi denotes the pair (xi, ui) and Gh is the Hessian of g is evaluated at xh. Let
Qhi , Mh

i , and Rhi be the same as Qi, Mi and Ri except that the functions are all
evaluated at xhi , uhi , ψhi , and νhi instead of at x∗i , u

∗
i , ψ

∗
i , and ν∗i . And let Mh be

defined by

Mh = {(x, u) : x′i = Ahi xi +Bhi ui, 0 ≤ i ≤ N − 1, x0 = 0},

where Ahi = ∇xf(xhi , u
h
i ) and Bhi = ∇uf(xhi , u

h
i ). We now observe that when

restricted to Mh, Bh is equal to the following quadratic form:

Bh(x, u) =
h

2

N−1∑
i=0

xT
i Q

h
i xi + uT

i R
h
i ui + 2xT

iM
h
i ui.

To see this, first substitute µhi = (νhi+1 − νhi )/h to obtain the relation

h

N−1∑
i=0

xT
i [Ghi µ

h
i ]xi =

N−1∑
i=0

xT
i [Ghi ν

h
i+1]xi − xT

i+1[Ghi+1ν
h
i+1]xi+1,(103)
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assuming x0 = 0. If (x, u) ∈Mh, then

N−1∑
i=0

xT
i+1[Ghi+1ν

h
i+1]xi+1

=
N−1∑
i=0

(
(I + hAhi )xi + hBhi ui

)T
[Ghi+1ν

h
i+1]

(
(I + hAhi )xi + hBhi ui

)
.

(104)

Observe that the terms on the right side of (103) and (104) correspond to the
far right terms in the definition of Qhi , Mh

i , and Rhi . Similarly, after substituting
phi = ψhi − νhi+1∇g(xhi+1), the first term on the right side of (102) corresponds to
the Q̂i, M̂i, and R̂i matrices in the definition of Qhi , Mh

i , and Rhi .
Utilizing the estimate (19) for the L∞ distance from xh, uh, ψh, and νh to

the continuous analogues x∗, u∗, ψ∗, and ν∗, respectively, it follows, by the same
analysis used in the proof of Proposition 6.1, that

|Qhi −Q∗i |+ |Rhi −R∗i |+ |Mh
i −M∗i | = O(h2/3),

where Q∗i = Q∗(ti), R∗i = R∗(ti), and M∗i = M∗(ti). Let B̂ be the quadratic form
associated with Q∗i , M

∗
i , and R∗i :

B̂(x, u) =
h

2

N−1∑
i=0

xT
i Q
∗
ixi + uT

i R
∗
i ui + 2xT

iM
∗
i ui.

Hence, for all (x, u) ∈ Mh, we have

|B̂(x, u)− Bh(x, u)| ≤ ch2/3(‖x‖2L2 + ‖u‖2L2) ≤ ch2/3‖u‖2L2,(105)

where the last inequality comes from the relation ‖x‖L2 ≤ c‖u‖L2 for all (x, u) ∈
Mh. By [18, Lemma 11], there exists ᾱ > 0 such that

B̂(x, u) ≥ ᾱ‖u‖2L2 for all (x, u) ∈ M.(106)

Given (x, u) ∈Mh, we have

Bh(x, u) = (Bh(x, u)− B̂(x, u)) + (B̂(x, u)− B̂(y, u)) + B̂(y, u),
(107)

where y is the solution to y′i = Aiyi + Biui, 0 ≤ i ≤ N − 1, y0 = 0. It can be
checked that ‖x − y‖H1 ≤ ch2/3‖u‖L2 and ‖y‖H1 ≤ c‖u‖L2, from which it follows
that

|B̂(x, u)− B̂(y, u)| ≤ ch2/3‖u‖2L2

for h sufficiently small. Combining this with (105), (106), and (107) gives

Bh(x, u) ≥ (ᾱ/2)‖u‖2L2

for all (x, u) ∈ Mh, when h is sufficiently small. Hence, by the standard second-
order sufficient optimality condition (see [1]), (xh, uh) is a local minimizer of (7).
This completes the proof of Theorem 2.1.
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10. Numerical experiment

For a small example, let us consider the following problem which is extracted
from [30, Problem II]:

minimize
1
2

∫ 1

0

(x(t)2 + u(t)2)dt

subject to ẋ(t) = u(t), u(t) ≤ 1,

x(t) ≤ 2
√
e

1− e , x(0) =
5e+ 3

4(1− e) .

This problem has a known solution (see [30]), while the L∞ error for various choices
of the mesh is given in Table 1. Based on these numerical results, it appears that
the L2 error estimate of Theorem 2.1 is tight, while the L∞ estimate is not tight
(at least in this example).

Table 1. L∞ control error for various choices of the mesh

N Error
20 .05379
40 .02697
80 .01351

160 .00676
320 .00338
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