
The EVB as a quantitative tool for formulating simulations and
analyzing biological and chemical reactions

Shina C. L. Kamerlin and Arieh Warshel*

Department of Chemistry SGM418, University of Southern California, 3620 McClintock Ave., Los
Angeles, CA-90089, USA.

Abstract

Recent years have seen dramatic improvements in computer power, allowing ever more
challenging problems to be approached. In light of this, it is imperative to have a quantitative
model for examining chemical reactivity, both in the condensed phase and in solution, as well as
to accurately quantify physical organic chemistry (particularly as experimental approaches can
often be inconclusive). Similarly, computational approaches allow for great progress in studying
enzyme catalysis, as they allow for the separation of the relevant energy contributions to catalysis.
Due to the complexity of the problems that need addressing, there is a need for an approach that
can combine reliability with an ability to capture complex systems in order to resolve long-
standing controversies in a unique way. Herein, we will demonstrate that the empirical valence
bond (EVB) approach provides a powerful way to connect the classical concepts of physical
organic chemistry to the actual energies of enzymatic reactions by means of computation.
Additionally, we will discuss the proliferation of this approach, as well as attempts to capture its
basic chemistry and repackage it under different names. We believe that the EVB approach is the
most powerful tool that is currently available for studies of chemical processes in the condensed
phase in general and enzymes in particular, particularly when trying to explore the different
proposals about the origin of the catalytic power of enzymes.

I. Introduction

Recent years have seen dramatic improvements in computer power, allowing for ever more
challenging problems to be approached. In light of this, it is imperative to have a
quantitative model for examining chemical reactivity, both in the condensed phase and in
solution. Additionally, in the same vein, such approaches are very important in accurately
quantifying physical organic chemistry, particularly as experimental approaches can often be
inconclusive.1 Furthermore, experimental attempts to identify key factors in such
fundamental problems as the origin of enzyme catalysis simply cannot lead to unique
conclusions, since the relevant energy contributions cannot be separated without some
computational models (see ref. 2 for further details). The problems in the field are very
complex, and as such there is a need for an approach that can combine reliability with an
ability to capture complex systems in order to resolve long-standing controversies in a
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unique way. Here, we will demonstrate that at present, the optimal tool for exploring
different proposals about the origin of the catalytic power of enzymes is the empirical
valence bond (EVB) approach. We will additionally discuss the proliferation of the use of
the EVB, as well as attempts to capture its basic chemistry and repackage it under different
names.

II. The EVB as a reliable semi-empirical QM/MM method

II.1 General

If one wants to gain a quantitative understanding of enzymatic reactions (as well as the
corresponding reactions in solution), it is essential to be able to calculate the free energy
profiles for these reactions. The common approach of obtaining potential surfaces for
chemical reactions involves the use of quantum mechanical computational approaches, and
such approaches have become quite effective when treating small molecules in the gas phase
(e.g. ref. 3). However, here we are interested in chemical reactions in very large systems,
which at present cannot be explored by ab initio methods. Similarly, though molecular
mechanics simulations (e.g. ref. 4 and 5) have been proven to be very effective in exploring
the protein configurational space, they cannot be used to describe bond breaking and bond
making reactions in proteins or solutions. The generic solution to the above problem has
been provided by the development of the hybrid quantum mechanics/molecular mechanics
(QM/MM) approach,6 which in recent years has become the key tool for calculating protein
function in general and for studying chemical processes in proteins in particular. Here, we
can only mention a few works in this field (e.g. ref. 7–30). However, despite these advances,
we are not yet at the stage where one can use QM/MM approaches in fully quantitative
studies of enzyme catalysis. The major problem is associated with the fact that while a
quantitative evaluation of the potential surfaces for the reacting fragment should involve ab

initio electronic structure calculations, such calculations are too expensive to allow for the
extensive configurational averaging needed for proper free energy calculations, and the use
of a QM/MM approach without proper sampling is not so effective.31 This is a painful fact,
despite the ever increasing popularity of using energy minimization approaches without
proper sampling (e.g. ref. 17, 32 and 33, amongst others). Specialized approaches can help
one to move towards ab initio QM/MM free energy calculations (e.g. ref. 5, 34 and 35) but,
despite great progress in this direction (see ref. 5 for an overview), even these approaches
are still in a development stage. Fortunately, one can use approaches that are calibrated to
the energetics of the reference solution reaction to obtain reliable results with semi-empirical
QM/MM studies, and the most effective way of doing so is the EVB approach described
below.

As stated above, reliable studies of enzyme catalysis require accurate results for the
difference between the activation barriers in enzyme and in solution. The early realization of
this fact led to a search for a method that can be calibrated using experimental and
theoretical information of reactions in solution. It also becomes apparent that in studies of
chemical reactions, it is more physical to calibrate surfaces that reflect bond properties (i.e.

valence bond-based, VB, surfaces) than to calibrate surfaces that reflect atomic properties
(e.g. MO-based surfaces). Furthermore, it appears to be very advantageous to force the
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potential surfaces to reproduce the experimental results of the broken fragments at infinite
separation in solution. This can be easily accomplished with the VB picture. The resulting
empirical valence bond (EVB) method has been discussed extensively elsewhere,36,37 but its
main features will be outlined below for readers who may be unfamiliar with this approach.

The EVB is a QM/MM method that describes reactions by mixing resonance states (or more
precisely diabatic states) that correspond to classical valence-bond (VB) structures, which
describe the reactant, intermediate (or intermediates), and product states. The potential
energies of these diabatic states are represented by classical MM force fields of the form:

(1)

Here, R and Q represent the atomic coordinates and charges of the diabatic states, and r and

q are those of the surrounding protein and solvent,  is the gas-phase energy of the ith

diabatic state (where all the fragments are taken to be at infinity), Uintra(R,Q) is the

intramolecular potential of the solute system (relative to its minimum), USs(R,Q,r,q)
represents the interaction between the solute (S) atoms and the surrounding (s) solvent and

protein atoms, Uss(r,q) represents the potential energy of the protein–solvent system (“ss”
designates surrounding-surrounding). The εi of eqn (1) forms the diagonal elements of the
EVB Hamiltonian (Hii). The off-diagonal elements of the Hamiltonian, Hij, are represented
by simple exponential functions of the distances between the reacting atoms. The Hij

elements are assumed to be the same in the gas phase, in solutions and in proteins. The
ground state energy, Eg, is obtained by diagonalizing the EVB Hamiltonian.

The EVB approach evaluates the relevant activation free energies (Δg‡) by changing the
system adiabatically from one diabatic state to another. In the simple case of two diabatic
states, this “mapping” potential, εm, can be written as a linear combination of the reactant
and product potentials, ε1 and ε2:

(2)

When λm is changed from 0 to 1 in n + 1 fixed increments (λm = 0/n, 1/n, 2/n,., n/n), and
potentials with one or more of the intermediate values of λm will force the system to
fluctuate near the TS.

The free energy, ΔGm, associated with changing λm from 0 to m/n is evaluated by the
wellknown free energy perturbation (FEP) procedure (which has been described in detail in,
for example, ref. 37, amongst others). However, after obtaining ΔGm, we still need to obtain
the free energy that corresponds to the adiabatic ground state surface along the reaction
coordinate, x. This free energy (referred to as a “free energy functional”) is obtained by the
FEP-umbrella sampling (FEP/US) method, which is described elsewhere.37,38 The main
point for the purposes of this work is that the FEP/US approach may be also used to obtain
the free energy functional of the diabatic states by:

(3)
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where εm is the mapping potential that keeps x in the region of x’. If the changes in εm are
sufficiently gradual, the free energy functional Δg(x’) obtained with several values of m
overlap over a range of x’, and patching together the full set of Δg(x’) gives the complete
free energy curve for the reaction. The generated reaction coordinate, x, is usually taken to
define the energy gap (x = ε1 – ε2). This selection37,39 is particularly powerful when one
tries to represent the entire many dimensional solvent space by a single coordinate (see ref.
38).

The diabatic free energy profiles of the reactant and product states represent a microscopic
equivalent of the Marcus parabolae.40,41 For example, in the case of the (Cl− + CH3–Cl →
ClCH3 + Cl−) SN2 reaction, one obtains38 the results shown in Fig. 1. Thus, the EVB
provides the unique ability to correctly capture the linear relationship between activation
free energies and reaction energies (LFER) that is observed in many important reactions
(see, for example, ref. 37). Furthermore, the EVB benefits from the aforementioned ability
to consistently and conveniently treat the solute–solvent coupling. This feature is essential,
not only in allowing one to properly model charge-separation reactions, but also in allowing
for reliable and convenient calibration. Calibrating EVB surfaces using ab initio calculations
was found to provide quite reliable potential surfaces.

II.2 The proliferation of the EVB

It should be noted that the seemingly simple appearance of the EVB approach may have led
to the initial impression that this is an oversimplified qualitative model (rather than a
powerful quantitative approach). This attitude is nicely illustrated in the discussions section
of a previous Faraday Discussion on the structure and activity of enzymes.42 Nevertheless,
the EVB model has eventually been widely adopted as a general model for studies of
reactions in large molecules and in the condensed phase (e.g. ref. 43–46), despite the
continued misunderstandings about its theory and applications (see below for further
discussion). Similarly, several very closely related versions have been put forward that
basically have the same ingredients as in the EVB approach (see the discussion in ref. 47
and 48).

Since we will be dealing with proton transport processes as key examples, it might be useful
to clarify that the EVB and the so-called MS-EVB49,50 (that was so effective in studies of
proton transport in water) are more or less identical. More specifically, the so-called MS-
EVB typically includes 6 EVB states in the solute quantum mechanical (QM) region and the
location of this QM region changes if the proton moves. The QM region is surrounded by
classical water molecules (the molecular mechanics (MM) part), whose effect is sometimes
included incorrectly by solvating the charges of the gas phase QM region instead of
solvating the diabatic charges (this leads to inconsistent QM/MM coupling with the solute
charges, as explained in, for example, ref. 4 and 51). More recently the coupling was
consistently introduced by adding the interaction with the MM water in the diagonal solute
Hamiltonian. Now the multi-state idea is not new, as our EVB studies were performed
repeatedly with a multi-state treatment (e.g. 5 states in ref. 52), and this has always been
done with consistent coupling to the MM region. Thus, the only difference that we can find
between the two versions is that our EVB studies did not update the location of the QM
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region during the simulations, since they dealt with processes in proteins where the barrier is
high, rather than with low barrier transport processes (so that the identity of the reacting
region has not changed during the simulations). Also, note that the MS-EVB simulations in
proteins, where we have a limited number of quantum sites, do not have to change the QM
region (e.g. ref. 53) during the simulations. Finally, in cases of high barriers, the change of
the QM region is not useful, since the main issue is the ability to obtain a proper evaluation
of the free energy associated with climbing the barrier. Thus, we conclude that the EVB and
MS-EVB are basically identical methods, although we appreciate the elegant treatment of
changing the position of the QM region during simulations, which is a very useful advance
in EVB treatments of processes with a low activation barrier.

Perhaps the best example of the realization of the potential of the EVB approach by the
wider scientific community (and thus attempts to exploit this potential) is a recent article
comparing different diabatic models of chemical reactivity54 that severely criticizes the
EVB approach, based on scientifically incorrect information, while overlooking the fact that
one of the authors is using it himself for both gasphase55 and solution studies.56 This issue
has already been discussed in great length in ref. 57, so here we will only highlight the most
problematic points. Namely, the most serious incorrect criticisms of the EVB approach in
this work can be grouped into five categories: (i) an attempt to reproduce our EVB gas-
phase surface (in order to “show” that this is a problematic surface) while using incorrect
parameters, which resulted in an incorrect surface that has little to do with the actual EVB
surface as discussed in section III.1 (though we should point out that the provision of
computational material demonstrating why this EVB surface is erroneous on our website,
see section “EVB Verification” on http://futura.usc.edu, has resulted in the retraction of all
data pertaining to this EVB surface); (ii) claims that the EVB solution results are
irreproducible when the approach used to try to reproduce them is actually incorrect, as was
discussed in detail in ref. 57; (iii) claims that the EVB cannot calculate “detailed rate
quantities such as kinetic isotope effects that require an accurate treatment of the potential
energy surface, zero-point energy (ZPE), and quantum mechanical tunneling”, whereas there
are examples of the accurate calculation of all these properties in the literature that the
authors neglect to cite; this issue was discussed in detail in ref. 57; (iv) claims that the EVB
has never been parameterized to the ab initio surface, where this was done repeatedly
(starting in 1988), and has been clarified in our papers in addressing the authors’ allegations;
and (v) Questioning the EVB usage of orthogonalized diabatic states and solvent-
independent off-diagonal elements, while ignoring the fact that a CDFT study58 has
established the validity of such an approximation. It should be noted that this review has
been presented at a time when the most senior author of ref. 54 has recently introduced an
approach (which he calls the electrostatically embedded multi-configurational molecular
mechanics (MCMM) approach56), which, for all intents and purposes, is identical to the
EVB approach, as was discussed in our recent Centennial Article for The Journal of

Physical Chemistry5 and in ref. 57. This instructive issue will also be touched on in section
IX.

Overall, we believe that despite the fact that ref. 54 is factually incorrect on numerous
grounds (as we have discussed in detail elsewhere57), nevertheless the fact that such a
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perspective was even written provides an instructive example of the growing appreciation of
the power of the EVB, as well as misunderstanding of the fact that the foundations of the
EVB are quite rigorous. In light of the significant errors in this perspective, we have
highlighted some of the key problems below, in order to prevent confusion for readers who
are unfamiliar with the field.

III. Highlighting the key features of the EVB

This section will focus on the key features of the EVB, and explain why it is such an
effective yet rigorous approach.

III.1 The reliability of the EVB parameterization and EVB surfaces

The EVB is obviously a semi-empirical approach that relies on proper parameterization, and
our works have focused on searching for an effective and reliable parameterization approach
from day one. Here, it is useful to clarify what effective parameterization is, in particular
due to the fact that a large part of the community may believe that reproducing the exact
gas-phase ab initio result is the most productive way of moving in semi-empirical models. In
fact, it is easy to tell those who are not familiar with the reliability of studies of enzymatic
reactions that the best approach should involve calibration on gas-phase ab initio results.56

However, such a proposition demonstrates major inexperience in the case of the study of
enzyme catalysis. That is, in our extensive experience of actually doing such calculations,
we have realized that the best way to parameterize reliable EVB surfaces for studies in
condensed phases is to calibrate to ab initio calculations, using either implicit or explicit
solvation models.

The reason for this (which was already discussed at length in ref. 34) is that, in the gas
phase, electrostatic interactions between ionized groups lead to major polarization effects
that are difficult to quantify (even when using large basis sets), and are also hard to
parameterize. On the other hand, these interactions are strongly screened in both proteins
and in solution, and thus one obtains a far more stable set of parameters as well as more
stable and reliable differences between the enzymatic and solution results.

The problematic assumption that the key to the reliability of the EVB is gas-phase
calibration is in part responsible for the misleading work of, for example, ref. 54, and thus it
is useful to go through this issue in some detail. That is, one of the factually incorrect
criticisms made in ref. 54 was the misleading claim that our EVB approach has presumably
never parameterized the off-diagonal elements (i.e. the Hij term) by fitting them to ab initio

calculations. However, as we have already repeatedly clarified since the first time that this
allegation was made,59 this is simply incorrect. The EVB has been parameterized to
reproduce ab initio results starting as early as 1988 (see Fig. 3 in ref. 38), even before the
important work of Chang and Miller,60 and this was done professionally in very careful
studies61,62 long before even the gas-phase adaptation of the so called MCMM approach.
This was done even earlier63 by the Miller approach,60 and by approaches that
parameterized the whole surface and not only the reactants and products.61 We have even
reported EVB parameterization to ab initio results for the challenging case of the
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autodissociation of water in water35 and other studies.62,64 Thus, stating that the EVB has
not been fitted to ab initio calculations in simply incorrect.

Next, the authors of ref. 54 present an incorrect gas-phase EVB surface as an example of the
poor performance of the EVB approach (though this has been since retracted after we
pointed out their error on our website, see the Correction to ref. 54). There are unfortunately
a number of problems with how this surface was generated. First and foremost, even though
the EVB formulation and treatment has in fact been reproduced by several high profile
workers in the field (some even without our help, see ref. 65–69 as just a few examples), in
order to ensure that our approach has been properly implemented, it is essential to validate
the similarity between the model being used in the new implementation and the one that was
used in the original work being examined (in this particular case that of ref. 70). Such a
validation should start by using the same program (which is readily available on request, and
would have been to the authors had they actually asked for it), or by trying to reproduce the
reported solution profile (which would require familiarity with the corresponding mapping).
This is crucial, in particular when one is trying to discredit a given model without consulting
the main author. More specifically, we have evaluated the EVB adiabatic potential energy
(rather than the usual free energy) surface for the same system as examined in ref. 54 using
our own MOLARIS71 software package for the same reaction, we have obtained our EVB
free energy surfaces using two different gas-phase shifts (α = −23.0 and +23.0), and the
corresponding surfaces are shown in Fig. 2a and b.. Additionally, for comparison, we have
evaluated the ab initio gas-phase energy surface using the B3LYP density functional which
is shown in Fig. 2c. As seen from the figure, when we use an incorrect gas-phase shift
without thorough mapping (i.e. mapping in all directions both backwards and forwards to
check for hysteresis and other potential problems, and by using careful reaction coordinate
pushing), we obtain a very bad EVB surface that is qualitatively very similar to that present
in ref. 54. However, when using the correct gas-phase shift we obtain an energy surface that
shows a clear SN2 pathway, where ΔV‡ 9 kcal mol−1. It can also be seen that we obtain good
agreement between the surface obtained using the correct gas-phase shift (Fig. 2b) and that
obtained using ab initio in the region pertaining to the SN2 reaction.

Going back to our original subject of the reliability of the EVB surfaces that were calibrated
to solution information, it is useful to use as an example an issue that has been a key
unresolved question in the study of the enzyme dehalogenase (DhlA), namely the barrier
height in water.72 When examining this issue, we of course tried to consider ab initio

calculations, but found out that we are dealing with the very challenging problem of the
energetics of negatively charged ions, and decided to first try to look for relevant
experimental information, where we performed a careful analysis of the LFER results (see
also the discussion in footnote 68 in ref. 72). Subsequently34 (see section III.2), we
performed a quantitative ab initio FEP calculation on this system (a challenge not yet
accomplished by other workers), and established the fact that our previous estimates were
indeed accurate.
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III.2 The EVB as a powerful reference potential for ab initio QM/MM studies

In order to obtain reasonable convergence when using free energy perturbation to evaluate
activation barriers, it is essential to force the system to spend significant time at the
transition state.73 When doing this, one must use a mapping potential that can polarize the
solvent to the desired configuration, which can be effectively achieved by the EVB
approach, using the mapping potential described above. Additionally, an advantage of using
the EVB approach is that it includes an enormous amount of chemical information. As such,
this makes the EVB ideal as a reference potential for QM/MM calculations (particularly in
light of the fact that the computationally expensive mapping from the reference potential to
the ab initio potential need only be done at the reactant and transition states), where the free
energy of transferring from the EVB to the QM/MM surface is evaluated using a linear
response approximation (LRA). Such an approach has been successfully applied to the study
of activation barriers in solution and in proteins (e.g. ref. 34 and 73–75). The most effective
use of the EVB as a reference potential has been implemented in the recent work of ref. 34
(see Fig. 3). This work used the EVB to successfully resolve the highly controversial
question of the energetics of the reaction in solution.72 This study actually indicated that our
EVB estimate of the catalytic effect and the effect of the enzyme are quantitatively correct.
Apparently, the work of Rosta et al. is at present the only true ab initio QM/MM study that
considered the free energy surface of the DhlA reaction in the gas phase and solution.

III.3 The justification for the EVB diabatic representation and the off-diagonal term

The power of the EVB is largely due to its “simple” orthogonal diabatic representation and
the assumption that the off-diagonal elements of the EVB Hamiltonian do not change
significantly when transferring the reacting system from one phase to another. Thus, it is
important to examine what the justifications are for this representation, and what has been
learned about it in recent studies. A good start can be provided by the discussion of ref. 54,
which argued against the use of a solvent independent H12 and the orthogonal diabatic
representation (while overlooking the fact that the MCMM and any other EVB-type work
uses orthogonal diabatic surfaces). The criticism is based on the perspective that since the
so-called MOVB76 and other ab initio VB approaches have a very large (and complex)
overlap effect, it must be included in all diabatic treatments. This view is fundamentally
flawed, and reflects a major misunderstanding about the meaning of diabatic representations.
That is, the diabatic representation does not reflect absolute “reality”, but is rather a
powerful mathematical tool, and the best tool is the one that produces the most accurate
adiabatic QM/MM free energy surface. Here, we are not aware of any careful MOVB study
that has achieved this.

Fortunately, our arsenal includes the frozen DFT (FDFT) and constrained DFT (CDFT)
approaches,73,75 which are particularly useful for exploring this issue. These approaches
split the system into two regions: a region comprising the solute (and any other key residues
or solvent molecules, denoted region I), and the rest of the system (region II). Here, the
entire system is treated by means of ab initio DFT, but the electron densities of the groups in
region II are frozen, and the coupling between the two regions is then evaluated by means of
a non-additive kinetic energy functional. Using the EVB as a reference potential in this
approach has allowed for the accurate evaluation of the free energies in the condensed phase
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and in proteins, while simultaneously treating the solute–solvent interaction by means of an
ab initio quantum mechanical approach.73

Now the CDFT studies77,78 involved an ab initio constrained DFT (CDFT) diabatic
treatment of an SN2 reaction as well as proton transfer reactions (see also recent related
studies such as that in ref. 79). The CDFT approach constructed two diabatic states with
formal Löwdin orthogonality, as is done in all EVB studies. These surfaces (ε1 and ε2) are
constructed by mixing the effective off-diagonal terms, and the ground state energy (Eg) is
obtained as the lowest eigenvalue of the 2 × 2 EVB Hamiltonian. Using both the diabatic
surfaces and the adiabatic surface obtained by treating the whole reaction system with a
regular DFT treatment will give us per definition the rigorous off-diagonal element by the
relationship below:

(4)

This relationship is shown schematically in Fig. 4. The study of ref. 58 established that the
EVB approximation of a solvent independent H12 is an excellent one (an issue that has also
been established by others80). Thus, we have demonstrated that using formally orthogonal
diabatic surfaces (where the solvation of each diabatic state is included in the diabatic
energies) is an excellent approximation since it reproduces the correct solvated adiabatic
QM/MM results.

Since ref. 54 claims that including the overlap integral, S12, in the specification of H12 is a
source of (additional) error, we would like to remind the reader that this is a formally
orthogonalized model without “errors”, since the selection of the diabatic states is the way
the model is defined, and for each diabatic treatment we can have a unique H12 that
reproduces the exact adiabatic surface. Different adiabatic states require different off-
diagonal terms, and a model without overlap (which is what is also done in the so called
embedded MCMM approach discussed below) has different off-diagonal terms than the one
with overlap. Obviously such different models should be very different from the H12 with
overlap.

In view of the above it is unjustified to accept the assertion54 that using an environmentally-
independent H12 is a source of major error. This would have possibly been a reasonable
criticism if (a) the authors were not aware of the recent CDFT calculations58 that proved that
the EVB approximation of a phase-independent H12 is actually valid (see below), (b) the
authors had any estimate of the proposed error, and (c) if the authors of ref. 54 were not
unknowingly reproducing an environmentally-independent H12 themselves (see the
discussion in ref. 5 and below). Furthermore, one would have expected a realization that H12

is different for different representations (i.e. with and without overlap). Obviously, we have
explained this issue clearly since 1988.38

III.4 Solvation energy, energy gap, reorganization energy and free energy surfaces in
solution

One of the most powerful aspects of the EVB is its ability to rigorously assess solvation
effects, and to quantify key concepts such as the reorganization energy and non-equilibrium
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solvation. Here, it is useful to start by addressing ref. 54, which may lead some workers to
assume that the EVB treatment of solvation effects (i.e. eqn (3)) is somehow problematic. In
fact, the view of ref. 54 probably reflects major unfamiliarity with the EVB mapping
approach (for a careful discussion of this issue, see ref. 81).

Here, it is important to realize that the EVB US-FEP mapping is a particularly effective
mapping that uses the energy gap as a generalized reaction coordinate. This guarantees
accelerated convergence for processes in condensed phases, since it captures the main
physics of the solvent response, and is the most physically accurate way of moving from the
reactant to the product state. The effectiveness of the EVB mapping approach is now widely
appreciated by some scientific communities (for example, see ref. 65–69).

Another key issue is the ability of the EVB to accurately and effectively capture the
reorganization energy, λ. Here, it is useful to start with the problematic assertion of ref. 54,
which defined the reorganization energy as “the energy difference between the product and
reactant diabatic states at the reactant geometry”. This definition (which perhaps stems from
unfamiliarity with the reorganization concept and from not using the EVB or related strategy
for this purpose) is simply inappropriate. In fact, the reorganization energy can be estimated
by use of the expression:

(5)

where ⟨Δε⟩ is the difference between εa and εb and ⟨δε⟩a designates average over trajectories
on εa, or the value obtained by evaluating the microscopic Marcus parabolae, which were
evaluated professionally in our works in a way used now by all workers in the field (e.g. ref.
67–69, amongst others). This has little to do with the evaluation of the energy along the least
energy MOVB path shown in, for example, ref. 54. Furthermore, calculations of λ by
MOVB will be meaningless since it should be defined for pure non-mixed diabatic states. It
is also an irrelevant point, as the real issue is the change in the charges of the diabatic states.

The EVB provides an extremely powerful way of consistently capturing solvent effects. In
discussing this issue it is again useful to consider the unjustified criticism of ref. 54 as a
“primer” for this discussion. We are told that the EVB keeps constant charges, and thus that
the diabatic charges do not change along the reaction coordinate which is claimed to be a
really major problem. However, this is simply incorrect, since many EVB studies (including
the paper that introduced the EVB) have considered the polarization of the diabatic state
(equation 29 in ref. 82). The same was done in our 1988 papers (see equation 11 in ref. 38
and equation 7 in ref. 83), and even in our book,37 where Chapter 3 describes gas-phase
surfaces for SN2 reactions with polarization of the diabatic states.

In an analysis of the solvated EVB, it was argued that including solvation effects in the
diagonal and calibrating on the isolated fragment in solution “are mutually incompatible”.
This shows a major unfamiliarity with diabatic concepts. Of course, the isolated fragments
have the same solvation as the diabatic states, since the mixing term has no effect when the
fragments are at infinite separation. The EVB diabatic state at infinite separation is the
isolated fragment, and it is identical to the adiabatic state. This problem is compounded by
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hiding the fact that the embedded MCMM also includes the solvation effect in the diagonal
element. Of course, the EVB puts the solvent into the diagonal Hamiltonian. Trying to
solvate the adiabatic charges rather than the diabatic states leads to bad physics, particularly
in the case of SN1-type and proton transfer reactions (the problems with SN1 reactions were
already clarified in the 1988 paper).

It has been stated54 that calculations using the EVB surface (presumably those of ref. 54)
“have been unable to reproduce the free energy of activation obtained by molecular
dynamics simulations (24.9 kcal mol−1). These findings cast doubts on the reported EVB
results and suggest that a careful parameterization of the gas-phase reaction might have been
useful in order to obtain more meaningful results for the condensed-phase reaction by the
EVB method”. However, this is an incorrect allegation, as the presumed calculations of the
EVB solvation energies (see Table 4 of ref. 54) are incorrect, and have no similarity at all to
the values reported in our paper,72 or to the values expected from any reasonable solvation
model. Additionally, to claim that the EVB gives more solvation in the TS than in the
ground state in an SN2 reaction, where this was never obtained in any EVB calculations by
us or any other EVB user, is quite worrying. In any case, comparing the results shown in
Table 4 of ref. 54 to our previous work should quickly demonstrate to the reader that the
model used in ref. 54 has nothing to do with the solvation model used by the EVB
calculations, or by proper microscopic free energy calculations.

At any rate, in order to clarify the misleading nature of the allegation that the EVB solution
results are irreproducible, we have performed our EVB runs in both the gasphase and in
solution using the same parameters (i.e. those presented in the supplementary material of ref.
70, obtained with the same MOLARIS program). The corresponding energy and free energy
surfaces obtained using both α = −23.0 (incorrect) and +23.0 (correct) are shown in Fig. 2a
and b, respectively. In order for our results (both in the gas phase and in solution) to be
reproducible to any interested reader, we have made all the required input files, our output
files, a guest binary for the MOLARIS software package, and instructions on how to run the
calculations available on our website (http://futura.usc.edu), under the section “EVB
Verification”.

IV. The EVB as a basis for evaluating catalytic effects

In recent years, the EVB has been used in studies of many key enzymatic reactions, and has
provided what is, at present, the most effective way to analyze the catalytic effects of
enzymes. An extensive review of the effectiveness of EVB studies has already been
provided in ref. 2, and here we will only mention the most recent major advances in the
field.

As an example, a popular belief is that strain contributes significantly to catalysis (in that the
enzyme destabilizes the ground state of the reacting system, thus reducing the activation
barrier for the chemical step),84,85 and one of the last bastions of this belief has been the
catalytic power of enzymes that contain the coenzyme B12 cofactor. One advantage of the
EVB approach is that it overcomes the sampling difficulties that are inherent to energy
minimization studies, and a recent study of the strain hypothesis in enzymes that do contain
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the coenzyme B12 cofactor86 demonstrated that the major part of the catalytic effect is not
actually due to strain but, rather, it is due to the electrostatic interaction between the ribose
and the protein and the strain contribution is in fact very small. Thus, it appears that
enzymes can use electrostatic effects even in a radical process, where the charge distribution
of the reacting fragments is more or less constant during the reaction, by attaching a polar
group to the leaving fragment and designing an active site that interacts more strongly with
this group in the product state rather than in the reactant state. The fact that evolution has
had to use this trick provides further evidence that it is extremely hard to catalyze enzymatic
reactions by non-electrostatic factors, a finding that can be manipulated in enzyme design
(see below for more on computer-aided enzyme design).

The EVB has also been used by Åqvist and coworkers87 to study cold-adapted enzymes.
These workers performed extensive computer simulations of the ketoenol(ate) isomerization
steps in differently adapted citrate synthases,87 and reproduced the absolute rates of both the
psychrophilic and mesophilic enzymes at 300 K, as well as both the lower enthalpy and
more negative activation entropy of the cold-adapted enzyme. Here, it was found that the
overall catalytic effect is stemming from the electrostatic stabilization of the transition state
and enolate, as well as a reduction in the re-organization free energies. The lower activation
enthalpy and more negative activation entropy observed for the cold-adapted enzymes was
found to be associated with decreased protein stiffness that is not localized to the active site,
but rather spread over several regions of the protein structure. The main point for the
purpose of the present work is that the extensive entropy calculations would have been
simply impossible without the effectives of the EVB.

A related EVB study that carefully explored the relationship between thermal stability and
catalysis was also reported in ref. 88. This study explored the idea that the fact that
thermophiles are less flexible than mesophiles (and also less active) proves that flexibility is
related to catalysis. In fact, it was shown that while the free energy surface is shallower in
the mesophiles, the surface along the chemical coordinate has similar curvature in both
cases, and the difference in reactivity is entirely due to the difference in the chemical
reorganization energy.

The EVB approach has also been used to elucidate the relationship between the folding
landscape of enzymes and their catalytic power,89 by using a simplified folding model in
order to generate the free energy landscape of an enzyme, and subsequently using this to
evaluate the activation barriers for the chemical step in the different regions of the
landscape. The aim of this study was to investigate experimental findings90,91 that an
engineered monomeric chorismate mutase (CM) has a catalytic efficiency that is similar to
that of the naturally occurring dimer, even though it has the structural properties of an
intrinsically disordered molten globule. Examining the landscape demonstrated that the CM
monomer (that behaves like a molten globule in the absence of the substrate) has low
activation barriers even in regions that are not exactly at the native configuration.

Finally, the ability to design effective enzymes presents one of the most fundamental
challenges in biotechnology, and such ability would be one of the most convincing
manifestations of a complete understanding of the origin of enzyme catalysis. A recent
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study92 explored the reliability of different simulation approaches in terms of their ability to
rank different possible active site constructs, and demonstrated that the EVB model serves
as a practical and reliable tool in the final stages of computer-aided enzyme design. Also,
other approaches examined in this work were found to be comparatively less accurate, and
mainly useful for the qualitative screening of ionized residues. Part of the problem arises
from the fact that current design approaches93–111 are not based on modeling the chemical
process in the enzyme active site. In fact some approaches (e.g. ref. 93) use gas-phase or
small cluster calculations which then estimate the interaction between the enzyme and the
transition state model, rather than the transition state-binding free energy (or the relevant
activation free energy), and the accurate ranking of the different options for enzyme design
cannot be accomplished by approaches that cannot capture the electrostatic preorganization
effect. Clearly, the ability of the EVB model to act as a quantitative tool in the final stages of
computer-aided enzyme design is a major step towards the design of enzymes whose
catalytic power is closer to native enzymes than the current generation of designer enzymes.

V. LFER in solutions and enzymes

One of the most important concepts in physical organic chemistry is the so-called linear free
energy relationship (LFER), which goes back to the early work of Hammett112–114 (who
quantified the effect of meta and para benzene substituents on ester hydrolysis), which was
subsequently modified by Taft115–119 (following Ingold) to also describe the steric effects of
a substituent. Despite the popularity and power of this concept, it had not been quantified by
computational studies of solution reactions until the emergence of the EVB free energy
functionals (the Δg of eqn (3)) that were originally developed in ref. 39 in order to provide
the microscopic equivalent of Marcus’ theory for electron transfer reactions.40 This
approach allows one to explore the validity of the Marcus formula and the underlying linear
response approximation on a microscopic molecular level.120 While this point is now widely
accepted by the electron transfer (ET)121 community, the validity of the EVB as perhaps the
most general tool in microscopic LFER studies is less appreciated. This issue will be
addressed below.

In order to explore the molecular basis of LFER, we will consider a one-step chemical
reaction and describe this reaction in terms of two diabatic studies that correspond to the
reactant and product states. In this case the ground state adiabatic surface is given by:

(6)

With this well-defined adiabatic surface, we can explore the correlation between Δg‡ and
ΔG°. Now the EVB-umbrella sampling procedure (e.g. ref. 37) allows one to obtain the

rigorous profile of the free energy function, , that corresponds to Eg, and the free energy
functions Δg1 and Δg2, that correspond to ε1 and ε2, respectively (see Fig. 5). It is important
to point out here that such profiles have been quantitatively evaluated in many EVB
simulations of chemical reactions in solutions and proteins (for reviews, see ref. 36 and
122). The corresponding profiles provide the activation free energy Δg‡ for the given
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chemical step. The calculated activation barrier can then be converted (for example, see ref.
37) to the corresponding rate constant using transition state theory (TST):

(7)

A more rigorous expression for ki→j can be obtained by multiplying the TST expression by a
transmission factor that can be easily calculated by running downhill trajectories.37

However, the corresponding correction is usually small.51,123 At this point, it is useful to

consider the approximated expressions for  and Δg‡. Here we note that, with the simple

two-state model of eqn (6), we can obtain a very useful approximation to the  curve.
That is, using the aforementioned free energy EVB-umbrella sampling formulation yields

the  that corresponds to the Eg and the free energy functions Δgi that correspond to the εi

surfaces. This leads to the approximated expression:

(8)

This relationship can be verified in the case of small H12 by considering our ET studies,120

while for larger H12 one should use a perturbation treatment. Now we can exploit the fact
that the Δgi curves can be approximated by parabolae of equal curvature (this approximated
relationship was found to be valid by many microscopic simulations (e.g. ref. 36). This
approximation can be expressed as:

(9)

where λ is the so-called “solvent reorganization energy” (which is illustrated in Fig. 5).

From eqn (8) and (9), one obtains the Hwang–Åqvist–Warshel (HAW) equation, which is
given in the general case by:

(10)

where ΔG°i→j is the free energy of the reaction and Hij is the off-diagonal term that mixes
the two relevant states with average value at the transition state, x‡, and at the reactant state,

 · Γij is a correction that reflects the effect of tunneling and zero point energy corrections
in cases of light atom transfer reactions.

Repeated quantitative EVB studies of reactions in solutions and proteins (e.g. ref. 36 and
124) established the quantitative validity of eqn (10). With this fact in mind, we can take

these equations as a quantitative correlation between  and ΔG°. Basically, when the

changes in ΔG° are small, we obtain a linear relationship between  and ΔG°. This
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linear relationship, which can be obtained by simply differentiating the  of eqn (10)
with respect to ΔG°i→j, can be expressed in the form:

(11)

where θ = (ΔG°i→ + λ)/2λ, and where the contribution from the last term of eqn (10) is
neglected. The linear correlation coefficient depends on the magnitude of ΔG° and λ. At any
rate, more details about this linear free energy relationship (LFER) or free energy
relationship (FER) and its performance in studies of chemical and biochemical problems are
given elsewhere.36–38,125–127

The main point of eqn (11) and Fig. 5 is that ΔG°i→j, which determines the corresponding

, is correlated with the difference between the two minima of the  profile that
correspond to states i and j.

While our ability to reproduce the observed LFER might not look like a conceptual advance,
the fact that the EVB provides a rigorous basis for FER in condensed phases leads to a
different picture than that which has been assumed in traditional LFER studies. That is, as is
clear from the HAW relationship, it is essential to take into account the effect of Hij in
LFER studies that involve actual chemical reactions (rather than ET reactions). In such
cases, Hij is frequently very significant and its neglect leads to an incorrect estimate of the
relevant reorganization energy. This point has not been widely appreciated due to the fact

that the correlation between  and Δg‡ does not depend so critically on Hij. Thus, as long
as one fits the experimentally observed relationship by phenomenological parameters, it is
hard to realize that the relevant reorganization energies are underestimated in a drastic way.
A case in point is the systematic analysis of hydride transfer reactions by Kong and
Warshel,125 and SN2 reactions,38 which are summarized in Fig. 6.

The use of the EVB and eqn (10) in studies of reactions in solutions has been extended to
studies of LFER in enzymes. The successes of this approach have been demonstrated in
studies of carbonic anhydrase,42 p21 Ras,126,128 tyrosyl-tRNA synthetase,127 aspartic
proteases129 and DNA polymerase β.130,131 At present, we view these studies as the most
quantitative LFER studies of enzymes. It is also useful to point out the successes of our
approach in LFER studies of electron transport in proteins (e.g. ref. 121 and 132).

A recent attempt to derive an LFER for PT reactions has been reported by Kiefer and
Hynes,133 who basically used an EVB formulation, with a continuum treatment of the
solvent. Unfortunately, they assumed that a “Marcus relation was never actually derived for
PT reactions”, apparently choosing to ignore all the works above. Furthermore, their
derivation ignored the crucial effect of Hij. Nevertheless, it is encouraging to see the
effectiveness of the EVB in providing a molecular basis for LFER treatments again.
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VI. Proton transport in carbonic anhydrase as an example of the difference

between microscopic and phenomenological LFER

In order to illustrate our point about the difficulties associated with phenomenological LFER
treatments of reactions in solutions and in enzymes, it is instructive to consider the studies of
human carbonic anhydrase III (which will be referred to here as CA III).134 Studies of this
system134,135 demonstrated that the rate of PT in mutants of CA III is correlated with the
pKa difference between the donor and acceptor. It was found that the observed LFER
follows a Marcus’ type relationship. Although this study provided an excellent benchmark
for studies of PT in proteins, it also raised the question about uniqueness of the parameters
deduced from phenomenological LFER studies. This issue will be explored below.

The catalytic reaction of CA III can be described in terms of two steps. The first is attack of
a zinc-bound hydroxide on CO2

136

(12)

The reversal of this reaction is called the “dehydration step”. The second step involves the
regeneration of the OH− by a series of PT steps:137,138

(13)

where K_B = K_B/kB (in the notation of ref. 134) and BH+ can be water, buffer in solution or
the protonated form of Lys64 (other CAs have His in position 64). Previous experimental
studies134 have established a LFER that was fitted to Marcus’ equation using:

(14)

where the observed reaction free energy is given by ΔG°obs wr + ΔG° – wp, where wr is the
work of bringing the reactants to their reacting configuration and wp is the corresponding
work for the reverse reaction. ΔG° is the free energy of the reaction when the donor and

acceptor are at their optimal distance.  is the so-called intrinsic activation barrier which
is actually ¼ of the corresponding reorganization energy, λ. Here we use Δg‡ rather than
ΔG‡ for the activation barrier following the consideration of ref. 37. Eqn (13) can also be
written in the well-known form:

(15)

The phenomenological fitting processes yielded λ = 5.6 kcal mol−1 and wr ≅ 10.0 kcal
mol−1. The estimated value of λ appears to be in conflict with the value deduced from
computer simulation studies (λ ≅ 80 kcal mol−1 in ref. 42). Furthermore, the large value of
wr is hard to rationalize since the reaction involves a proton transfer between a relatively
fixed donor and acceptor (residue 64 and the zinc bound hydroxide). The very small values
of λ obtained by fitting eqn (13) to experiment are not exclusive to CA III. Similarly, small
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values were obtained in analysis of other enzymes and are drastically different from the
values obtained by actual microscopic computer simulations (note in this respect that λ
cannot be measured directly).

As pointed out before,139–141 the above discrepancies reflect the following problems: first,
the reaction under study may involve more than two intersecting parabolae and thus cannot
be described by eqn (14). Second, although eqn (14) gives a proper description for electron
transfer (ET) reactions where the mixing between the reactant and product state (H12) is
small, it cannot be used for describing proton transfer or other bond breaking reactions
where H12 is large. In such cases, one should use the HAW expression (see Section V).

In order to obtain a proper molecular description of LFER, it is essential to represent each
reactant, product or intermediate by a parabolic free energy function.37 In the case of CA III,
we describe the proton transfer from residue 64 (Lys or His) to the zinc-bound hydroxyl via

a bridging water molecule (and alternatively two water molecules), by considering the three
states:

(16)

where we denote the base at residue 64 by “B”, and where ψ1 and ψ2 correspond,
respectively, to the right and left sides of eqn (13) (see also Fig. 7 for a graphic description
of the three states). The relative free energy of these states can be estimated from the
corresponding pKas, where the pKas of (H2O)a and B are known from different
mutations,134 and the pKa of (H2O)b can be calculated by the PDLD/S-LRA approach. Note
that our three state systems can be easily extended to include one more water molecule and
one more state.

In order to set out the problem in a clear way for further considerations, we show the
potential surface for the wild type enzyme using pKas of 5.0 and 9.0 for (H2O)a and Lys64
(taken from ref. 134) and pKa = 0 for (H2O)b, evaluated by the PDLD/S-LRA method as
described in the previous section, in Fig. 8.

With the model of eqn (16) and with a reasonable estimate of the free energies ΔG°12 and
ΔG°23, we can start to evaluate the apparent activation barrier. Before doing so, we must
clarify several points: (i) a Marcus-type relationship and the corresponding LFER is only

valid for a two state system (1 → 2), i.e. for a reaction with a single step. We have, however,
a three state process that involves a two-step mechanism (1 → 2 → 3). Fitting such a system
to a Marcus type formula can lead to non-physical parameters (e.g. a value for λ that is too
small). (ii) In order to use the HAW approach in a three state system (or in a four state
system), we must consider the elementary rate constants and then consider the pre-
equilibrium concentrations. That is, for the reaction:

(17)

Kamerlin and Warshel Page 17

Faraday Discuss. Author manuscript; available in PMC 2014 October 03.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



where K12 = k12/k12 involves the forward and backward rate constants k12 and k21, while K23

= k23/k32 involves the rate constants k23 and k32 (note that k13 corresponds to k_B in eqn
(13)), we can fit the HAW equation to log k13 (or log kB), but if we want to obtain the LFER
for the 1 → 3 step we must take the free energy of state 2 into account. After some
manipulations,142 we obtain:

(18)

If the rate limiting step is 1 → 2, then k12 determines k13 and we can write:

(19)

Here, we neglected the (H12)2 term in eqn (10) for convenience, since the corresponding
correction is small in our case. Note also that the subscript “di” here denotes “diabatic”.

In light of the complexity of eqn (18) and (19), we find it more convenient to try to
reproduce the observed LFER by the direct evaluation of these equations, using the relevant
calculated and observed parameters, with an only minimal adjustment procedure. Our
starting point is the estimate of ΔG°12 and DG°23 for the different mutants studied in ref.
134. The relevant free energy values were obtained using the observed pKas of (H2O)a and
B64 and the calculated pKa of (H2O)b. We used the value λ23 ≅ 80 kcal mol−1 obtained from

EVB simulations42 as a generic value for both λ12 and λ23. The value of  was taken
to be 18 kcal mol−1 (which reflects a minor adjustment from the value found in ref. 42) and

 was taken to be 10 kcal mol−1 from an EVB study of a proton transfer from (H2O)a

to (H2O)b. With the estimated ΔG0, λ, and  we evaluated the diabatic free energy
functions and used them to obtain the corresponding (ΔΔg‡)di and δΔg‡ for several mutants.
The corresponding graphical analysis is given in Fig. 9a–c, and the resulting dependence of
ΔΔg‡ on ΔG13 in Table 1. As seen from the table and the figures, our model reproduced the
observed trend in a satisfactory way. However, the origin of the trend is very different to
that deduced from the two state Marcus equation. That is, the flattening of the LFER at ΔpKa

> 0, which would be considered in a phenomenological analysis of a two state model as the
beginning of the Marcus inverted region (where ΔG0 = −λ), is due to the behavior of the
three state system (see ref. 142).

The extraction of λ from fitting eqn (14) to the observed LFER requires that λ = −ΔG° so
that ΔG° < 0 in the point where the LFER becomes flat. This means that we must have data

from regions where ΔG° < 0. However, at least for the cases when  is rate limiting, ΔG

°12 cannot be negative and the observation of a beginning of a flat LFER is actually due to
other factors. It is also important to realize that λout cannot become too small and never
approaches zero, which is the continuum limit for a completely non-polar environment (see
discussion in ref. 143). The reason is quite simple; the protein cannot use a non-polar
environment, since this will drastically decrease the pKa of (H2Ob +). Instead, proteins use
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polar environments with partially fixed dipoles. However, no protein can keep its dipoles
completely fixed (the protein is flexible), and this thus gives a non-negligible λout (where
“out” denotes “outer sphere”). Of course, this reorganization energy is still smaller than the
corresponding value for proton transfer in solutions but it never approaches the low value
obtained from the fitting in a two state Marcus’ formula,144 without considering the effect of
the off-diagonal element.

As long as we obtain the value of Hij from fitting to the observed LFER, it is possible to
argue that both eqn (13) and (10) reflect a phenomenological fitting with a free parameter (w
and λ in the case of eqn (13) and Hij in the case of eqn (10)). The difference, however, is that
eqn (10) and the use of three free energy functionals reflects much more realistic physics.
This is evident, for example, from the fact that with eqn (10) we do not obtain an
unrealistically large wr. Note in this respect that ΔG°12 in eqn (18) might look like w in a
phenomenological fitting to Marcus’ equation. Of course, we can now obtain the Hij in the
protein by the FDFT approach, as was discussed in section III.3, but this is not essential for
the present discussion. It is also important to emphasize at this point that the present
treatment is not a phenomenological treatment with many free parameters as might be
concluded by those who are unfamiliar with molecular simulations. That is, our approach is
based on realistic molecular parameters obtained while starting from the X-ray structure of
the protein and reproducing the relevant pKas and reorganization energy. Reproducing the
observed LFER by such an approach without adjusting the key parameters is fundamentally
different to an approach that takes the observed LFER and adjusts free parameters in a given
model to reproduce it. In such a case, one could reproduce any experiment by almost any
model.

In order to further explore the validity of the stepwise modified Marcus’ model, we recently
developed145 a simplified EVB model which represents the given conduction chain by
explicit EVB, while representing the rest of the environment (protein and solvent) implicitly.
The implicit treatment forces the minima of the free energy parabolae of the simplified
model to coincide with those of the full model. The dynamics of the system are then studied
by Langevin dynamics simulations. The simulations established that the rate of the PTR
process is determined by the energetics of the proton along the conduction chain, once the
energy of the proton in the two successive sites is significantly higher than the energy of the
proton in the bulk water. The model was also applied to PTR in the K64H-F198D mutant of
CA III and reproduced the observed rate constant. Typical simulations for the case where the
energy of the proton on His64 is raised by 1.2 kcal mol−1 in order to accelerate the
calculations are described in Fig. 10. The calculated average time for PTR from His64 to the
Zn-bound hydroxide is about 5 × 10−6 s. Correcting this result for the energy shift and the
effect of using an overdamped rather than underdamped BD simulation gives a result that is
close to the observed kB(kB = 3 × 10−6 s). The simulation provides additional major support
for the use of the=HAW model.

We would also like to address the validity of the general use of eqn (10) and the multi-state
procedure used for studies of the proton transport (PT) in CA. The use of eqn (10) for
subsequent PT steps might look to some as an ad hoc approach, considering the assumption
that PTR processes involve the Grotthuss mechanism which is not sensitive to the ΔG°ij
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values for the sequential transfer process. However, the assumption that the Grotthuss
mechanism is a key factor recently underwent a major paradigm shift, where those who
supported this idea started to attribute major importance to the electrostatic barrier,146 in
agreement with our early view.147–149A major part of this realization has been “forced” on
workers in the field by the analysis of the blockage of PT in aquaporin (for a review, see ref.
149). The aquaporin study also established that the delocalization effects are relatively
small, and that in cases of a high barrier in the electrostatic profile, it is possible to use this
profile with a small modification instead of the EVB profile (see the validation studies in
Fig. 8 of ref. 149). Interestingly, the idea that the electrostatic profile is the key factor has
also been recently independently reached by other workers.150 The close relationship
between the full EVB free energy profile and the corresponding electrostatic profile has
allowed for major progress in studies of exceedingly complex PT processes in biology. In
particular, we have been able to explore the long-time pumping mechanism in cytocrome c
oxidase (CcO) while using Langevin dynamics and even Monte Carlo approaches,151 as
well as by careful EVB free energy calculations.152 Our studies are at present the only
studies that actually explore the relevant PT barriers rather than just the energetics of
rotating water molecules or protein groups, or the energetics of transferring protons between
water molecules without considering the transfer to and from the protein groups (see the
discussion in ref. 152). All of this has been mainly possible due to the development of the
EVB approach. Finally, combining EVB with a QM/MM approach has allowed us to
explore the primary PT in bacteriorhodopsin and its relationship to the change of the protein
conformational changes.153

VII. Using the EVB to assess the protein reorganization energy and the

preorganization concept

The previous sections established the validity of the EVB as a general tool for analyzing
activation barriers in enzymes and for correlating them with different factors. Since the
HAW equation reproduces the EVB trend, we may now ask which parameters contribute to
the catalytic effect, and what the molecular origin of the changes in these parameters
actually is. As shown in Fig. 11, the enzyme can reduce Δg‡ by reducing ΔG° or λ in the
Marcus formula or in the HAW equation (where it can also increase H12). In fact, the
question of whether the catalysis is due to the reduction of ΔG° or λ has attracted significant
interest.144,154 Unfortunately, the real question is what the molecular origin of the reduction
of ΔG and λ actually is. Superficial considerations seem to suggest an almost trivial rationale
for the reduction of λ and the corresponding catalytic effect. All that is needed, according to
the dielectric continuum theory, is a reduction in the dielectric constant, and thus it is
tempting to suggest that the protein reduces λ by providing a non-polar active site and
therefore a low dielectric constant.154,155 Unfortunately, non-polar active sites increase
rather than decrease the energy of polar transition states (relative to the corresponding
energy in water). Similarly, non-polar active sites do not help reduce the energy of charge
transfer reactions where the RS is more polar than the TS, despite the reduction in
reorganization energy (see Fig. 11). Apparently, enzyme active sites are polar rather than
non-polar and the origin of the reduction of ΔG‡ must be more complex.
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Our starting point in exploring the origin of the reduction in Δg‡ is what was learned from
computer simulation of enzymatic reactions. Such studies repeatedly showed that the

difference between  and  is mainly due to electrostatic effects. The calculations
indicated that enzymes “solvate” their TSs more than the corresponding TSs in the reference
solution reactions.2,156 The nature of this “solvation” effect appeared to be far from obvious.
That is, the calculated interaction energy between the TS charges of the reacting atoms and
the enzyme were found to be similar to the corresponding interaction energies in solution.
This finding indicated that the “strength” of the interactions could not explain the catalytic
effect. However, since the calculated electrostatic energy does account for the catalytic
effect, it is clear that we must examine the entire electrostatic energy associated with the
formation of the TS37 rather than only the interaction energy at the TS. This includes the
penalty for the reorganization of the environment upon “charging” the TS.

In order to analyze and quantify the overall electrostatic contribution associated with the
binding of the TS, it is useful to evaluate the free energy of forming the TS charges in the
enzyme and in solution. Performing such calculations by a FEP approach is very demanding,
but fortunately they can be conveniently approximated by using the linear response
approximation (LRA)157 shown in eqn (20):

(20)

where U is the solute–solvent interaction potential, Q designates the residual charges of the
solute atoms with Q‡ indicating the TS charges and <ΔU>Q designates an average over
configurations obtained from an MD run with the given solute charge distribution. The first
term in eqn (20) is the aforementioned interaction energy at the TS, where Q = Q‡, which is
similar in the enzyme and in solution. The second term expresses the effect of the
preorganization of the environment. If the environment is randomly oriented toward the TS
in the absence of a charge (as is the case in water), then the second term is zero and we
obtain:

(21)

where the electrostatic free energy is half of the average electrostatic potential.140 However,
in the preorganized environment of an enzyme, we obtain a significant contribution from the
second term and the overall ΔG(Q‡) is more negative than in water. This extra stabilization
is responsible for the catalytic effect of the enzyme.

Another way to look at the above TS stabilization is to realize that in water (where the
solvent dipoles are randomly oriented around the uncharged form of the TS), the activation
free energy includes the free energy needed to reorganize the solvent dipoles towards the
charged TS. On the other hand, the reaction in the protein costs less reorganization energy
since the active site dipoles (associated with polar groups, charged groups and water
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molecules) are already partially preorganized toward the TS charges,37,156 although this is
associated with polar rather than non-polar environments.

It is important to note that the reorganization energy associated with the binding of the
transition state charges is given by:

(22)

This reorganization energy is related to the well-known Marcus reorganization energy, but it
is not equal to it. More specifically, the Marcus reorganization energy158 is related to the
transfer from the reactant to the product state, while here we deal with charging the TS (see
the discussion in ref. 51). Nevertheless, calculations of the Marcus reorganization energy in
enzymes and in solution are also consistent with the above idea, and it has been repeatedly
found that λp is smaller than λw (see ref. 51 and 159–161), although this is associated with
polar rather than non-polar environments.

It is also useful to point out that the nature of the reorganization energies and the way to
evaluate this quantity is still not widely recognized in the computational chemistry
community (see also section III.4). This is to a large extent due to the unfamiliarity with the
EVB-based evaluation of the reorganization energy and the difficulties associated with
obtaining this quantity by standard molecular orbital approaches. Some workers still assume
(based on experimental analysis and ab initio calculations) that the reorganization energy is
very small in contrast to the EVB results of ref. 138. The reason for this is associated with
the assumption that the reorganization energy can be obtained from the ΔG‡ of eqn (14)
using the relationship ΔG‡ = λ/4. Unfortunately, ΔG‡ (the so-called intrinsic barrier)
corresponds to the adiabatic barrier, which reflects the effect of H12. A proper calculation of
λ by using the functional of eqn (3) gives unique and stable results with large λp.138

Perhaps one of the best examples of the crucial role of the preorganizaton effect has
emerged from recent studies of ketosteroid isomerase (KSI). A recent study of the binding of
different phenolate transition state analogues (TSAs) to ketosteroid isomerase (KSI)162

found a small change in the binding energy, accompanied by a change in the charge
delocalization of the TSAs, which was taken as proof that electrostatic effects do not make a
major contribution to catalysis. However, an in-depth EVB study163 of the relationship
between the binding of the TSAs and the chemical catalysis by KSI, as well as the binding
of the TS not only reproduced all relevant experimental results (which can be used to
quantify the different contributions to the observed effects), but also demonstrated that the
binding of the TSAs and chemical catalysis represent different thermodynamic cycles, with
very different electrostatic contributions. That is, while the binding of the TSA involves a
small electrostatic contribution, chemical catalysis involves a charge transfer process with
major electrostatic contribution, due to the preorganization of the active site. It was also
found that electrostatic preorganization contributions to the binding of the enolate
intermediate of KSI and the TS are much larger than the corresponding effect for the binding
of the TSAs. This reflects the dependence of the preorganization on the orientation of the
non-polar form of the TSAs, relative to the oxyanion hole. This work not only demonstrated
the need for computational studies in order to analyze key experimental findings about
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enzyme catalysis, but also illustrates the fact that is becoming clearer and clearer, that a
deeper understanding of this issue is crucial for enzyme design.92

Although it is becoming clear that the most important catalytic effect is due to electrostatic
preorganization,2 alternative proposals also have to be explored. Such explorations have
been considered in several of our reviews (e.g. ref. 121–123 and 160, amongst others), but
here we will only consider a few issues that are directly related to the use of the EVB
approach.

VII.1 The low barrier hydrogen bond proposal can be best examined by using VB concepts

The catalytic role of hydrogen bonds (HBs) has been an issue of significant controversy
since the identification of the oxyanion hole in subtilisin.164 This structural observation was
clearly consistent with the idea that HBs can stabilize the tetrahedral intermediate, but could
not provide any estimate of the relevant catalytic energy. Subsequent theoretical
studies83,156,165 have established the idea that the overall electrostatic effect of the
preorganized hydrogen bonds contributes to enzyme catalysis in a major way. These
theoretical predictions were confirmed by mutation experiments, which clearly
demonstrated that a single hydrogen bond can contribute around 5 kcal mol−1 to an ionic
transition state.166,167 The results of some specific mutation experiments were subsequently
reproduced by free energy perturbation/umbrella sampling (FEP/US) calculations.83

After the experimental demonstration of TS stabilization by HBs, it has been proposed by
several workers that HBs stabilize TSs in a special non-electrostatic way, which they called
a “low barrier hydrogen bond” (LBHB).168–170 The LBHB proposal has suggested that
catalytic HBs involve a flat minimum rather than a double minimum. Unfortunately, this
suggestion (which is sometimes true) does not allow one to distinguish the LBHB proposal
from the previous proposal of ionic HBs (and thus does not provide a testable definition).

In order to distinguish between ionic HBs and LBHBs, it is essential to first define the
LBHB proposal in a way that reflects the energetics of the system and can be used to
determine the actual catalytic contribution associated with this proposal. At present, the best
way to define the LBHB proposal is to use the valence-bond (VB) representation. This
representation can be treated in a simplified two-state version of the three-state model of
Coulson and Danielsson,171,172 augmented by the EVB solvent effect.37 Here, we consider
the [X− H–Y ⇌ X–H Y−] system as an example, but the same considerations will be
applicable to the [X− H–B+ ⇌ X–H B] system. At any rate, we can describe the total wave
function in the two state VB representation by:

(23)

where Φ1 = [X− H–Y] and Φ2 = [X–H Y−] are the diabatic wave functions whose energies
are E1 and E2, respectively. The coefficients C1 and C2 and the ground state free energy, Eg,
are obtained by solving the two-state VB secular equation in its EVB representation, where
Φ1and Φ2 are assumed to be orthogonal wave functions whose off-diagonal resonance
integral is the mixing term H12 (see ref. 37 and 173 for this description). Now we can
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approximate the adiabatic ground state free energy by eqn (24), which is written for the
present case as:

(24)

where r1 is the H–Y bond length and R is the X⋯Y distance, while g1 and g2 are the
diabatic free energy functionals that correspond to the diabatic potential surfaces E1 and E2,
respectively. This expression is obtained by converting the EVB ground state potential

energy, Eg, to the corresponding ground state free energy functional, , by the EVB
umbrella sampling approach. We can also approximate the adiabatic free energy barrier by:

(25)

where Δgdia’ is the diabatic free energy barrier obtained from the intersection of g1 and g2

and where the second and third terms reflect the differences between the diabatic and

adiabatic energies at r’ and . Eqn (23) allows us to immediately define the limits of a
LBHB and ionic HB. That is, since Δgdia’ can be approximated by Marcus’ formula and be
expressed as Δgdia’ (λ + ΔGPT)2/4λ, we obtain Δgdia’ ≃ λ/4 when ΔGPT ≃ 0. Thus, we will
have a single minimum or a very small barrier at r1 ≃ r’ for Δgdia’ ≃ ∣H12∣ and ΔGPT ≃ 0
(see Fig. 12). On the other hand, when λ/4 ≫ ∣H12∣, we will have a double minima system
which cannot be classified as a LBHB. We also note that the LBHB proponents distinguish
between a single minimum and a small barrier at r1 ≃ r’, but this does not change any of our
conclusions with regards to the interplay between λ and H12. The situation becomes much
clearer when ∣ΔGPT∣ > 0. In this case, we have an ionic HB (Φ1 or Φ2, depending on the sign
of ΔGPT) and we cannot describe the system as an LBHB.

The transition between the LBHB and HB limits can be further quantified by considering the

behavior of  and asking when this barrier becomes small. This can be formulated by
defining a parameter θ, as described in ref. 173.

(26)

This equation satisfies the relationship  where  is the adiabatic free

energy barrier of eqn (23). Now, when θ ≥ 1, we have  and the system can be
classified as an LBHB.

The above analysis allows one to see how the interplay between the covalent mixing H12

and the electrostatic (solvation) effects are reflected by λ and ΔGPT, which determines the
nature of ionic HBs. It is also important to note that ΔGPT is linearly correlated with the pKa

difference between the donor and acceptor, and thus we have a clear relationship between
the LBHB character and ΔGPT. Now, when θ ≤ 1 and when the minimum of the adiabatic

ground state is near  we can use perturbation theory and write:
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(27)

Note that g2 – g1 is rigorously equal to E2 – E1.120 The magnitude of  can tell us how
much delocalization we still have in the given HB. At any rate, we established here that the
existence of an LBHB is defined in terms of the competition between H12 and (λ + ΔGPT).
In other words, we are dealing here with a competition between the localized [X–H Y−], [X−

H–Y] pictures and delocalized [X−½⋯H⋯Y−½] picture. In the gas-phase, the delocalized
picture tends to dominate, while in solution the localized picture is more important.

With the above limiting cases in mind we can ask what is new in the LBHB proposal.
Obviously, the idea that HBs (which are preorganized to stabilize ionic TSs) contribute to
catalysis is not new (see above). Thus, the only new element in the LBHB proposal is the
idea that the covalent delocalized character, which leads to the single energy minimum, is
the origin of the catalytic effect. In this respect, it should be clear that HBs in solution have a
significant covalent character (for an early demonstration, see ref. 82). Furthermore, for the
LBHB proposal to be valid, the covalent character must be larger in the enzyme than in
solution, and the corresponding difference must be the source of the HB catalytic effect.
Obviously, these issues cannot be examined without evaluating the relevant energies.

At this point it is important to clarify that the entire issue of the validity of the LBHB
proposal is related to the interaction between the environment and the VB states of the given
ionic HB (in the gas phase we will frequently have LBHBs). The proponents (who originally
assigned the enormous energy of ~20 kcal mol−1 to LBHB in enzymes) of gas-phase LBHB
(e.g. ref. 168), argued that × the enzyme environment is non-polar and thus should
presumably lead to gas-phase-like LBHB. However, such desolvation arguments are not
useful without actual calculations of the relevant polarity and the corresponding solvation
effect (in fact, all consistent studies demonstrate that enzyme sites are very polar, e.g. ref.
37). Performing such calculations in a reliable way is the best way to examine the LBHB
proposal.

This work will not examine specific LBHB proposals since this was done in many of our
works including a very recent one.174 Instead we would only like to emphasize the
importance of a well-defined, testable definition. We also take exception to more traditional
definitions that unfortunately led the LBHB proponents into circular logic. The landmark
work of Hibbert and Emsley175 classified HBs according to what they called weak,
intermediate and strong HBs. Now, while the review of ref. 175 is very instructive, it does
not address the effect of the environment on the nature of HBs and thus, in contrast to the
EVB approach, cannot be used to analyze this crucial effect or to examine the LBHB
proposal. Furthermore, and more importantly, the notion of the strength of HBs, which is
reasonable when one deals with HBs in a single phase (e.g. gas or solution), becomes
extremely problematic when one deals with HBs in proteins. Here, what counts is the energy
relative to the corresponding energy in water (stability rather than force). The best way to
see this fact is to realize that an ionic HB is very strong in the gas phase, but much less
stable than the “weak” HBs in water (see ref. 173 for a clear demonstration of this issue).
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Once we avoid the ill-defined concept of “strength” we are back to the above VB definition
of the relative energy of the two VB states.

One of the most crucial ingredients for following the LBHB “controversy” is the ability to
judge different arguments at their face value. Thus, it is useful to examine the arguments that
the LBHB proposal also applies to asymmetric HBs (e.g. ref. 176). One can perhaps trace
this proposal to the statement in ref. 169 that when the fractional charge (δ) on the donor is
between 50% to almost 100%, we can have an LBHB. Unfortunately, if we allow the
fractional charge to be close to 100% we clearly cannot have an LBHB, since this
contradicts the assumption of equal pKa (ΔGPT ≃ 0), which is shared by all the LBHB
proponents, including those of ref. 169.

Having δ ~ 1 corresponds exactly to the localized ionic HB concept, which means that
assigning such a system as an LBHB cannot be a new proposal (see above). Apparently, the
suggestion that an asymmetric HB is compatible with the LBHB proposal is simply
inconsistent with the requirement of having a new proposal or having ΔpKa ~ 0. In other
words, the common case of asymmetric single-minimum ionic HBs is not a LBHB but a
clear case where the ΔpKa is large. Note in this respect that the idea that LBHBs may
involve asymmetric charge distribution is in contrast with the molecular figures presented by
the LBHB proponents (e.g. Scheme 1 in ref. 177).

It is also important to point out that the LBHBs cannot be defined by such terms as “short
strong HB” (SSHB), since an ionic HB can also be short. Furthermore, in contrast to
statements (e.g. ref. 176) that the LBHB proposal does not imply that the proton is found at
an equal distance from the donor and acceptor, this is precisely the requirement for a
consistently defined LBHB model. That is, if we have a large ΔGPT we can have an
asymmetric HB with [X− H–Y] as a dominant form so that the proton will be attached to Y.
Since this will clearly be an ionic HB, we conclude that the identification of an LBHB with
a single minimum system is only valid when the minimum is at the center of the X⋯Y
vector.

As far as the definition of the LBHB proposal is concerned, it is important to address the
repeated attempts to use experimental observations as operational definitions of this
proposal (e.g. ref. 170 and 177). Apparently, such a definition confuses the interpretation of
experiments with experimental facts. Apparently, most experimental-based definitions of the
LBHB proposal are equally consistent with the existence of an ionic HB. Several
experiments (e.g. studies of the N–H distance) are far more consistent with the ionic HB
than the LBHB picture. However, the most crucial issue is the relative energy of the VB
states or the ΔpKa (or ΔGPT) in the protein active site at the TS. Now ΔpKa > 0, but this is
inconclusive since we have no experimental assignment of all the relevant protonation states
(see below) of the states involved. Thus, it is crucial to use theoretical calculations to resolve
the LBHB issue.

VIII. Using the EVB to explore dynamical proposals

The proposal that special “dynamical” effects play a major role in enzyme catalysis (e.g. ref.
178 and 179) has become quite popular in recent years (e.g. ref. 180–190). However, a
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significant part of this popularity is a reflection of confusion with regards to the nature of
dynamical effects, and the requirement for catalytic contributions, which must be related to
the reference reaction in solution. Apparently, many workers overlooked the difference
between the well-known fact that all chemical and biological processes involve atomic
motions to the requirement for these to be true dynamical contributions to catalysis.

The dynamical proposal has been analyzed at great length in several recent reviews.51,121,123

These studies used the EVB approach, and were able to show that enzyme catalysis is not
due to dynamical effects, regardless of the definition used. The reader is encouraged to look
at the above works themselves, and here we will only mention one recent point. That is,
instructive NMR experiments (e.g. ref. 186 and 191–194) have demonstrated the
involvement of different motions in enzymatic reactions. The obvious existence of motions
that have components along the reaction coordinate does not in itself constitute a dynamical
effect unless these motions are shown to be coherent. Probably, all the motional effects
identified so far are related to entropic factors (i.e. to changes in the available
configurational space), rather than being real dynamical effects. Unfortunately, there is no
current experiment that can separate the conformational and chemical motions. On the other
hand, our recently developed approach195 has allowed us to use a reduced coarse grained
(CG) model to simulate effective millisecond trajectories in the conformational and
chemical coordinates. This study established that the energy of the conformational
coordinate is fully randomized before it can be transferred to the chemical coordinate,195

illustrating that dynamical effects cannot be used to accelerate enzymatic reactions.

IX. Recent attempts to adopt the EVB under a different name

As discussed in section II.4, the EVB has been widely adapted in recent years, sometimes
under a different name. One of the most high profile recent attempts at this was initially
started with gas-phase studies55,196 under the name “multi-configurational molecular
mechanics” (MCMM), which is effectively an identical approach to the EVB, as has already
been discussed in ref. 47,48. The more recent attempt to extend the EVB to studies in
solution56 under the name “electrostatically embedded MCMM based on the combined
density functional and molecular mechanical method”56 is more problematic, since to a
superficial reader, it may appear to be a novel and effective innovation. However, the
electrostatically embedded MCMM (which we refer to here as the EE-MCMM(EVB)) is
basically identical to regular EVB, with the exception of one minor modification that is in
itself problematic (except for cases where it has negligible effect). That is, this method has
the same diagonal EVB elements ε1 and ε2 (called V11 and V22 in ref. 56), and the same
crucial embedding by adding the interaction of the diabatic charges with the solvent
potential to ε1 and ε2 as in the original EVB, and the ground state energy (Eg) is again
obtained by mixing the effective off diagonal terms from eqn (4) above. Now (see ref. 57)
the solvent is incorporated into the EE-MCMM diagonal elements in the same way as is
done by the standard EVB treatment. Even the addition of the solute polarization in the

MCMM states has long been implemented in some EVB studies. In fact, our  has been
treated more consistently than in the treatment of ref. 56, being evaluated consistently (see
eqn (7) of ref. 83) with the effect of the solvent permanent and induced dipoles included
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(which are not yet considered by the EE-MCMM), and not by trying to do so by some
expansion treatment that might or might not provide correct results.

The off-diagonal element of the EE-MCMM is not written explicitly in ref. 56, and we are
told56 that H12 (V12) is based on the Shepard interpolation scheme, where it is really based
on the EVB equation (eqn (4)), a fact which the authors seem to hide by never mentioning
this fact. Of course, many interpolation approaches could be used to fit to the ab initio and
some of them could be more effective where all the discussion is about the technical
interpolation (perhaps in order to draw attention away from the basic EVB treatment). At
any rate it is stated that V12 is evaluated as in ref. 196, which uses precisely the EVB
equation (eqn (4)) above. Now the attempt is to imply that we have here a new approach to
obtain energy surfaces in aqueous solution with electronic structure information obtained
entirely in the gas phase using a solvent dependent V, based on the gas-phase charges:56

(28)

(where we used the notation of ref. 56 for eqn (4)).

However, this treatment does not provide a quantitative way to obtain the solvated V12 or the
solvated ground state. That is, if the expansion treatment of ref. 56 were able to reproduce a
correct description of the ground state adiabatic surface in solution, there would be no need
for any EVB treatment or any diabatic Vii, and the expansion would have provided the long
awaited solution to the general QM/MM-FEP problem by gas-phase expansion so that no-
one would need an EVB type formulation. As to the problems with evaluating Vg (and thus
H12) by the expansion approach, we can return to our standard example of SN1
reactions.37,38 In this case, the gas-phase system in the large separation range is a biradical,
with zero charge on the separated atoms. The first term in the expansion will be zero since
this term is the gas-phase charge, thus the expansion will give zero solvent effect on Vg (in
contrast to the enormous effect obtained with the correct solvation treatment). In fact, the
success of the approach of ref. 56 in the case of SN2 reactions is to be expected, since even
the full gas-phase charge distribution (in the Jorgensen’s QM-FE treatments) gives
reasonable results.197 However, the same results would be obtained with the EVB and
constant H12, and this type of EVB also works extremely well in the case of SN2
reactions.37,198 (For more discussion, see ref. 57.)

Therefore, the EE-MCMM method is practically identical to the EVB approach once H12 is
taken to be solvent independent (otherwise we have an inconsistent attempt to obtain solvent
dependence (see ref. 57). In this case, the consistent embedding is entirely due to the effect
of the solvent on the diagonal EVB elements. The argument that we have a new method here
is particularly alarming when it is presented as the development of a “novel approach” that
can be used for studies of enzymatic reactions.

It appears that the MCMM approach is exactly the same as the EVB approach. In other
words, the MCMM approach is not equal to the diatomic-in-molecule approach or any other
method that is presented as an alternative in ref. 54, but rather it is precisely identical to the
EVB. Additionally, the embedded MCMM approach is identical to the solvated EVB. The
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diabatic EVB is now used by many major players who have all carefully established its
validity (e.g. ref. 198 and 199). Finally, the authors of ref. 54 imply through the text that this
work will pave the way for the study of reactions in enzymes. We would like to point out
that we have already studied not only the model reaction in solution but also the DhlA
reaction itself by means of ab initio QM/MM with extensive configurational sampling using
the EVB as a reference potential34 with highly promising results. In fact, our EVB approach
has already been successfully applied to studies of enzymatic reactions from as early as
1980, and has since also been successfully implemented to do the same thing by several
other key workers (see ref. 65–69 for just a few examples).

X. Concluding remarks

In recent years, hybrid quantum mechanical/molecular mechanical approaches have
exploded in popularity, and have rapidly become the key tool for studies of chemical
processes in proteins.4,6,8–10,13–16,200–202 However, despite this, we have not yet reached the
stage where we can use QM/MM approaches for fully quantitative studies of enzyme
catalysis. This is mainly due to the fact that a quantitative evaluation of the potential surface
for the reacting fragment should involve ab initio electronic structure calculations, which are
too expensive to allow for the configurational averaging needed for proper free energy
calculations. While specialized approaches have helped move towards ab inito free energy
calculations, such approaches are still in the development stage.5,34,35,203 As we have
demonstrated here, the EVB is a proper QM/MM method that describes reactivity by mixing
diabatic states that correspond to the classical valence bond structures that describe the
reactant, intermediate (or intermediates) and product states. Amongst its many advantages
are included the fact that this approach facilitates proper configurational sampling and
convergent free energy calculations (which includes the inherent ability to evaluate non-
equilibrium solvation effects51). Additionally, the EVB approach can consistently and
conveniently treat the solute–solvent coupling, which is not only essential for the proper
modeling of charge-separation reactions but also in allowing for reliable and convenient
calibration to ab initio calculations. Finally, the EVB is the ideal reference potential for ab

initio QM/MM calculations, as it stores a tremendous amount of chemical information.

In this work, we have demonstrated that the EVB approach provides a powerful way to
connect the classical concepts of physical organic chemistry to the actual energetics of
enzymatic reactions by means of computation. That is, when concepts such as Marcus’
parabolae are formulated in a consistent microscopic way, they allow us to obtain
quantitative LFER in enzymes and in solution, which in turn allows us to quantify catalytic
effects and to define them in terms of the relevant reaction free energies, reorganization
energies and the preorganization of the enzyme active sites. Thus, we believe that the EVB
approach is probably the most powerful current strategy as far as studies of chemical
processes in the condensed phase in general and in enzymes in particular are involved,
especially when trying to explore the origin of enzyme catalysis.
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Fig. 1.

a) Free energy functionals (Δg1 and Δg2) for the SN2 reference reaction in solution as a
function of the energy gap Δε. (b) The actual adiabatic free energy function for the above
system (taken from ref. 38).
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Fig. 2.

Contour plot of the ground-state adiabatic potential surfaces obtained by (a) EVB with a
gas-phase shift of −23, (b) EVB with a gas-phase shift of +23.4 and (c) ab initio (B3LYP/
6-311++G**). The reaction has been defined in terms of C–O (x axis) and C–Cl (y axis)
distances. All energies are given relative to that of the reactant state, and all energies are
given in kcal mol−1.
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Fig. 3.

QM/MM activation free energies obtained by moving from the EVB to the QM/MM
surfaces. This figure was originally presented in ref. 34.
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Fig. 4.

(Left) Diabatic and adiabatic FDFT energy profiles for the reaction, Cl− + CH3Cl → ClCH3
+ Cl−, in the gas phase and in solution, where the reaction coordinate is defined as the
energy difference between the diabatic surfaces, Δε = ε1 – ε2. (Right) Plot of the Hij of the
reaction, Cl− + CH3Cl → ClCH3 + Cl−, both in the gas phase and in solution. The data are
obtained from the diabatic and the adiabatic curves of Fig. 1, using

 (taken from ref. 58).
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Fig. 5.

A schematic description of the relationship between the free-energy difference ΔG0 and the
activation free energy Δg‡. The figure illustrates how a shift of Δg2 by ΔΔG0 (that changes
Δg2 to ΔG2 and ΔG0 to ΔG0 + ΔΔG0) changes ΔG‡ by a similar amount (taken from ref.
204).
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Fig. 6.

a) Calculated relationship between Δg‡ and ΔG0 for a series of SN2 reactions. (b)
Dependence of the correlation coefficient δΔg‡/δΔG0 on ΔG0. (Taken from ref. 38.)
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Fig. 7.

Three-state description of the PT in CA III for a case where the transfer involves two water
molecules (taken from ref. 142).
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Fig. 8.

Analysis of the energetics of PT in the i, ii, and iii mutants of CA III. The figure describes
the three states of eqn (16) and considers their change in each of the indicated mutants
(relative to the native enzyme). The figure displays the changes in the diabatic potential
surfaces and the corresponding changes in the adiabatic activation barriers. The figure also
gives the changes in the diabatic activation energies. The final activation barrier is taken in
each case as the highest adiabatic barriers (taken from ref. 142).
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Fig. 9.

Calculated and observed FER for CA III. The different systems are marked according to the
notation of ref. 142. The term ΔpKa corresponds to the pKa difference between the
zincbound water and the pKa of the given donor group (DpKa = −Δg13/2.3RT) (taken from
ref. 142).
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Fig. 10.

The time dependence of the probability amplitude of the transferred proton for a LD
trajectory for a PTR that starts at His64 and ends at OH− in the overdamped version of
model S/A of the K64H-F198D mutant of CA III. The calculations were accelerated by
considering a case where the minimum at site d is raised by 1.2 kcal mol−1 (taken from ref.
145).
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Fig. 11.

Different models for reducing Δg‡. (a) ΔG12 is reduced while keeping the positions of the
free energy functionals unchanged. (b) The minimum of Δg2 is shifted, thus changing the
reorganization energy (taken from ref. 204).

Kamerlin and Warshel Page 46

Faraday Discuss. Author manuscript; available in PMC 2014 October 03.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Fig. 12.

a) A two-state VB model for an ionic hydrogen bonded system (see ref. 174). The free
energies g1 and g2 correspond to the states [X− H–Y] and [X–H Y−]. The ground state

surface Eg (with a corresponding free energy surface and ) is obtained from the mixing of
the two states. The donor and the acceptor are held at a distance R. The equilibrium
distances for isolated X–H and H–Y fragments are designated by r1

0 and r2
0. λ and ΔGPT

designate the reorganization energy and proton transfer energies, respectively. (b) A two-
state VB model in the LBHB limit. In this case, ΔGPT ≈ 0 and H12 ≥ λ/4.
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