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#### Abstract

SUMMARY It is shown that an asymptotically precise one-term correction to the asymptotic distribution function of the classical Cramér-von Mises statistic approximates the exact distribution function remarkably closely for sample sizes as small as 7 or even smaller. This correction can be quickly evaluated, and hence it is suitable for the computation of practically exact $p$-values when testing simple goodness of fit. Similar findings hold for Watson's rotationally invariant modification, where a sample size of 4 appears to suffice.
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## 1. ASYMPTOTIC THEORY FOR $\omega_{n}^{2}$

Let $X_{1}, \ldots, X_{n}$ be independent identically distributed random variables with pertaining sample distribution function $F_{n}(x)=n^{-1} \#\left\{1 \leqslant k \leqslant n: X_{k} \leqslant x\right\}, x \in \mathbf{R}$. The Cramér-von Mises statistic for testing whether the random variables have distribution function $F()$, assumed to be a continuous function on the real line $\mathbf{R}$, is

$$
\omega_{n}^{2}=n \int_{-\infty}^{\infty}\left\{F_{n}(x)-F(x)\right\}^{2} \mathrm{~d} F(x)=n \int_{0}^{1}\left\{G_{n}(s)-s\right\}^{2} \mathrm{~d} s,
$$

where $G_{n}(s)=n^{-1} \#\left\{1 \leqslant k \leqslant n: U_{k} \leqslant s\right\}, 0 \leqslant s \leqslant 1$, is the empirical distribution function of the independent random variables $U_{1}=F\left(X_{1}\right), \ldots, U_{n}=F\left(X_{n}\right)$, uniformly distributed in the interval $[0,1]$. If $U_{1, n} \leqslant \ldots \leqslant U_{n, n}$ denote the corresponding uniform [ 0,1 ] order statistics, then the latter form can be integrated out to obtain

$$
\begin{equation*}
\frac{1}{12 n} \leqslant \omega_{n}^{2}=\frac{1}{12 n}+\sum_{k=1}^{n}\left(U_{k, n}-\frac{2 k-1}{2 n}\right)^{2} \leqslant \frac{n}{3}, \quad n=1,2, \ldots, \tag{1.1}
\end{equation*}
$$

where the bounds are achieved with probability 0 , the upper bound $n / 3$ when either $U_{n, n}=0$ or $U_{1, n}=1$. Hence for the distribution functions $V_{n}(x)=P\left\{\omega_{n}^{2} \leqslant x\right\}, x \in \mathbf{R}$, we have $V_{n}(x)=0$ if $x \leqslant 1 / 12 n$ and $V_{n}(x)=1$ if $x \geqslant n / 3$.

Statistics similar to $\omega_{n}^{2}$ were proposed by Cramér (1928), pages 145-147, and von Mises (1931), pages 316-335. The distribution-free variant $\omega_{n}^{2}$ itself was introduced by Smirnov (1936, 1937), giving credit to V. I. Glivenko in a footnote on p. 974 in the 1937 paper. With i denoting the imaginary unit, Smirnov proved that, for all $t \in \mathbf{R}$,

[^0]\[

$$
\begin{align*}
\lim _{n \rightarrow \infty}\left[E\left\{\exp \left(\mathrm{i} t \omega_{n}^{2}\right)\right\}\right] & =\lim _{n \rightarrow \infty}\left\{\int_{1 / 12 n}^{n / 3} \exp (\mathrm{i} t x) \mathrm{d} V_{n}(x)\right\}=\left\{\frac{(-2 \mathrm{i} t)^{1 / 2}}{\sinh (-2 \mathrm{i} t)^{1 / 2}}\right\}^{1 / 2}=\varphi(t) \\
& =\int_{0}^{\infty} \exp (\mathrm{i} t x) \mathrm{d} V(x) \tag{1.2}
\end{align*}
$$
\]

A related result is by von Mises (1947) for his version of $\omega_{n}^{2}$. Smirnov's result in equation (1.2) implies that $\lim _{n \rightarrow \infty}\left\{V_{n}(x)\right\}=V(x), x \in \mathbf{R}$, where $V(x)=0$ if $x \leqslant 0$, and $\varphi$ () was also inverted by $\operatorname{Smirnov}(1936,1937)$, obtaining the first formula

$$
\begin{align*}
V(x) & =1-\frac{2}{\pi} \sum_{k=1}^{\infty}(-1)^{k+1} \int_{(2 k-1) \pi}^{2 k \pi} \frac{\exp \left(-u^{2} x / 2\right)}{(-u \sin u)^{1 / 2}} \mathrm{~d} u \\
& =\frac{1}{\pi^{3 / 2} x^{1 / 2}} \sum_{k=0}^{\infty} \frac{\Gamma\left(k+\frac{1}{2}\right)}{k!}(4 k+1)^{1 / 2} \exp \left\{-\frac{(4 k+1)^{2}}{16 x}\right\} K_{1 / 4}\left\{\frac{(4 k+1)^{2}}{16 x}\right\} \\
& =\frac{2}{\pi^{1 / 2} x^{1 / 4}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-\frac{1}{2}}{k} \exp \left\{-\frac{(4 k+1)^{2}}{16 x}\right\} D_{-1 / 2}\left(\frac{4 k+1}{2 x^{1 / 2}}\right), \quad x>0, \tag{1.3}
\end{align*}
$$

where $\Gamma(y)=\int_{0}^{\infty} u^{y-1} \exp (-u) \mathrm{d} u, y>0$, is the usual gamma function and $K_{\nu}()$, $\nu>-\frac{1}{2}$, is a modified Bessel function of the third kind (Watson (1966), p. 172):

$$
\begin{equation*}
K_{\nu}(y)=\frac{\pi^{1 / 2} y^{\nu}}{2^{\nu} \Gamma\left(\nu+\frac{1}{2}\right)} \int_{0}^{\infty} \exp (-y \cosh u) \sinh ^{2 \nu}(u) \mathrm{d} u, \quad y>0 \tag{1.4}
\end{equation*}
$$

and $D_{v}(u), u \in \mathbf{R}$, is the parabolic cylinder function of index $v \in \mathbf{R}$ (Abramowitz and Stegun (1973), p. 687). The second formula is due to Anderson and Darling (1952), who also identified $V()$ as the distribution function of the random variable $\omega^{2}=$ $\int_{0}^{1} B^{2}(s) \mathrm{d} s$, where $\{B(s): 0 \leqslant s \leqslant 1\}$ is a Brownian bridge, and compiled the first table of quantiles of $V$. The third line in equation (1.3) results from the second by the case $l=1$ of the identity

$$
\begin{equation*}
(-1)^{k}\binom{-l / 2}{k}=\frac{\Gamma(k+l / 2)}{k!\Gamma(l / 2)}, \quad k=0,1,2, \ldots, \quad l=1,2, \ldots, \tag{1.5}
\end{equation*}
$$

and that $\Gamma\left(\frac{1}{2}\right)=\pi^{1 / 2}$, and by the first of the identities $D_{-1 / 2}\left(2 u^{1 / 2}\right)=u^{1 / 4} K_{1 / 4}(u) / \pi^{1 / 2}$,

$$
\begin{gather*}
D_{1 / 2}\left(2 u^{1 / 2}\right)=\frac{u^{3 / 4}}{\pi^{1 / 2}}\left\{K_{1 / 4}(u)+K_{3 / 4}(u)\right\},  \tag{1.6}\\
D_{3 / 2}\left(2 u^{1 / 2}\right)=\frac{u^{5 / 4}}{\pi^{1 / 2}}\left\{2 K_{1 / 4}(u)+3 K_{3 / 4}(u)-K_{5 / 4}(u)\right\}
\end{gather*}
$$

for all $u>0$ (Abramowitz and Stegun (1973), p. 692). The most extensive table for the values of $V()$ to date has been computed by Martynov (1978), pages 63-64.

For possible refinements of the limit theorem $\Delta_{n}=\sup \left\{\left|V_{n}(x)-V(x)\right|: x \in \mathbf{R}\right\}$ $\rightarrow 0$, Darling (1960) proposed, without proof, the expansion $E\left\{\exp \left(-z \omega_{n}^{2}\right)\right\}$ $\approx E\left\{\exp \left(-z \omega^{2}\right)\right\}+a(z) n^{-1}, z \geqslant 0$, where extending $\varphi()$ in equation (1.2) for complex arguments and setting $\xi(z)=\varphi(\mathrm{iz})$,

$$
\begin{equation*}
a(z)=\frac{1}{12}\left[\xi(z)-\left\{\frac{1}{3}+\frac{7}{24} \cosh (2 z)^{1 / 2}\right\} \xi^{3}(z)-\left\{\frac{1}{3}+\frac{1}{24} \cosh (8 z)^{1 / 2}\right\} \xi^{5}(z)\right] . \tag{1.7}
\end{equation*}
$$

Then, in the period 1965-74, improving results for the rate of convergence were obtained in the form $\Delta_{n}=O\left(r_{n}\right)$, with $r_{n}=(\log n)^{-1 / 4}$ by Kandelaki, $r_{n}=n^{\epsilon-1 / 10}$ and $r_{n}=n^{-1 / 6}$ in two papers by Sazonov, $r_{n}=(\log n)^{3 / 2} n^{-1 / 5}$ by Rosenkrantz, $r_{n}=$ $(\log n)^{3 / 2} n^{-1 / 4}$ by Kiefer, $r_{n}=(\log n)^{5 / 4} n^{-1 / 4}$ by Nikitin, $r_{n}=n^{c-1 / 3}$ by Orlov, for any $\epsilon>0$, and finally $r_{n}=(\log n) n^{-1 / 2}$ in Csörgő (1976) that contains the seven references. The last $r_{n}$ is still far from accurate. Csörgő $(1975,1976)$ also established an expansion for $E\left\{\exp \left(-z \omega_{n}^{2}\right)\right\}$ with a formal inversion for $V_{n}()$. The former is claimed for all complex $z$ with real part $\mathcal{R}(z) \geqslant 0$. However, an inspection of the proof shows that it holds at best for real $z>0$. As a result of this, some terms are missing in the expansion for $V_{n}()$.

Finally, the expansion

$$
V_{n}(x)=V(x)+\sum_{j=1}^{r} \psi_{j}(x) n^{-j}+O\left(n^{-r-1}\right), \quad x \in \mathbf{R}
$$

was established by Götze (1979) for every fixed integer $r \geqslant 1$ and for some coefficient functions $\psi_{1}(), \psi_{2}(), \ldots$, where the remainder term is uniform in $x$. Whereas some basic techniques for estimating the remainder term are due to van Zwet (1977), Götze's basic innovation was the application of powerful Hilbert space ideas. In particular, $\Delta_{n}=O(1 / n)$ as $n \rightarrow \infty$, and this rate is unimprovable. For closely related theoretical results the reader is referred to Bentkus and Zitikis (1988), Zitikis (1988, 1989) and Bentkus et al. (1993).

Götze (1979) provided a general mathematical description of the coefficients, but the theoretical determination of $\psi_{2}(), \psi_{3}(), \ldots$ in terms of numerically computable functions appears to be hopeless. Therefore, we must resort to the one-term special case

$$
\begin{equation*}
V_{n}(x)=V(x)+\frac{\psi_{1}(x)}{n}+O\left(\frac{1}{n^{2}}\right), \quad x \in \mathbf{R} \tag{1.8}
\end{equation*}
$$

We shall claim that this should be sufficient for practical purposes. For this, with $\varphi$ () as in equation (1.2), Götze determines the Fourier-Stieltjes transform $\vartheta_{1}(t)=$ $\int_{0}^{\infty} \exp (\mathrm{itx}) \mathrm{d} \psi_{1}(x)$ as

$$
\begin{equation*}
\vartheta_{1}(t)=\frac{1}{12} \varphi(t)-\frac{-2 \mathrm{i} t}{144} \varphi(t)-\frac{1}{36} \varphi^{3}(t)-\frac{1}{32} \varphi^{5}(t)-\frac{7 \cosh (-2 \mathrm{i} t)^{1 / 2}}{288} \varphi^{2}(t) \tag{1.9}
\end{equation*}
$$

for all $t \in \mathbf{R}$. For later reference, we note that if we extend Darling's function $a($ ) in equation (1.7) by considering $a(z), \mathcal{R}(z) \geqslant 0$, given by his formula, and put $\vartheta(t)=$ $a(-\mathrm{it})$ then $\vartheta() \neq \vartheta_{1}()$ on $\mathbf{R}$. Therefore, there is no theoretical basis for using an inverted form of Darling's (1960) heuristic approximation for the approximation of $V_{n}()$.

As stated by Erdélyi et al. (1954), p. 246, equation (9), or Oberhettinger and Badii (1973), p.259, equation (5.94), for all complex $z$ with $\mathcal{R}(z)>0$ and any constants $A>0$ and $v \in \mathbf{R}$,

$$
z^{v} \exp \left(-A z^{1 / 2}\right)=\int_{0}^{\infty} \exp (-z x)\left\{\frac{2^{-v-1 / 2}}{\pi^{1 / 2}} \frac{1}{x^{v+1}} \exp \left(\frac{-A^{2}}{8 x}\right) D_{2 v+1}\left(\frac{A}{2^{1 / 2} x^{1 / 2}}\right)\right\} \mathrm{d} x
$$

Using this, Götze (1979) also gave a formula for $V(x)+\psi_{1}(x) n^{-1}$ in equation (1.8). However, his inversion is in error. For the leading term his formula gives half of what is in the third line of equation (1.3), and other terms also turned out to be similarly incorrect. Hence we must reinvert equation (1.9) here. Following Anderson and Darling's (1952) example 1, for all the terms in equation (1.9), with the simplification provided by the inversion formula above, we obtain

$$
\begin{aligned}
\psi_{1}(x)= & \frac{1}{12} V(x)-\frac{1}{9 \pi^{1 / 2} x^{3 / 4}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-\frac{3}{2}}{k} \exp \left\{-\frac{(4 k+3)^{2}}{16 x}\right\} D_{1 / 2}\left(\frac{4 k+3}{2 x^{1 / 2}}\right) \\
& -\frac{7}{144 \pi^{1 / 2} x^{3 / 4}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-\frac{3}{2}}{k} \exp \left\{-\frac{(4 k+1)^{2}}{16 x}\right\} D_{1 / 2}\left(\frac{4 k+1}{2 x^{1 / 2}}\right) \\
& -\frac{7}{144 \pi^{1 / 2} x^{3 / 4}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-\frac{3}{2}}{k} \exp \left\{-\frac{(4 k+5)^{2}}{16 x}\right\} D_{1 / 2}\left(\frac{4 k+5}{2 x^{1 / 2}}\right) \\
& -\frac{1}{72 \pi^{1 / 2} x^{5 / 4}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-\frac{1}{2}}{k^{2}} \exp \left\{-\frac{(4 k+1)^{2}}{16 x}\right\} D_{3 / 2}\left(\frac{4 k+1}{2 x^{1 / 2}}\right) \\
& -\frac{1}{4 \pi^{1 / 2} x^{5 / 4}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-\frac{5}{2}}{k} \exp \left\{-\frac{(4 k+5)^{2}}{16 x}\right\} D_{3 / 2}\left(\frac{4 k+5}{2 x^{1 / 2}}\right)
\end{aligned}
$$

for all $x>0$. Although this formula lends itself to numerical computation in principle, most software packages do not contain built-in routines for the functions $D_{v}()$, whereas many such packages have routines for the Bessel functions $K_{v}$ ( ) in equation (1.4). Using now the identities (1.5) and (1.6) and a standard property of the gamma function,

$$
\begin{equation*}
\psi_{1}(x)=\frac{1}{12} V(x)+\frac{1}{\pi^{3 / 2}} \sum_{k=0}^{\infty} \frac{1}{k!}\left\{\frac{\Gamma\left(k+\frac{3}{2}\right) A_{k}(x)}{576 x^{3 / 2}}+\frac{B_{k}(x)}{2304 x^{5 / 2}}\right\}, \quad x>0 \tag{1.10}
\end{equation*}
$$

by lengthy but straightforward algebra, where, setting $G(y)=-\exp (-y)\left\{K_{1 / 4}(y)+\right.$ $\left.K_{3 / 4}(y)\right\}$ and $H(y)=\exp (-y)\left\{K_{5 / 4}(y)-3 K_{3 / 4}(y)-2 K_{1 / 4}(y)\right\}$ for all $y>0$, we have

$$
\begin{aligned}
A_{k}(x)= & 7(4 k+1)^{3 / 2} G\left\{\frac{(4 k+1)^{2}}{16 x}\right\}+16(4 k+3)^{3 / 2} G\left\{\frac{(4 k+3)^{2}}{16 x}\right\} \\
& +7(4 k+5)^{3 / 2} G\left\{\frac{(4 k+5)^{2}}{16 x}\right\}
\end{aligned}
$$

and
$B_{k}(x)=\Gamma\left(k+\frac{1}{2}\right)(4 k+1)^{5 / 2} H\left\{\frac{(4 k+1)^{2}}{16 x}\right\}+24 \Gamma\left(k+\frac{5}{2}\right)(4 k+5)^{5 / 2} H\left\{\frac{(4 k+5)^{2}}{16 x}\right\}$.

## 2. EXACT THEORY FOR $\omega_{n}^{2}$

Introduce the simplex $S_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right): 0 \leqslant x_{1} \leqslant \ldots \leqslant x_{n} \leqslant 1\right\}$, sitting in the unit cube of the $n$-dimensional space $\mathbf{R}^{n}$, and let $B_{n}\{c, \rho\}$ denote the $n$-dimensional closed ball with centre $c \in \mathbf{R}^{n}$ and radius $\rho \geqslant 0$. Let vol $_{n}[]$ denote the $n$-dimensional Lebesgue measure. Since the joint density function of $U_{1, n}, \ldots, U_{1, n}$ is $n$ ! on $S_{n}$ and 0 otherwise, it follows from equation (1.1) that

$$
\begin{equation*}
V_{n}(x)=n!\int \ldots \int_{S_{n} \cap B_{n}\left\{c_{n}, \rho_{n}(x)\right\}} \mathrm{d} x_{1} \ldots \mathrm{~d} x_{n}=n!\operatorname{vol}_{n}\left[S_{n} \cap B_{n}\left\{c_{n}, \rho_{n}(x)\right\}\right] \tag{2.1}
\end{equation*}
$$

for every $x \geqslant 0$, where $c_{n}=(1 / 2 n, 3 / 2 n, \ldots,(2 n-1) / 2 n)$ and $\rho_{n}(x)=\{\max (0, x-$ $1 / 12 n)\}^{1 / 2}$. This was noticed by Marshall (1958), who has given exact formulae for $V_{1}()$ and $V_{2}()$, and some indication for $V_{3}()$, where the analytical details are already quite formidable.

Little is known analytically about $V_{n}()$ for $n \geqslant 3$. Pearson and Stephens (1962) have given the first four moments for any $n$. Their and Tiku's (1965) approximations for the exact quantiles are discussed by Stephens and Maag (1968), whose lower tail probabilities are partially reproduced in equation (2.4) later. The approximate quantiles in Pearson and Stephens (1962), Stephens and Maag (1968) and Stephens (1970) are discussed by Knott (1974). Prokhorov (1968) proved that $\sup \left\{\left[1-V_{n}(x)\right]\right.$ : $n \geqslant 1\} \leqslant C \exp (-K x)$ for all $x>8 / \pi^{2} \approx 0.8106$, where $C=1+\exp (5 / 12) / \pi \sqrt{ } 2 \approx$ 1.3415 and $K=3 /(32 \exp 2) \approx 0.0126$. Since $C \exp (-K x) \leqslant 1$ only for $x \geqslant 23.3165$, this bound is non-trivial only for $n \geqslant 70$. But, it turns out, $1-V_{n}(x)$ is practically 0 for any $x \geqslant 1$, say, for $n$ so large.

The definitive paper on the distribution of $\omega_{n}^{2}$ for small sample sizes is by Knott (1974). His first step determines $\varphi_{n}(t)=E\left\{\exp \left(\mathrm{i} t \omega_{n}^{2}\right)\right\}$ numerically for a large and sufficiently fine grid of $t$-values, based on equation (1.1) and numerical integration in the resulting recursion

$$
\begin{aligned}
I_{n, k+1}(t, x)= & (k+1) \int_{0}^{x} \exp \left\{\mathrm{i} t\left(y-\frac{2 k+1}{2 n}\right)^{2}\right\} I_{n, k}(t, y) \mathrm{d} y \\
& t \in \mathbf{R}, \quad x \in[0,1], k=1, \ldots, n-1
\end{aligned}
$$

giving $\varphi_{n}(t)=\exp (\mathrm{i} t / 12 n) I_{n, n}(t, 1)$, where

$$
I_{n, 1}(t, x)=\int_{0}^{x} \exp \left\{\mathrm{i} t\left(y-\frac{1}{2 n}\right)^{2}\right\} \mathrm{d} y
$$

and
$I_{n, k}(t, x)=k!\int_{0}^{x} \int_{0}^{x_{k}} \ldots \int_{0}^{x_{2}} \exp \left\{i t \sum_{j=1}^{k}\left(x_{j}-\frac{2 j-1}{2 n}\right)^{2}\right\} \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k}, \quad k=2, \ldots, n$,
and where we also correct some misprints in formulae (3.4)-(3.6) in Knott (1974). A
more general form of this recursion, attributed to Knott, is also given by Durbin (1974), pages $27-28$. The second step then uses the calculated complex values of $\varphi_{n}()$ in a numerical inversion formula to calculate a distribution function $V_{n}(\lambda ;)$, depending on a parameter $\lambda>0$, for which $\lim _{\lambda \rightarrow \infty}\left\{V_{n}(\lambda ; x)\right\}=V_{n}(x), x \in \mathbf{R}$. A suitable choice of $\lambda>0$ yields a numerical approximation of $V_{n}()$. Knott has accomplished this programme for $n=2, \ldots, 7$. With the choice of $\lambda=2$, his formula for the approximation of $V_{n}$ when $4 \leqslant n \leqslant 7$ is

$$
\begin{equation*}
V_{n}(x) \approx V_{n}^{*}(x)=\frac{x}{2}+\frac{2}{\pi} \sum_{j=1}^{200} \frac{\sin (j x \pi / 2)}{j} \mathcal{R}\left\{\varphi_{n}\left(\frac{j \pi}{2}\right)\right\}, \quad 0<x<2 \tag{2.2}
\end{equation*}
$$

where $V_{n}(x) \leqslant V_{n}^{*}(x) \leqslant V_{n}(x)+1-V_{n}(2)$ for all $0<x<2$. The functions $V_{1}()$ and $V_{2}$ () are also available from Marshall (1958) exactly, allowing for the misprint in $V_{2}$ () spotted by Marshall and reported in a footnote in Pearson and Stephens (1962), p. 400 .

Assuming that Darling's approximation above equation (1.7) is valid, and in fact that it holds for all complex $z$ with $\mathcal{R}(z) \geqslant 0, \operatorname{Knott}(1974)$ supposed that for $n \geqslant 8$, say, $\varphi(t)+\vartheta(t) n^{-1}$ is a good approximation of $\varphi_{n}(t), t \in \mathbf{R}$, where $\vartheta(t)=a(-\mathrm{i} t)$. So he also inverted $\varphi()+\vartheta() n^{-1}$, using the second step above, to obtain an approximation to $V_{n}()$ for $n \geqslant 8$. As pointed out following equation (1.9), the correct function to do this is not $\varphi()+\vartheta() n^{-1}$ but $\varphi()+\vartheta_{1}() n^{-1}$. This means that all Knott's (1974) considerations in his section 4, including his Table 1 and its discussion, are in error, as are all the percentage points given for $n=8,9,10,20,50$, 200 and 1000 in his Table 2 in section 5.

Returning to exact distributions, set $\Lambda_{k}(c, \rho)=\operatorname{vol}_{k}\left[S_{k} \cap B_{k}\{c, \rho\}\right]$ for some $c \in \mathbf{R}^{k}$ and $\rho \geqslant 0, k=1,2, \ldots$, so that $V_{n}(x)=n!\Lambda_{n}\left\{c_{n}, \rho_{n}(x)\right\}, x \geqslant 0$, by equation (2.1). Let $c_{k}=c_{n-1, k}$ be the orthogonal projection of $c_{n}$ onto the ( $n-1$ )-dimensional hyperplane in which the $k$ th face $S_{n-1, k}$ of $S_{n}$ lies, let $\alpha_{k}=\alpha_{n-1, k}$ be the $n$-dimensional distance between $c_{n}$ and $c_{k}=c_{n-1, k}$, and put $\Lambda_{n-1, k}\left(c_{k}, \rho\right)=\operatorname{vol}_{n-1}\left[S_{n-1, k} \cap B_{n-1}\left\{c_{k}, \rho\right\}\right]$ for any $\rho \geqslant 0, k=1, \ldots, n+1$. Our method of computing $V_{n}()$ is based on the following recursive formula given in Csörgő and Stachó (1980): for every integer $n \geqslant 1$ and $x \geqslant 0$,

$$
\begin{equation*}
\Lambda_{n}\left\{c_{n}, \rho_{n}(x)\right\}=\rho_{n}^{n}(x)\left(\frac{\pi^{n / 2}}{\Gamma(n / 2+1)}-\sum_{k=1}^{n+1} \alpha_{k} \int_{0}^{\rho_{n}(x)} \frac{\Lambda_{n-1, k}\left[c_{k},\left\{\left(y^{2}-\alpha_{k}^{2}\right)^{+}\right\}^{1 / 2}\right]}{y^{n+1}} \mathrm{~d} y\right) \tag{2.3}
\end{equation*}
$$

The same applies to all of $\Lambda_{n-1, k}\left\{c_{k}, \rho_{k}(y)\right\}$ for the radii $\rho_{k}(y)=$ $\left\{\max \left(0, y^{2}-\alpha_{k}^{2}\right)\right\}^{1 / 2}, 0 \leqslant y \leqslant \rho_{n}(x), k=1, \ldots, n+1$, reducing the dimension to $n-2$, and so on.

Of course, we recognize that

$$
\frac{\rho_{n}^{n}(x) \pi^{n / 2}}{\Gamma(n / 2+1)}=\operatorname{vol}_{n}\left[B_{n}\left\{c_{n}, \rho_{n}(x)\right\}\right]
$$

and all the integrals in equation (2.3) are 0 if $x$ is so small that $\rho_{n}(x) \leqslant \alpha_{k}=\alpha_{n-1, k}$,
$k=1, \ldots, n+1$. It is easy to see that, in a suitable listing of the faces, $\alpha_{n-1,1}=$ $\alpha_{n-1,2}=1 / 2 n$ and $\alpha_{n-1,3}=\ldots=\alpha_{n-1, n+1}=1 / n \sqrt{ } 2$. Thus, solving $\rho_{n}(x)=1 / 2 n$, it follows that

$$
\begin{equation*}
V_{n}(x)=\frac{n!\pi^{n / 2}}{\Gamma(n / 2+1)}\left(x-\frac{1}{12 n}\right)^{n / 2}, \quad \frac{1}{12 n} \leqslant x \leqslant \frac{n+3}{12 n^{2}} . \tag{2.4}
\end{equation*}
$$

Finally, let $d(n)=\lceil n / 2\rceil-1$, where $\lceil n / 2\rceil$ is the smallest integer not smaller than $n / 2$. The corollary in Csörgő and Stachó (1980), or its proof as applied to formula (2.3), implies that function $V_{n}()$ is exactly $d(n)$ times continuously differentiable on $\mathbf{R}$. That the result is unimprovable follows from equation (2.4). Generalizations can be found in Bentkus and Zitikis (1988) and Bentkus et al. (1993). (The original result is incorrectly stated in Csörgő and Stachó (1980), claiming that $V_{n}()$ is $\lfloor n / 2\rfloor$ times continuously differentiable, where $\lfloor n / 2\rfloor$ is the usual integer part of $n / 2$.) Note that $d(1)=d(2)=0$, so $V_{1}$ and $V_{2}$ are only continuous, $d(3)=d(4)=1, d(5)=d(6)=2$, $d(7)=d(8)=3$, and so on.

## 3. RESULTS AND DISCUSSION FOR $\omega_{n}^{2}$

The linking approximation (1.8) requires only the direct computation of the functions $V(x)$ and $\psi_{1}(x)$. Working with the second formula in equation (1.3) and with equation (1.10), large precision numerical stability sets in for any $x>0$, using just a few terms of the infinite series. As a by-product, we found all five digits in Martynov's (1978) Table 1 to be precise for all 250 values $V(0.000)=0.00000, V(0.005)=$ $0.00000, V(0.010)=0.00001, \ldots, \quad V(0.995)=0.99747, V(1.00)=0.99754, V(1.02)=$ $0.99779, \ldots, V(1.98)=0.99999$ given there. In contrast, the integrations in the geometric recursion (2.3) for the exact distribution function $V_{n}(x), 1 / 12 n \leqslant x \leqslant n / 3$, must be done numerically and each evaluation of the integrand then requires a further numerical integration and so on. As discussed earlier, the integrands are not smooth and we cannot determine in advance the points at which discontinuous derivatives occur, so we can do no better than a crude trapezoidal rule for the numerical integrations. The speed of the computation is heavily dependent on $x$. As $x$ becomes larger the ball intersects the simplex in an increasingly complicated way and the recursive numerical integrations become more extensive.

The lower numbers in the double entries in Table 1 for $n=2, \ldots, 8$ are obtained by the exact geometric recursion described above, except for those printed in italics or marked by an asterisk. For $n=2$ we used Marshall's (1958) explicit formula, with the correction in Pearson and Stephens (1962) referred to earlier, and for certain small values of $p$ we used equation (2.4) directly. Whenever the numbers from the geometric computation are present in Table 1, they agree with the exact results in Table 2 of Knott (1974) for $2 \leqslant n \leqslant 7$ and $0.01 \leqslant p \leqslant 0.99$ within three units in the fifth decimal place, except in a few cases of small $x$, where it was easy to see that Knott's numbers are incorrect since only the volume of the ball is needed. The computational cost to achieve this accuracy became too great for the missing values, so the italic numbers appearing in Table 1 are taken from Table 2 of Knott (1974), which he obtained by using his formula (2.2) above. However, the accuracy of

Knott's computation is independent of $p$ or $x$, and hence it can be safely supposed that none of these italic numbers are in error, either, by more than three units in the fifth decimal place. Whenever we decided to report one of Knott's numbers, we approached sufficiently close to it until it became clear that finer grids of the numerical integrations and weeks of additional computer time would give that number.

To check on this point further and to produce some more 'exact' values for comparison for $n=8,9,10$, as well as a new column for the very extreme case of $p=0.999$ which is not covered by Knott (1974), we have also conducted a rather large scale, and much cheaper, simulation study. For each $n=2, \ldots, 10$ as sample sizes, 99999 pseudo-independent replicas of $\omega_{n}^{2}$ were simulated and quantiles were estimated from the sorted statistics. This was repeated 4000 times, over which these quantiles were averaged to produce the final estimated quantiles. For $p=0.999$ and $n=8,9,10$, these appear in Table 1 with four decimal places and marked by asterisks. The standard error was no more than 0.00008 for $p<0.999$ and no more than 0.00024 for $p=0.999$. The simulation results confirm all the exact numbers up to $n=8$ in Table 1 to their fourth decimal.

For a given $n$ and $0<p<1$, the approximate $p$-quantile of $\omega_{n}^{2}$ provided by the one-term linking approximation (1.8) is the $x=x(n, p)$ for which $n V(x)+\psi_{1}(x)=$ $n p$. There is a unique root $x_{0}$ so that $\psi_{1}\left(x_{0}\right)=0, \psi_{1}(x)<0$ if $x<x_{0}$ and $\psi_{1}(x)>0$ if $x>x_{0}$. We obtain $x_{0}=0.26702$ and $p_{0}=V\left(x_{0}\right)=0.83208$. So the $p_{0}$-quantiles given by the approximation and by the asymptotic distribution are the same. If $p<p_{0}$, then the approximation corrects the asymptotic $p$-quantile by producing a greater value, and if $p>p_{0}$ then the corrected value is smaller than the asymptotic $p$ quantile. The upper numbers in the double entries in Table 1 for $n=2, \ldots, 10$ and the single entries for $n \geqslant 20$ are those obtained by the one-term linking approximation.

As can be seen from Table 1, the linking approximation agrees closely with the exact values even for very small $n$. Fig. 1 shows the accuracy of this approximation for $n=2,3,4,5$. We plot $n\left\{V_{n}(x)-V(x)\right\}$ on the vertical axis to examine how closely this is approximated by $\psi_{1}(x)$. For $n=7$, the largest deviation between the exact and the corrected asymptotic $p$-quantiles is 0.00016 for $p<0.9$, and it is 0.00237 for $0.9 \leqslant p \leqslant 0.99$. For large $p$ the small error will lead to slightly conservative $p$-values.

## 4. WATSON'S STATISTIC $u_{n}^{2}$

Watson's (1961) modification of the Cramér-von Mises statistic $\omega_{n}^{2}$ is

$$
u_{n}^{2}=n \int_{-\infty}^{\infty}\left[F_{n}(x)-F(x)-\int_{-\infty}^{\infty}\left\{F_{n}(y)-F(y)\right\} \mathrm{d} F(y)\right]^{2} \mathrm{~d} F(x)
$$

for which, with the continuity assumption on $F$ and the notation in Section 1,

$$
\frac{1}{12 n} \leqslant u_{n}^{2}=\frac{1}{12 n}+\sum_{k=1}^{n}\left(U_{k, n}-\frac{2 k-1}{2 n}\right)^{2}-n\left(\frac{1}{n} \sum_{k=1}^{n} U_{k}-\frac{1}{2}\right)^{2} \leqslant \frac{n}{12}, \quad n=1,2, \ldots
$$

TABLE 1
Percentage points for $\omega_{n}^{2} \dagger$

| $n$ | Percentage points for the following values of $p$ : |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.01 | 0.025 | 0.05 | 0.1 | 0.15 | 0.20 | 0.25 | 0.50 | 0.75 | 0.80 | 0.85 | 0.90 | 0.95 | 0.975 | 0.99 | 0.999 |
| 2 | 0.03618 | 0.04052 | 0.04609 | 0.05516 | 0.06330 | 0.07123 | 0.07925 | 0.12749 | 0.21415 | 0.24358 | 0.28227 | 0.33746 | 0.43069 | 0.51872 | 0.62131 | 0.77772 |
|  | 0.04326 | 0.04565 | 0.04962 | 0.05758 | 0.06554 | 0.07350 | 0.08146 | 0.12659 | 0.21522 | 0.24743 | 0.28854 | 0.34343 | 0.42480 | 0.48901 | 0.55058 | 0.62858 |
| 3 | 0.03188 | 0.03681 | 0.04274 | 0.05205 | 0.06028 | 0.06825 | 0.07630 | 0.12473 | 0.21265 | 0.24285 | 0.28282 | 0.34046 | 0.43991 | 0.53706 | 0.65694 | 0.87861 |
|  | 0.03319 | 0.03774 | 0.04360 | 0.05289 | 0.06091 | 0.06887 | 0.07683 | 0.12542 | 0.21338 | 0.24167 | 0.27960 | 0.33785 | 0.43939 | 0.53318 | 0.63980 | 0.8224* |
| 4 | 0.02983 | 0.03504 | 0.04111 | 0.05050 | 0.05876 | 0.06674 | 0.07480 | 0.12331 | 0.21187 | 0.24246 | 0.28311 | 0.34206 | 0.44486 | 0.54704 | 0.67669 | 0.94251 |
|  | 0.03002 | 0.03536 | 0.04149 | 0.05093 | 0.05896 | 0.06681 | 0.07493 | 0.12406 | 0.21171 | 0.24260 | 0.28336 | 0.34184 | 0.44206 | 0.54200 | 0.67017 | 0.9297* |
| 5 | 0.02867 | 0.03402 | 0.04015 | 0.04959 | 0.05786 | 0.06584 | 0.07390 | 0.12244 | 0.21139 | 0.24222 | 0.28328 | 0.34305 | 0.44795 | 0.55330 | 0.68915 | 0.98480 |
|  | 0.02869 | 0.03422 | 0.04036 | 0.04969 | 0.05800 | 0.06610 | 0.07427 | 0.12250 | 0.21164 | 0.24237 | 0.28305 | 0.34238 | 0.44697 | 0.55056 | 0.68352 | 0.9873* |
| 6 | 0.02794 | 0.03336 | 0.03952 | 0.04898 | 0.05725 | 0.06524 | 0.07329 | 0.12186 | 0.21106 | 0.24206 | 0.28340 | 0.34372 | 0.45006 | 0.55758 | 0.69769 | 1.01418 |
|  | 0.02796 | 0.03344 | 0.03959 | 0.04911 | 0.05747 | 0.06548 | 0.07351 | 0.12200 | 0.21110 | 0.24198 | 0.28331 | 0.34352 | 0.44911 | 0.55572 | 0.69443 | 1.0200* |
| 7 | 0.02743 | 0.03290 | 0.03908 | 0.04855 | 0.05682 | 0.06480 | 0.07286 | 0.12144 | 0.21083 | 0.24194 | 0.28349 | 0.34421 | 0.45159 | 0.56070 | 0.70391 | 1.03555 |
|  | 0.02741 | 0.03292 | 0.03914 | 0.04869 | 0.05698 | 0.06492 | 0.07297 | 0.12158 | 0.21087 | 0.24197 | 0.28345 | 0.34397 | 0.45100 | 0.55935 | 0.70154 | 1.0425* |
| 8 | 0.02706 | 0.03256 | 0.03875 | 0.04823 | 0.05650 | 0.06448 | 0.07254 | 0.12113 | 0.21065 | 0.24186 | 0.28356 | 0.34458 | 0.45276 | 0.56307 | 0.70862 | 1.05168 |
|  | 0.02702 | 0.03257 | 0.0388* | 0.0483* | 0.0566* | 0.0646* | 0.0726* | 0.1212* | 0.2107* | 0.2419* | 0.2835* | 0.3445* | 0.4524* | 0.5622* | 0.7072* | 1.0591* |
| 9 | 0.02679 | 0.03230 | 0.03850 | 0.04798 | 0.05625 | 0.06423 | 0.07228 | 0.12088 | 0.21051 | 0.24179 | 0.28361 | 0.34487 | 0.45367 | 0.56493 | 0.71233 | 1.06424 |
|  | 0.0268* | 0.0323** | 0.0386* | 0.0481* | 0.0563* | 0.0643* | 0.0724* | 0.1210* | 0.2106* | 0.2418* | 0.2836* | 0.3448* | 0.4534* | 0.5643* | 0.7115* | 1.0722* |
| 10 | 0.02657 | 0.03209 | 0.03830 | 0.04778 | 0.05605 | 0.06403 | 0.07208 | 0.12068 | 0.21040 | 0.24173 | 0.28365 | 0.34510 | 0.45441 | 0.56643 | 0.71531 | 1.07428 |
|  | 0.0265* | 0.03212 | 0.0384* | 0.0478* | $0.0561 *$ | 0.0641* | 0.0721* | 0.1207* | 0.2104* | 0.2417* | 0.2836* | 0.3450* | 0.4542* | 0.5659* | 0.7147* | 1.0822* |
| 20 | 0.02564 | 0.03120 | 0.03742 | 0.04689 | 0.05515 | 0.06312 | 0.07117 | 0.11978 | 0.20989 | 0.24148 | 0.28384 | 0.34617 | 0.45778 | 0.57331 | 0.72895 | 1.11898 |
| 50 | 0.02512 | 0.03068 | 0.03690 | 0.04636 | 0.05462 | 0.06258 | 0.07062 | 0.11924 | 0.20958 | 0.24132 | 0.28396 | 0.34682 | 0.45986 | 0.57754 | 0.73728 | 1.14507 |
| 200 | 0.02488 | 0.03043 | 0.03665 | 0.04610 | 0.05435 | 0.06231 | 0.07035 | 0.11897 | 0.20943 | 0.24125 | 0.28402 | 0.34715 | 0.46091 | 0.57968 | 0.74149 | 1.15783 |
| 1000 | 0.02481 | 0.03037 | 0.03658 | 0.04603 | 0.05428 | 0.06224 | 0.07027 | 0.11889 | 0.20938 | 0.24123 | 0.28403 | 0.34724 | 0.46119 | 0.58026 | 0.74262 | 1.16120 |
| $\infty$ | 0.02480 | 0.03035 | 0.03656 | 0.04601 | 0.05426 | 0.06222 | 0.07026 | 0.11888 | 0.20939 | 0.24124 | 0.28406 | 0.34730 | 0.46136 | 0.58061 | 0.74346 | 1.16204 |

$\dagger$ Entries in the table are $x$ such that $P\left\{\omega_{n}^{2} \leqslant x\right\}=p$. The upper number in a double entry is the value calculated by using the one-term linking approximation; the lower is
that based on the exact calcuation. Numbers from Knott (1974) are in italics. Numbers with only four decimals (marked *) are from the simulation.
ation; the lower is


Fig. 1. Comparison of the linking approximation to the exact distribution for $\omega_{n}^{2}$ :
$n=3 ;--, n=4 ;-\cdots, n=5 ; \longrightarrow, \psi_{1}(x)$

The 'correction for the mean' makes $u_{n}^{2}$ rotationally invariant in that, when it is adapted for testing goodness of fit on the unit circumference of a circle, it is independent of the origin of polar co-ordinates, the starting point for cumulating distributions. Setting $W_{n}(x)=P\left\{u_{n}^{2} \leqslant x\right\}$ and $W(x)=P\left\{u^{2} \leqslant x\right\}$, where

$$
u^{2}=\int_{0}^{1} B^{2}(s) \mathrm{d} s-\left\{\int_{0}^{1} B(s) \mathrm{d} s\right\}^{2}
$$

for a Brownian bridge $B()$ and $x \in \mathbf{R}$, Watson (1961) proved that

$$
\lim _{n \rightarrow \infty}\left\{W_{n}(x)\right\}=W(x)=1+2 \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-2 k^{2} \pi^{2} x\right), \quad x>0 .
$$

A table for $W()$ is given in Martynov (1978), p. 70.
Results on the exact distribution of $u_{n}^{2}$ for a finite sample size $n$ have been obtained by Pearson and Stephens (1962), Stephens (1963, 1964, 1970) and Tiku (1965). These approximations are either based on moments or are empirical. Of more importance for our purposes is that, by an ingenious geometric insight, Stephens ( 1963,1964 ) could give exact formulae for $W_{2}(), W_{3}()$ and $W_{4}()$. In contrast, again as a special case of a complete asymptotic expansion, Götze (1979) established that

$$
\begin{equation*}
W_{n}(x)=W(x)+\frac{\psi(x)}{n}+O\left(\frac{1}{n^{2}}\right), \quad x \in \mathbf{R} \tag{4.1}
\end{equation*}
$$

where the remainder term is uniform in $x$ and, with $w()=W^{\prime}()$ denoting the density function of $W()$ and $w^{\prime}()$ standing for the derivative of $w()$,

$$
\begin{aligned}
\psi(x) & =\left(\frac{1}{144}-\frac{5}{12} x\right) w(x)-\frac{1}{6} x^{2} w^{\prime}(x) \\
& =\frac{\pi^{2}}{3} \sum_{k=1}^{\infty}(-1)^{k}\left(5 x-4 k^{2} \pi^{2} x^{2}-\frac{1}{12}\right) k^{2} \exp \left(-2 k^{2} \pi^{2} x\right) .
\end{aligned}
$$

The coefficient functions of $n^{-2}, n^{-3}, \ldots$ in Götze's full expansion are not known explicitly, but it will be suggested again that the one-term expansion in equation (4.1) is all that is needed. Limited information on this has already been given by Götze (1979) himself.

The lower numbers in the double entries in Table 2 for $n=2,3,4$ are obtained from programming Stephens's $(1963,1964)$ exact formulae. Here we use the occasion to point out a misprint in Stephens's (1964) formula on p. 396 for $n=4$ on the interval $[7 / 48,1 / 3]$, where $1 / 48$ in the argument of the second inverse tangent should be $7 / 48$. The other exact five-decimal lower numbers for $n=5, \ldots, 9$ have been obtained by using Stephens's (1964) exact lower tail formulae on p. 397; these have also been recomputed because the corresponding numbers in Table 2 of Stephens (1964) contain only four decimal places. The accompanying simulation study went as for $\omega_{n}^{2}$, but here the procedure was repeated only 1000 times instead of 4000 because the simulation for $u_{n}^{2}$ was less variable. The corresponding estimated quantiles appear as the lower numbers in Table 2 for $n=5, \ldots, 10$, with four decimal places and marked by asterisks. For $n=2,3,4$, the largest difference between the recorded exact numbers and their simulated counterparts was 0.00009 for $p \leqslant 0.99$ and 0.00016 for $p=0.999$. In the whole simulation, the standard error was no more than 0.00004 for $p<0.999$ and no more than 0.00016 for $p=0.999$. None of the simulated numbers are thought to be in error by more than one unit in the fourth decimal place.

Working with equation (4.1), we found all five digits in Martynov's (1978) Table 11 to be precise for all 200 values $W(0.000)=0.00000, W(0.002)=0.00000, \ldots$, $W(0.298)=0.99442, W(0.300)=0.99464, W(0.305)=0.99514, \ldots, W(0.545)=$ 0.99996 given there. Again, for a given $n$ and $p \in(0,1)$, the approximate $p$-quantile of $u_{n}^{2}$ provided by the linking approximation (4.1) is the $y=y(n, p)$ for which $n W(y)+\psi(y)=n p$. The upper numbers in the double entries in Table 2 for $n=2, \ldots, 10$ and the single entries for $n \geqslant 20$ result from this. As for $\omega_{n}^{2}$, there is a unique root $y_{0}$ so that $\psi\left(y_{0}\right)=0, \psi(y)<0$ if $y<y_{0}$ and $\psi(y)>0$ if $y>y_{0}$, where $y_{0}=0.10938$ and $W\left(y_{0}\right)=0.76949$.

The approximation of the exact percentage points is close even for $n=4$. Fig. 2 plots $\psi(x)$ and $n\left\{W_{n}(x)-W(x)\right\}$ for $n=2,3,4,5$ to see this. For $n=4$, the largest deviation between the exact and the corrected asymptotic $p$-quantiles is 0.00074 for $p<0.9$, and it is 0.00446 for $0.9 \leqslant p \leqslant 0.99$. The corresponding deviations for $n=7$, using the original simulated numbers before rounding off, are 0.00012 and 0.00283. The accuracy is better for $n=4$ and is about the same for $n=7$ in
TABLE 2
Percentage points for $u_{n}^{2} \dagger$

| $n$ | Percentage points for the following values of $p$ : |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.01 | 0.025 | 0.05 | 0.1 | 0.15 | 0.20 | 0.25 | 0.50 | 0.75 | 0.80 | 0.85 | 0.90 | 0.95 | 0.975 | 0.99 | 0.999 |
| 2 | 0.02935 | 0.03170 | 0.03480 | 0.03976 | 0.04406 | 0.04811 | 0.05208 | 0.07363 | 0.10582 | 0.11551 | 0.12758 | 0.14373 | 0.16885 | 0.19048 | 0.21296 | 0.23929 |
|  | 0.04168 | 0.04174 | 0.04198 | 0.04292 | 0.04448 | 0.04667 | 0.04948 | 0.07292 | 0.11198 | 0.12167 | 0.13198 | 0.14292 | 0.15448 | 0.16049 | 0.16418 | 0.16642 |
| 3 | 0.02587 | 0.02878 | 0.03225 | 0.03753 | 0.04201 | 0.04619 | 0.05026 | 0.07232 | 0.10565 | 0.11584 | 0.12865 | 0.14608 | 0.17404 | 0.19941 | 0.22824 | 0.27121 |
|  | 0.02870 | 0.03007 | 0.03237 | 0.03697 | 0.04156 | 0.04616 | 0.05075 | 0.07372 | 0.10442 | 0.11526 | 0.12890 | 0.14689 | 0.17322 | 0.19378 | 0.21336 | 0.23801 |
| 4 | 0.02412 | 0.02732 | 0.03097 | 0.03640 | 0.04096 | 0.04520 | 0.04932 | 0.07163 | 0.10555 | 0.11601 | 0.12923 | 0.14736 | 0.17692 | 0.20447 | 0.23720 | 0.29412 |
|  | 0.02424 | 0.02711 | 0.03080 | 0.03665 | 0.04156 | 0.04594 | 0.04997 | 0.07153 | 0.10601 | 0.11622 | 0.12879 | 0.14599 | 0.17546 | 0.20242 | 0.23274 | 0.28379 |
| 5 | 0.02310 | 0.02647 | 0.03021 | 0.03573 | 0.04033 | 0.04459 | 0.04874 | 0.07120 | 0.10550 | 0.11612 | 0.12960 | 0.14818 | 0.17875 | 0.20769 | 0.24299 | 0.31065 |
|  | 0.02281 | 0.02638 | 0.03041 | 0.03610 | 0.04058 | 0.04475 | 0.04884 | 0.0714* | 0.1053* | 0.1160* | 0.1295* | 0.1479* | 0.1775* | 0.2055* | 0.2404* | 0.3101* |
| 6 | 0.02245 | 0.02591 | 0.02972 | 0.03528 | 0.03990 | 0.04419 | 0.04835 | 0.07091 | 0.10546 | 0.11620 | 0.12985 | 0.14873 | 0.18002 | 0.20992 | 0.24701 | 0.32274 |
|  | 0.02229 | 0.02600 | 0.02989 | 0.03541 | 0.04000 | 0.0443* | 0.0484* | 0.0710* | 0.1055* | 0.1162* | 0.1297* | 0.1484* | 0.1793* | 0.2087* | 0.2450* | 0.3252* |
| 7 | 0.02201 | 0.02553 | 0.02936 | 0.03495 | 0.03960 | 0.04390 | 0.04807 | 0.07070 | 0.10543 | 0.11625 | 0.13003 | 0.14914 | 0.18094 | 0.21156 | 0.24995 | 0.33176 |
|  | 0.02196 | 0.02559 | 0.02945 | 0.0350* | 0.0397* | 0.0440* | 0.0482* | 0.0707* | 0.1054* | 0.1162* | 0.1299* | 0.1489* | 0.1804* | 0.2106* | 0.2486* | $0.3346 *$ |
| 8 | 0.02168 | 0.02524 | 0.02910 | 0.03471 | 0.03937 | 0.04368 | 0.04786 | 0.07054 | 0.10541 | 0.11629 | 0.13017 | 0.14945 | 0.18165 | 0.21280 | 0.25219 | 0.33865 |
|  | 0.02165 | 0.02527 | 0.0291* | 0.0348* | 0.0394* | 0.0438* | 0.0479* | 0.0706* | 0.1054* | 0.1163* | 0.1301* | 0.1493* | 0.1812* | 0.2121* | 0.2513* | 0.3415* |
| 9 | 0.02144 | 0.02502 | 0.02890 | 0.03453 | 0.03919 | 0.04351 | 0.04770 | 0.07042 | 0.10539 | 0.11633 | 0.13028 | 0.14970 | 0.18220 | 0.21378 | 0.25394 | 0.34405 |
|  | 0.02140 | 0.0250* | 0.0289* | 0.0346* | 0.0393* | 0.0436* | 0.0478* | 0.0705* | 0.1054* | 0.1163* | 0.1302* | 0.1496* | 0.1819* | 0.2132** | 0.2532* | 0.3466* |
| 10 | 0.02124 | 0.02485 | 0.02874 | 0.03438 | 0.03905 | 0.04337 | 0.04756 | 0.07032 | 0.10538 | 0.11635 | 0.13037 | 0.14990 | 0.18265 | 0.21458 | 0.25536 | 0.34837 |
|  | 0.0212* | 0.0249* | 0.0288* | 0.0344* | 0.0391* | 0.0434* | 0.0476* | 0.0704* | 0.1054* | 0.1164* | 0.1303* | 0.1498* | 0.1824* | 0.2141* | 0.2548* | 0.3507* |
| 20 | 0.02043 | 0.02411 | 0.02804 | 0.03371 | 0.03841 | 0.04275 | 0.04697 | 0.06986 | 0.10531 | 0.11647 | 0.13078 | 0.15081 | 0.18472 | 0.21822 | 0.26184 | 0.36742 |
| 50 | 0.01999 | 0.02368 | 0.02763 | 0.03332 | 0.03803 | 0.04238 | 0.04660 | 0.06958 | 0.10527 | 0.11655 | 0.13103 | 0.15137 | 0.18601 | 0.22047 | 0.26578 | 0.37822 |
| 200 | 0.01978 | 0.02347 | 0.02742 | 0.03312 | 0.03783 | 0.04219 | 0.04642 | 0.06944 | 0.10525 | 0.11659 | 0.13116 | 0.15166 | 0.18666 | 0.22161 | 0.26776 | 0.38338 |
| 1000 | 0.01972 | 0.02342 | 0.02737 | 0.03307 | 0.03778 | 0.04214 | 0.04637 | 0.06940 | 0.10525 | 0.11660 | 0.13119 | 0.15174 | 0.18684 | 0.22192 | 0.26828 | 0.38473 |
| $\infty$ | 0.01971 | 0.02341 | 0.02736 | 0.03305 | 0.03777 | 0.04213 | 0.04636 | 0.06939 | 0.10525 | 0.11660 | 0.13120 | 0.15176 | 0.18688 | 0.22200 | 0.26842 | 0.38507 |

$\dagger$ Entries in the table are $y$ such that $P\left\{u_{n}^{2} \leqslant y\right\}=p$. The upper number in a double entry is the value calculated by using the one-term linking approximation; the lower is that based on the exact calcuation. Numbers with only four decimals (marked *) are from the simulation.


Fig. 2. Comparison of the linking approximation to the exact distribution for $u_{n}^{2}: \ldots \ldots . . . . ., n=2 ;-\ldots$, $n=3 ; \cdots, n=4 ; \cdots, n=5 ; \longrightarrow, \psi(x)$
comparison with the corresponding accuracy for $\omega_{n}^{2}$. Also, for large $p$ the small error will again lead to slightly conservative $p$-values.

Since the one-term linking approximations may be computed in a few seconds on modern equipment, accurate $p$-values for the Cramér-von Mises and Watson statistics may be obtained quickly for the sample sizes that would be considered in practice. The programs computing $V(x)+\psi_{1}(x) n^{-1}$ and $W(x)+\psi(x) n^{-1}$ for any given $x>0$ and $x=x(n, p)$ and $y=y(n, p)$ solving $n V(x)+\psi_{1}(x)=n p$ and $n W(y)+\psi(y)=n p$ for any given $0<p<1$ and $n$ will be made available publicly.
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