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Abstract

We establish the existence of a real solution y(z,T") with no poles on the real line of the
following fourth order analogue of the Painlevé I equation,
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This proves the existence part of a conjecture posed by Dubrovin. We obtain our result by
proving the solvability of an associated Riemann-Hilbert problem through the approach of a
vanishing lemma. In addition, by applying the Deift/Zhou steepest-descent method to this
Riemann-Hilbert problem, we obtain the asymptotics for y(z,T) as x — £oo.

1 Introduction

1.1 The P? equation
The first Painlevé equation is the second order differential equation
Yor = 6y° + 2. (1.1)

This equation has higher order analogues of even order 2m for m > 1, which are collected,
together with the first Painlevé equation itself, in the Painlevé I hierarchy, see e.g. [25, 27]. The
second member in the hierarchy is the fourth order differential equation

1 1 1

and has solutions that are meromorphic in the complex plane. In 1990, Brézin, Marinari, and
Parisi [4] argued numerically that there exists a solution y to (1.2) with no poles on the real
line, and with asymptotic behavior

y(z) ~ Fl6z|"/3, as r — +o00. (1.3)
Moore [31] proved the existence of a unique real solution to (1.2) with asymptotic behavior given
by (1.3), and he gave a line of argument why this solution is probably pole-free on the real line.

A generalization of (1.2) can be obtained by introducing an additional variable T', as done
by Dubrovin in [14], so that we get the following differential equation for y = y(z,T), which we
denote as the P? equation (cf. [23] for T' = 0),

1 1 1
T = Ty - <6y3 + ﬂ(yi + 2yy:c:c) + %ymﬁxw) . (1‘4)

In recent work [14], Dubrovin conjectured (see Section 1.2 below for more details) the existence
of a unique real solution to (1.4) with no poles on the real line. We prove the existence part of
this conjecture.

Our result is the following.



Theorem 1.1 There ezists a solution y(z,T) to the P? equation (1.4) with the following prop-
erties:

(i) y(x,T) is real valued and pole-free for x,T € R.

(ii) For fized T € R, y(x,T) has the following asymptotic behavior,
1
y(x,T) = §z0|1‘|1/3 + O(|z|72), as x — +00, (1.5)

where zg = zo(x,T') is the real solution of

23 = —48sgn(x) 4 24z0|z| 73T (1.6)

Remark 1.2 Observe that zg is negative (positive) for x > 0 (z < 0) with the following
asymptotic behavior as x — 400,

20 = 29 — sgn(x) ;62/3T|ZL'|_2/3 + O(|z| =43, 30 = —sgn(z)2- 63, (1.7)
so that the asymptotics (1.5) for y can be rewritten as, cf. (1.3)

(e, T) = F(O]a]) 0 5 S675TIal 7+ O(fal ™), as & — oo, (18)
Power expansions for solutions of (1.2) were found in [26].
Remark 1.3 One expects, see [31, Appendix A] for 7' = 0, that the solution y considered in
Theorem 1.1 is uniquely determined by realness and the asymptotics (1.5).
1.2 Motivation
Hamiltonian perturbations of hyperbolic equations
Hyperbolic equations of the form

u + a(u)ugy =0 (1.9)
can be perturbed to a Hamiltonian equation of the form

wg + a(u)ug + € [br(w)ugy + ba(u)ul]

+ € [b3(Wugar + ba(WugUee + bs(w)ul] + -+ =0, (1.10)

where € is small and by, bo, ... are smooth functions. These equations have been studied by
Dubrovin in [14], see also [13], where he formulated the universality conjecture about the be-
havior of a generic solution to a general perturbed Hamiltonian equation (1.10) near the point
(x0,to) of gradient catastrophe of the unperturbed solution (1.9). He argued that this behavior
is described by a special solution to the PI2 equation (1.4). To be more precise, his conjecture is
the following.

Conjecture 1.4 (Dubrovin, [14])

(i) Let ug = ug(x,t) be a smooth solution to the unperturbed equation (1.9), defined for all
z € R and 0 < t < tg, and monotone in = for any t. Then there exists a solution
u = u(x,t;€) to the perturbed equation (1.10) defined on the same domain in the (z,t)-
plane with the asymptotics as € — 0 of the form

u(z,t;€) = ug(w,t) + uy (z,t) + etug(z, ) + o(e?), (1.11)

where uy and ug can be written down explicitly.



(ii) The ODE (1.4) has a unique solution y = y(x,T) smooth for all real x € R for all values
of the parameter T.

(i1i) The generic solution u described in part (i) of the conjecture can be extended up tot = tg+0
for sufficiently small positive 6 = §(€); near the point (xg,tg) it behaves in the following
way

u(z, t;€) = uo(x,t) + aeX Ty <be_6/7($ —c(t —to) — xq),de YT (t — to)) + O(eMT),

for some constants a, b, ¢, d which depend on the hyperbolic equation, the solution u, and
on the choice of perturbation. Here y is the unique smooth solution described in part (ii)
of the conjecture.

So Theorem 1.1 in fact proves the existence part of part (ii) of Dubrovin’s conjecture.

In [20], numerical calculations were done for the particular example (of a perturbed Hamil-
tonian equation) of the small dispersion limit of the KdV equation, see also [28, 29, 30, 35],

Uy + 6ty + €2Uugpy = 0, with initial condition — u(z,0) = ug(x).

Before the time of gradient catastrophe tg, solutions turn out to behave nicely. When approach-
ing the critical time %, the slope of the function blows up near xg, and at the critical time, fast
oscillations near xg set in. The transition between the monotone behavior and the oscillations
should be described in terms of the real pole-free solution to (1.4) we consider in this paper.

Random matrix theory

The local eigenvalue correlations of unitary random matrix ensembles on the space of n x n
Hermitian matrices have universal behavior (when the size n of the matrices is going to infinity)
in different regimes of the spectrum. In the bulk of the spectrum it is known, see e.g. [1, 8, 9, 32],
that the local correlations can be expressed in terms of the sine kernel, while at the soft edge
of the spectrum they generically (i.e. when the limiting mean eigenvalue density vanishes like a
square root) can be expressed in terms of the Airy kernel, see e.g. [1, 9, 18, 34].

In the presence of singular points, one observes different types of limiting kernels in double
scaling limits, see e.g. [2, 5, 6]. Near singular edge points, where the limiting mean eigenvalue
density vanishes at a higher order than a square root (the regular case) the local eigenvalue
correlations are expected [3] to be described in terms of functions associated with real pole-
free solutions of the even members of the Painlevé I hierarchy. The particular case where the
limiting mean eigenvalue density vanishes like a power 5/2, which is the lowest non-regular order
of vanishing, should correspond with the real pole-free solution of PI2 considered in Theorem
1.1. We come back to this in [7].

1.3 Riemann-Hilbert problem and Lax pair for P}
Consider the following Riemann-Hilbert (RH) problem for given complex parameters = and 7,
on a contour % = (U?ZOZ j) UR™, with X; = e %Rﬂ where each of the eight rays are orientated
from O to infinity.
RH problem for V:

(a) W is analytic in C\ X.



(b) W satisfies the following jump relations on ¥, for some complex numbers s, ..., sg which
do not depend on (, x, and T,

U, () =9_(¢) <(1) 81]> , for ¢ € X; for even j, (1.12)
U, (()="_(¢) <31] (1)> , for ¢ € 3; for odd j, (1.13)
U (¢)=T_(¢) <(1) _01> , for e R™. (1.14)

(¢) There exist complex numbers y and h, which depend on x and 7" but not on (, such that
W has the following asymptotic behavior as ( — oo,

<_Z~y ffé)é‘ Lo 2>)e oG D)o (1.15)

v(Q) = TN <I ~hos¢ 2 4

where

1 /1 1\ _i., L g 13 1/2
N = 3 cx.T) = — — =T . 1.1

Remark 1.5 In [23], Kapaev uses a slightly modified RH problem for the PI2 equation with
parameter T = 0. However a transformation shows that both RH problems are equivalent.

Remark 1.6 The RH problem for PI2 is similar to the RH problem for the Painlevé I equation,
see [24]. The only differences are that, for Painlevé I, there are only six rays in the jump contour,
and that the highest exponent of ¢ in 6 is 5/2. For the m-th member of the Painlevé I hierarchy,
there are 4 + 2m rays in the jump contour, and the highest exponent of ¢ in 6 is m + 3/2.

The complex numbers sgq,..., S are the Stokes multipliers and do not depend on x and
T, so that varying the parameters z and T leads to a monodromy preserving deformation
[15, 19, 21, 22]. The RH problem can only be solvable if the Stokes multipliers satisfy the
relation

(D666 DED6E )G DG e

As we will show in Section 2.3 (in fact we only treat one particular choice of Stokes multipliers,
but the proof holds in general), a solution ¥ of the RH problem for ¥ also satisfies the following
system of differential equations, which is the Lax pair for the PI2 equation,

ov ov

— =Uv — =W 1.1
where

g b (e (12000 + yaas) 8C+8yC+ (1297 + 2ype — 120T) (1.19)

B 240 U21 4y:c< + (12yy:c + y:c:c:c) 7 ‘

U = 8¢ — 8y¢? — (4y® + 2ya + 1207)¢ + (16y° — 22 + 4yype + 240z), (1.20)

and
0 1
W = <C—2y 0). (1.21)



This Lax pair appeared first in work of Moore [31] for T" = 0 and was derived in [25] for
general T. The compatibility condition of the Lax pair (1.18)—(1.21) is exactly the P? equation
(1.4), see e.g. [25]. Different choices of Stokes multipliers sg,...,s¢ correspond to different
solutions of the P12 equation. The particular solution we are interested in, is the unique solution
with Stokes multipliers s; = s3 = s5 = s¢ = 0. It then follows by (1.17) that so = 1 and
ss = s4 = —1. This choice of Stokes multipliers was suggested by Kapaev in [23], where he
proved that the solution of (1.2) with asymptotics given by (1.3), if it exists, is indeed the one
corresponding to s; = s3 = s5 = s¢ =0, so = 1, and s3 = s4 = —1. This proves the uniqueness
part of Dubrovin’s conjecture for the case T' = 0. One can expect that similar arguments, based
on the asymptotic solution of the direct monodromy problem, hold for T" £ 0 as well.

1.4 Outline of the rest of the paper

In the next section, we prove the first part (the existence part) of Theorem 1.1. In order to do
this, we introduce in Section 2.1 a RH problem for ®, which is equivalent to the RH problem
for U (the RH problem for Plz) with Stokes multipliers s1 = s9 = s5 = s¢ = 0, 59 = 1,
and s3 = s4 = —1. Afterwards, we prove in Section 2.2 the solvability of the RH problem
for @ for real x and T by proving that the associated homogeneous RH problem has only the
trivial solution. This approach is often referred to in the literature as a vanishing lemma, see
e.g. [6, 9, 16, 17, 36]. We are only able to prove the vanishing lemma for real x and T" due to
symmetries in the RH problem. In Section 2.3 we show that ¥ satisfies a Lax pair of the form
(1.18)—(1.21), with y given in terms of ®. By compatibility of the Lax pair, it follows that y
solves the P12 equation, and by the solvability of the RH problem, y has no real poles.

In Section 3 we prove the second part (the asymptotics part) of Theorem 1.1. We do this
by applying the Deift/Zhou steepest-descent method [11, 12] to the RH problem for ®. In this
method, we perform a series of transformations to reduce the RH problem for ® to a RH problem
that we can solve approximately for large |z|. By unfolding the series of the transformations,
we obtain the asymptotics for y.

2 The existence of a real pole-free solution to P?

2.1 Statement of an associated RH problem to P}

Let I' = U?:l I'; be the contour consisting of four straight rays,

Iy rarg¢ =0, Fg:arg§:677r, I's:arg( =, F4:argC:—677T,
oriented as shown in Figure 1. We seek (for 2, T € C) a 2 x 2 matrix valued function ®(¢;z,T) =
®((¢) (we suppress notation of x and T for brevity) satisfying the following RH problem.
RH problem for ®:
(a) @ is analytic in C\T.

(b) @ satisfies the following constant jump relations on T',

() = 9_(C) (é }) , for ¢ €Ty, (2.1)
() = D_(C) (} (1)) , for ¢ € T, UT, (2.2)
() = D_(C) (_01 (1]) , for ¢ € T, (2.3)
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Figure 1: The oriented contour I' consisting of the four straight rays I'y, I'9, I'g, and I'y.

(¢) ® has the following behavior at infinity,
() = (I + 01/ i Ne s, as ¢ — o, (24)
where N and 6 are given by (1.16).

Remark 2.1 By multiplying ® to the left with an appropriate matrix independent of {, see
(2.32) below, we obtain by Proposition 2.5 the RH problem for ¥, as stated in Section 1.3, for
the particular choice of Stokes multipliers s;1 = s9 = s5 = s¢ =0, sg = 1, and s3 = s4 = —1.

Remark 2.2 Let ® be a solution of the RH problem. By using the jump relations (2.1)—(2.3)
one has that det ®; = det ®_ on I'. This yields that det ® is entire. From (2.4) we have that
det () — 1 as ( — oo, and thus, by Liouville’s theorem, we have that det ® = 1.

Now, suppose that ® is a second solution of the RH problem. Then, since ® and ® satisfy the
same jump relations on I, one has that ® ®~! is entire (observe that ® ! exists since det ® = 1).
From (2.4) we have that ®(¢)®(¢)~' — I as ¢ — oo, and thus, by Liouville’s theorem, we have
that @@~ = I. We now have shown that if the RH problem for ® has a solution, then this
solution is unique.

2.2 Solvability of the RH problem for ¢

Here, our goal is to prove that the RH problem for @ is solvable for z,T € R. Moreover, we will
also strengthen the asymptotic condition (c) of the RH problem and prove analyticity properties
in the variables x and T'. In case x = T = 0, the solvability of the RH problem for & has been
proven by Deift et al. in [9, Section 5.3]. The general case is analogous but for the convenience
of the reader we will recall the different steps in the proof and indicate where we need the
restriction to x, T € R. The result of this subsection is the following lemma.

Lemma 2.3 For every xg, 1y € R, there exist complex neighborhoods V of xog and W of Ty such
that for allx € V and T € W the following holds.

(i) The RH problem for ® is solvable.

(ii) The solution ® of the RH problem for ® has a full asymptotic expansion in powers of ¢ 1
as follows,

(G, T) ~ (T4 3 A ) (i N oenT)os, (2.5)
k=1

as ¢ — oo, uniformly in C\T'. Here, the A = Ag(x,T) are real-valued for x,T € R.



(iii) The solution ® of the RH problem for ®, as well as the Ay in (2.5), are analytic both as
functions of x and T'.

Remark 2.4 The important feature of this lemma is the following. In the next subsection we
will show that y = 24, 11 — A%,127 where Ay ;; is the (¢, 7)-th entry of Ay, is a solution to the P12
equation. From the above lemma we then have that this y is real-valued and pole-free on the
real axis, so that the first part of Theorem 1.1 is proven.

In order to prove Lemma 2.3, we transform, as in [9, Section 5. 3l\ the RH problem for &
into an equivalent RH problem for ® such that the jump matrix for ® is continuous on I' and
converges exponentially to the identity matrix as ( — oo on I', and such that the RH problem
for ® is normalized at infinity. To do this, we introduce an aux1hary 2 x 2 matrix valued function
M satisfying the following RH problem on a contour I'? = U ;=1 '] consisting of four straight
rays

I'{ rarg( =0, g :arg¢ = o, 3 rarg( =, qarg( = —o, (2.6)

where o € (5, 7). We orientate the straight rays from the left to the right, as shown in Figure 1
for the contour I'. The dependence on the parameter o is needed in Section 3. In this section,
we take 0 = 67/7 fixed, so that '” =T
RH problem for M:

(a) M is analytic in C\ I'?.

(b) M satisfies the following jump relations on I'?,

_%43/2
M () = M_() (é o ) , for ¢ € I, (2.7)
1 0
M.(¢) = M_(¢) (eécs/z 1) : for ¢ € T§UTY, (2.8)
M.(¢) = M_(¢) (_01 é) , for ¢ €T3, (2.9)

(¢) M has the following behavior at infinity,
M(¢) ~ (I n ZBkg—’f)g—%aaN, as ¢ — oo, (2.10)
k=1

uniformly for ¢ € C\I'? and ¢ in compact subsets of (§, 7). Here, N is given by equation
(1.16), and for k > 1,

(0 0 (0 gy [t O
Bsj_o = <t2k—1 0) , Bsj_1 = (O 0 > ; Bsy, = < 0 t2k> ; (2.11)

. T(3k+1/2) L Gk,
~ 36FKIT(k + 1/2)° P ek—1"

with

(2.12)




It is well-known, see e.g. [8, 10], that there exists a unique solution M to the above RH pro-
blem given in terms of Airy functions Ai. The matrix valued function M is the so-called Airy
parametrix and for the purpose of this paper we will not need its exact expression but refer the
reader to [8, 10] for this.

We now define @(C;m,T) = EI;(() by

O(¢) = 0(0)e? @3 nr(¢)"Y,  for (€ C\T. (2.13)
A straightforward calculation, using (2.1)-(2.4), (2.7)-(2.10), and 6.4 (¢) +60-(¢) =0 for ( € R_,
shows that ® satisfies the following RH problem.
RH problem for o:
(a) ® is analytic in C\ T.
(b) ®4() = B_(¢)2(C) for ¢ € T, where v(¢) = v(¢;x,T) is given by

M M_(O)7Y, for eIy,
0 1 (€) or ¢ €Iy

1 0

» (2.14)
M—(C) 620(4) . E%CS/Z 1 M_ (C) ) fOI' C & FQ @] P4,

1, for ¢ € I's.

() () =T+ 0(1/¢), as(— .

Observe that the jump matrix v is indeed continuous on I' and that it converges exponentially
to the identity matrix as ¢ — oo on I'. This RH problem corresponds to the RH problem [9,
(5.108)—(5.110)], and the only difference is that we now have a factor e*?? (containing the 2, T

:l:C(4V+3)/2

dependence) instead of e in the jump matrices.

Proof of Lemma 2.3 (i). From (2.13) it follows that proving the solvability of the RH problem
for & is equivalent to proving the solvability of the RH problem for ®. By general theory of the
construction of solutions of RH problems, this is reduced to the study of the singular integral
operator,

Cp: L*T) — L2D): f = Cy [f (I —v7Y)], (2.15)

where v is the jump matrix (2.14) of the RH problem for &D, and where C' is the +boundary
value of the Cauchy operator

1 (s)
=— [ —= f Ir.
Cf(z) 57 FS_st, or ze€ C\

Indeed, suppose that I — C, is invertible in L?(T'). Then, there exists u € L*(I') such that
(I —Cy)pu=Cy(I—v1), and it is immediate that

() =1+ ﬁ/r (7 + “(8)3(_[(_ YO Dge tmcec \ T, (2.16)

is analytic in C\ T and satisfies (since C,. — C_ = I) condition (b) of the RH problem for ®
in the so-called L2-sense. However, as in [9, Step 3 of Sections 5.2 and 5.3], one can use the




analyticity of v to show that d satisfies jump condition (b) in the sense of continuous boundary
values, as well. Further, as in [9, Proposition 5.4], it follows from the exponential decaying of
I —v~ !t as ( — oo on I that the asymptotic condition (c) of the RH problem for d is also
satisfied. We summarize that the RH problem for d is solvable, with solution given by (2.16),
provided the singular integral operator I — C,, is invertible in L?(T").

First, we consider the case x,7 € R. For this case, we show that I — C,, is invertible by
showing that it is a Fredholm operator with zero index and kernel {0}. Exactly as in [9, Steps
1 and 2 of Section 5.3] one has that I — C, is a Fredholm operator with zero index. In this step,
one does not need the restriction to real x and T'. It remains to prove that the kernel of I — C,
is {0}, and it is in this step that we will need the restriction that x,7 € R. This is (again) as
in [9, Section 5.3] but for the convenience of the reader we will indicate were we need x and T
to be real.

Suppose there exists o € L?(I") such that (I — C,)pp = 0. One can then show that the
matrix valued function ®q defined by

Bo(¢) = — /F“O(S)(I_”(S)_l)ds, for ¢ € C\T, (2.17)

= o s—C

is a solution to the RH problem for EI;, but with the asymptotic condition (c) replaced by the
homogeneous condition

Do(¢) = O(1/¢), as ( — oo, uniformly for ¢ € C\ T. (2.18)

Since po = EI\>0,+ (which follows from (2.17) together with (I —Cy)uo = 0), we need to show that
‘T’o = 0. Showing that a solution of the homogeneous RH problem is identically zero, is known
in the literature as a vanishing lemma, see [9, 16, 17].

Now, let

Do(C) = Po(Q)M(C),  for ¢ C\T,

then it is straightforward to check, using (2.7)-(2.10), (2.14), and (2.18), that ®( solves the
following RH problem.

RH problem for ®g:
(a) ®@g is analytic in C\ T".

(b) ® satisfies the following jump relations on T,

1 6_20(4)
B =2 (5 ) for ¢ T, (2.19)
1 0
o4 (C) = Do (C) <e29<<> 1) : for ¢ € Ty UTYy, (2.20)
0 1
B0 (¢) = Bo_(Q) (_1 0) , for ¢ € T, (2.21)

(c) 0(¢) = (9(1/(){_%”3]\7, as ¢ — oo, uniformly for ( € C\ T.



Further, we introduce an auxiliary matrix valued function A with jumps only on R, as follows,
cf. [9, Equations (5.135)—(5.138)]

0 —1
(<) (1 0 > , for 0 < arg( < %,
1 0 0 -1
Po(C) ( 20(¢) 1) (1 0 > , for & <arg( <m,
A0 = ’ (2.22)
1 0
@y (¢) (_629(4) 1) ) for —m < arg( < —67”7
®0(¢), for _677r <arg( < 0.

Using (2.19)—(2.21) and condition (c) of the RH problem for ®( one can then check that A is a
solution to the following RH problem.

RH problem for A:
(a) A is analytic in C\ R

(b) A satisfies the following jump relation on R,

1 _820+(C)
10=2-0 (o ). for ¢ € B, (223)
e_2€(<) _1
A+<<>=A_<<>< 1 0), for ¢ € R, (2.24)

(c) A(C) = O(¢C3/%), as ( — oo, uniformly for ¢ € C\ R.

Now, we define Q(¢) = A(¢)A*({), where A* denotes the Hermitian conjugate of A. The
matrix valued function () is analytic in the upper half plane, continuous up to R, and decays like
¢73/2 as ¢ — co. By Cauchy’s theorem this implies, fR Q+(s)ds = 0. Using the jump relations
(2.23) and (2.24) we then have,

1 _e20+ () e=200s) 1\ .
/ A_(s) ((329(8) 0 > A% (s)ds +/R A_(s) ( ) 0 > A* (s)ds = 0.
- +

Adding this to its Hermitian conjugate, and using the fact 64 (s) = 0_(s) for s € R_ (which is
true since x,T € R), we arrive at, cf. [9, Equation (5.146)]

/R AE) (5 8) A% (s)ds + /R A <2e_;9(8) 8) A% (s)ds = 0. (2.25)

This is the crucial step where we need = and T to be real. The latter relation implies that the
first column of A_ is identically zero, and the jump relations (2.23) and (2.24) then imply that
the second column of A is identically zero, as well.

By writing out the RH conditions for each entry of A and using the vanishing of the first
column of A_ and the second column of A, the matrix RH problem reduces to two scalar RH
problems. The proof that the solutions of those scalar RH problems (and thus also the second
column of A_ and the first column of A, ) are identically zero, is exactly as in [9, Step 3 of
Section 5.3] using Carlson’s theorem, see [33], and we will not go into detail about this. We

10



then have shown that A = 0, so that also EI;O = 0 and thus pp = 0. We now have proven that
I — C, is invertible for z, T € R, which implies that the RH problem for ® (and thus also the
RH problem for ®) is solvable for x,T € R.

Next, fix zg, To € R. Above, we have shown that the singular integral operator I —C'y(., 4, 1)
is invertible. Since

-1
I— Cv(~;x,T) = (I - Cv(~;x0,T0)) |:[ + ([ - Cv( ;xo,To)) (Cv( ;x0,70) — Cv( ;x,T))] )
it then follows that I — Cy(.., 7) is invertible provided

(T = Cotesanmy) ™ (Cotswoimy = Cotesomy) || < 1.

where || - || denotes the operator norm. It is straightforward to check that there exist neighbor-
hoods V of zg and W of Ty such that for all z € V and T € W,

[Cots20,10) = Cotsaml| < IO o3 @0, To) = (-5 2, T ooy oy
< H(I_ CU(';$07T0))_1H_17

which implies that the operator I — C,.., 1) is invertible. Hence the RH problem for @, and
thus also the RH problem for ®, is solvable for x € V and T' € W. This finishes the proof of the
first part of the lemma. O

Proof of Lemma 2.3 (ii). It follows from the asymptotic expansion (2.10) of M together
with ® = ®Me 973 see (2.13), that we need to show that ® has a full asymptotic expansion in
powers of (~1. Insert the relation

1 "~ helk 5"
= — s 4+ = for n € N,
P D S

into the solution ® of the RH problem for (TJ, which is given by (2.16). We then obtain for any
n €N,

= _ s L sMI 4 p(s)(T = w7 .

P _I+;Bk§ + 5 A s —0) ds, (2.26)
where

By = _% /Fsk_l(l—i—u(s))(l—v(s)_l)ds. (2.27)

As in [9, Proposition 5.4] one can check that the integral in (2.26) is of order O(¢ ~(+1) as
¢ — oo uniformly for ¢ € C\ T'. We then have shown that ® has the following asymptotic
expansion in powers of (71,

EIS(C) ~ I+ ngg_k, as ¢ — oo, uniformly for ¢ € C\ T (2.28)
k=1

From (2.10), (2.28), and the fact that ® = EI\)PS:QU3 it now follows that ® has a full asymptotic
expansion in the form (2.5), where (with By = By = I)

Ay =" B;By_;. (2.29)
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It remains to show that the A are real-valued for x,T € R. It is straightforward to verify
that for 2,7 € R the matrix valued function —i®((;x,T)o3 is a solution to the RH problem for
®. By uniqueness we then have

q)(c’ :L"T) = _imo-& for l’,T € Ra
which yields
(I + Z AkC_k) C—%osNe—G(C;z,T)Us — (I + ZA_kC_k> C_%USNe_G(C;x’T)%’
k=1 1

and hence A, = A, for =, T € R. This proves the second part of the lemma. O

Proof of Lemma 2.3 (iii). We show that ® and Ay are analytic in z, for z € V. The
analyticity in T follows in a similar fashion. In order to show that ® (and thus also ®) is
analytic for x € V we need to show that, letting h — 0 in the complex plane,

1 - N
lim =(®(C;z + 7, T) = @(C;2,T))

exists. Consider the 2 x 2 auxiliary matrix valued function H((;x,T;h) = H(C) defined as
follows,

H() =®(Ga+h,T)®(CGa, T) L, for (e C\T. (2.30)

Here we take h sufficiently small, so that ®({;x + h,T) exists by part (i) of the lemma. It is
straightforward to check that H satisfies the following RH problem.

RH problem for H:
(a) H is analytic in C\T.
(b) H satisfies the jump relation H(¢) = H_({)vu(¢) for ¢ € I, where

vr(Q) = 1+ N (e — 18 (Ga,T) (8 (1)) S_(Go 1) Cely,

00

vir(¢) = I+ e?Cr D (e — 1)@ (G, T) (1 0

) (/IS—(C;'%?T)_17 CGFQUF4,
UH(C):L Cel“g.

(c) H(C) =1+ 0(1/¢), as ¢ — oo, uniformly for ( € C\T.

Since vy (¢) = I + O(h) as h — 0 uniformly for ¢ € T', where the O(h)-term can be expanded
into a full asymptotic expansion in powers of h, it follows as in [8, 10, 9] that

O(Cx+h, TG, T) ™ = H(Q) =T+ hHy(¢;2,T) + O(h?),  ash— 0, (2:31)

where Hy is a 2 X 2 matrix valued function independent of h. This yields,
1, ~ ~
lim —(®(G o +h,T) = ®(C2,T)) = Hi (G2, T)®(G 2, T),

which implies that ® (and thus also ®) is analytic for z € V.

12



It remains to show that the matrix valued functions Ay are analytic for z € V. By (2.16), it
is immediate that

O (Q)=T+pu(), for(ex,

so that p is analytic for x € V. By (2.27) it then follows that Ek is also analytic for x € V.
This yields, by (2.29) and (2.11), the analyticity of A, and hence the last part of the lemma is
proven. O

2.3 Proof of Theorem 1.1 (i)

In order to prove the existence part of Theorem 1.1 we proceed as follows. Introduce, for
z,T € R, a 2 x 2 matrix valued function ¥ (¢;z,7T") = ¥(¢) by multiplying the solution ® of the
RH problem for ® to the left with an appropriate matrix independent of (,

W) = (A;Q ?) B(), for (€C\T. (2.32)

Here A 12 is the (1,2)-entry of the 2 x 2 matrix A; = Ay(z,T’) appearing in the asymptotic
expansion (2.5) of ® at infinity. The important feature of this transformation is that ¥ satisfies
the RH problem for Plz7 see Section 1.3, as we will show in the following proposition.

Proposition 2.5 The matriz valued function ¥, defined by (2.32), is a solution to the RH
problem for W, see Section 1.3, with Stokes multipliers s1 = so = s5 = s¢ = 0, so = 1, and

s3 = 84 = —1, and with the asymptotic condition (c) replaced by the stronger condition
V() = (AN T()e O, (2.33)
where U has a full asymptotic expansion in powers of ¢~Y2 as follows,

- 1/ h% i
. T _ -1/2 | * Y\ -1
U (¢, T) ~1— hos( + 5 (—z’y h2> ¢

1 — Qe g\ g1 Vg IWE Y\ a_k—1
+3 kZ_l [(Zrk _qk> SR G ¢ . (2.34)
as ¢ — oo uniformly for ( € C\T. Here, y = y(x,T) is given by
y=2A111— Aiu- (2.35)

Further, h = Ay 12 and the gy, 7k, v, and wy, are some unimportant functions of x and T (inde-
pendent of C).

Proof. The fact that ¥ satisfies conditions (a) and (b) of the RH problem for ¥ follows trivially
from (2.32) together with conditions (a) and (b) of the RH problem for ®. So, it remains to
show that W given by

U= N-1¢Tw(¢)ef Qs (2.36)

satisfies an asymptotic expansion of the form (2.34) with y given by (2.35). It follows from
(2.36), (2.32) and (2.5) that

~ - 1 0 > o3
()~ N1 —3< > I+> AR AN
(©) C A 1 kZ:l RCECTT
~ N1 <Zg?,&kg—? —k> N, (2.37)
k=0
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where

~ 1 0 ~ 1 0
A = <A1712 1> , and A = <A1,12 1) Ag, for k > 1.

Now, using the facts that ./21()711 = 1210’22 = 1, that 1210’12 = 0 and that 1210’21 = ./211712 = Alylg we
find,

_OO 00\ 2 0 Api2\ _ppd Ap 1 0 —k
—ZKAM 0>C 2+<0 0 )C U0 A ¢

0 1\, A 0\ .-
:I+A1,12 <1 0>< 1/2_|_< Bll A122>C 1

)

Ak—l—l 12> _k—L <121k+1 11 0 > —k—1:|
+ 2 4+ ’ ~ .
Z K Ag21 ¢ 0 Apy1,22 ¢

Inserting this into (2.37) and using (1.16) we arrive at,

~ _ 1/ A +A i(Ar — Arg2)\
. T 12, 1 1,11 1,22 A1 — Ao 1
V(G T) ~ I =hose 3 (-i(Al,ll —A122) A+ A > ¢

1 [( i?“k) k-1 < Vg iwk) —k—l]
4+ = ; 2 + . , (2.38
2 kzzl [(zrk —qx ¢ Y ) ¢ ( )

Wherq h = Aj 12 and where the gy, g, v, and wy can be written down explicitly in terms of Ay,
and Agy1. Now, note that since det ® = 1 (see Remark 2.2) and since, by (2.5),

det® =1+ (A1711 + AlyQQ)C_l + O(<_2), as ( — 00,

we have that Aj29 = —Aj11. This together with the facts that 211711 = A1 and flmg =
A%,l? + ALQQ yields,

Ajqn+ A = AilZ = h?, Ajqy — Argg =241 — AilZ =y.
Inserting this into (2.38) the proposition is proven. O

The idea is now to show that W satisfies the linear system of differential equations (1.18)—
(1.21) with y given by (2.35), so that by compatibility of the Lax pair this y is a solution to
the P12 equation (1.4). Since by Lemma 2.3 the functions A;1; and Aj 12 are real-valued and
pole-free for z,T € R we have that y itself is real-valued and pole-free for x,T € R, so that the
first part of Theorem 1.1 is proven.

Proof of Theorem 1.1 (i). Recall from the above discussion that we need to show that
the matrix valued functions (note that, by Lemma 2.3 (iii) and (2.32), ¥ is differentiable with
respect to x)

A - 8_111 Pyl

and w

5 =5 U (2.39)
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are of the form (1.19) and (1.21), respectively, with y given by (2.35). Observe that, since ¥

has constant jump matrices, the derivatives %—%’ and %—i’ have the same jumps as ¥, and hence

U and W are entire.
First, we focus on U. By (2.33),

=D (N N ) ¢ (O 06T
U——a—CC (N\IJO'3\I/ 1y 1)C +<O(C_1) O(<_1)>, as ( — oo. (2.40)

Since det ® = 1 we obtain from (2.32) and (2.33) that det = 1, as well. Then, it is easy to
verify that

{1\10'3\/13_1 _ 1—1—/\2\/1;1\2\/1;21 —2(1\’11\1}12 _ < Q11 —iQ12>
2Wo Wy  —1—2U19W0y ) \—iQu —Qu )’

and hence, by (1.16),

(2.41)

N(I\’O' (I\,—IN—I ( %(Q21 - Q12) —%(Q21 + le) — Q11>
3 - .

2(Qa1 4+ Q12) — Quy Q12 — Qa1)

The asymptotics/\of the functions @11, Q12 and Q21 at infinity follow from the asymptotic be-
havior (2.34) of ¥. We find, as { — oo,

Qu =1+ g+ (ywr — )P+ O, (2.42)
Quz = yC™" + (1 = yh)C2 4 (Gyh® — by + )¢

+ %tg—"’/z +uCP o+ 0T, (243)
Qa1 = yC™" = (ry — k)2 + (Syh? — by + ) (2

- %tg“”/z +u¢P =TT+ OCY),  (244)

where ¢,u and v are some functions of x and T. Inserting (2.41)—(2.44) into (2.40) and using
the fact that,

g_z _ %CS/Q B %Tcl/Z n %xC—uz,
it is straightforward to check that,
1 a¢ +t 8C2 +8yC +b+eC? oK) 0™
"~ 240 <8<3 —8y¢* +cC +d —a¢ —t > i (O(C‘l) O(C*)) ’
with
a = 8ry — 8yh, (2.45)

b=4y? — 1207 + 4yh® — 8hry + 8wy,  c = 4y? — 1207 — 4yh® + 8hry — 8wy,  (2.46)
d = 8yw; — 4r? + 120z + 120yT — 8u, e = Syw; — 4% + 1202 — 120yT + Su.  (2.47)
Since U is entire, it contains no negative powers of (. In particular e = 0, so that

d=d+e=16yw; — 8% + 240z. (2.48)
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We now have shown that,

ag +t 8¢ + 8y +b
- L ‘ crserhy. (2.49)
240 \8¢3 —8y¢2 +cC +d —al —t
where a,b and ¢ are given by (2.45) and (2.46), and where d is given by (2.48).
Next, we consider W. Observe that by (2.33),
— ¢~ %N a T N —g—— (N\I’O'g\I/ IN- ) ¢ (2.50)
From (2.34) we obtain
-23 8\1/ -1 123 Z3 -1/2 -1 -1,23
CHENTZTINTICE = N (—heos( Y2+ 0(C)) NI
81’
_ (0 0 ~1/2
~(n o) +oe (251)

where h, denotes the derivative of h with respect to z. Further, using (2.41)—(2.44) together
with the fact that % = (12, we have

80 _‘%3 =~ D1 ar—1 % . 0 1 —1
-5 (N BN ¢ —<<_y 0>+0<c ) (2.52)

Inserting (2.51) and (2.52) into (2.50), and using the fact that W is entire (so that W contains
no negative powers of ¢) we arrive at,

W:<C+(£x_y) é) (2.53)

We will now complete the proof by determining the functions a, b, c,d,t and h, exclusively
in terms of Yy, ¥z, Yz, and Y.z, using the compatibility condition

PV 9’
0Cox  0x0C¢
. L . ow ;
This condition is equivalent to FriairTa +UW — WU = 0 and leads, after a straightforward
x
calculation, to
CoC* 4+ C1({ + Cy =0,
where
8(hy + 0
o= [ BtV 7 (2.54)
—8yz —2a 8(hy +y)
az +8y(hy, —y)+b—c 8y + 2a
C, — y(ha —y) Y (2.55)
cm—2a(hx—y)—2t _am_sy(hw_y)_b+c
C, — (he = y) _ (2.56)
dy — 2t(hy —y) — 240 —t, —b(hy —y) +d
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Since Cy = 0 we deduce that h, = —y, and hence by (2.53) W is of the form (1.21), and that
a = —4y,. By (2.45) we then have,

1
™ = _gym + yh. (2'57)
Further, since Cj 11 = 0 we then obtain from (2.46) that
1 1 1
w1 = JYer + 47 + Syh® = Syah. (2.58)

Inserting the expressions (2.57) and (2.58) for 1 and w; into the expressions (2.45), (2.46) and
(2.48) for a,b,c and d, and using the fact that t = —1b, (since Co12 = 0) we arrive at

a=—4y,, b =12y + 2y, — 1207, (2.59)
¢ = —4y* — 2y, — 1207, d = 16y> — 2y? + 4y + 240z, (2.60)
t = —129Ys — Yozw- (2.61)

Inserting the latter equations into (2.49) we have that U is of the form (1.19). Note that the
fact that y satisfies the PI2 equation now follows from C5 17 = 0. This proves the first part of
the theorem. O

Remark 2.6 Note that, by Lemma 2.3 (iii), we can safely differentiate y and h with respect to
x, as we did in the above proof.

3 Asymptotic behavior of y(x,T) as x — +o00

In this section we will determine for fixed T' € R the asymptotics (as * — £00) of the particular
solution y(x,T') of the PI2 equation with no poles on the real line as constructed in the previous
section and given by, cf. (2.35),

y= 2141,11 - AilZ' (3.1)

Here, A; is the matrix valued function appearing in the asymptotic expansion (2.5) for ®. So,
it suffices to determine the asymptotics (as z — 400) of the first row of A; which we will do by
applying the Deift/Zhou steepest-descent method [8, 9, 10, 11, 12] to the RH problem for ®.

3.1 Rescaling of the RH problem and deformation of the jump contour

Let zp = zo(z,T) € R (to be determined in Section 3.2) and let I = Ujle [; be the oriented
contour through zy as shown in Figure 2. Here, the dotted lines are in fact I'y and I'y, see Figure
1, and are not part of the contour. The precise form of the contour I (in particular of I's and f4)
will be determined below. Now, introduce the 2 x 2 matrix valued function Y (;z,T) = Y (()
as follows,

d(|z|Y/3¢), for ( e IUTTUIIIUILV,
10
1/3
®(|z|'/3¢) ( 1 0) , for ¢ € VI,

where @ is the solution of the RH problem for ®, see Section 2.1, and where the sets LII,...,VI
are defined by Figure 2. Then, it is straightforward to check, using (2.1)—(2.3), (2.5) and (1.16),
that Y satisfies the following conditions.

17



v

Figure 2: The contour I' = U?:l f‘j. Note that the dotted lines are not part of the contour.

RH problem for Y:
(a) Y is analytic in C \ T,

(b) Y satisfies the same jump relations on I' as ® does on I'. Namely,

Vi)=Y (0) (é }) , for ¢ € I, (33
1 0 ~ ~

Yi(Q) = Y(Q) (1 1) , for ¢ € Py U T, (3.4
0 1 R

Yi(Q) = Y(Q) (_1 0) , for ¢ € T, (35)

(¢) Y has the following behavior as ¢ — oo,
Y(Q) ~ (” ZAkw’“/?’C‘k) ¢ o] 7T Nl 0D, (3.6)
k=1
where
G, T) = 7567/ = el 2PTC2 4 sg(a) (112 (37

3.2 Normalization of the RH problem for YV

In order to normalize the RH problem for Y at infinity we proceed as Kapaev in [24]. Introduce
a function g(¢;z,T) = g(¢) of the following form,

9(¢) = c1(¢ — 20)? + e2(C — 20)%2 + e3(¢ — 20)*/2. (3.8)

where zp and the coefficients ¢y, co, and c3 are to be chosen independent of ¢ (but possibly
depending on x and T) in such a way that

g(Q) =0(Q)+0O(?),  as(— o (3.9)
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Figure 3: Contour plot of Reg for "= 0 and = > 0. The shaded areas indicate where Re g > 0.

If we let zg = 2z9(z,T) be the real solution of the following third degree equation (which has
one real and two complex conjugate solutions),

Z(?)’ = —sgn(x)48 + 24z0|1‘|_2/3T, for z #£ 0, (3'10)

and if we set

1 1 1,
_ 1 _1 _ 12 £ 3.11
A5 2T 8T ggh ey (8-11)
then it is straightforward to verify, using (3.7) and (3.8), that for ¢ sufficiently large,
~ e _ _l
9(Q) =0(0) + > ¢ F2, (3.12)
k=0

for some unimportant b;’s which depend only on x and 7" and which can be calculated explicitly.
The latter equation yields that for  large enough,

el21(9(O)=0(Nes _ 1 4 3" dyoh¢ 2, (3.13)
k=1

where the coefficients dj, can also be calculated explicitly. Further, observe that by (3.13) we
have det(I + 202 | dpok¢™*/?) = 1, which yields

dy = %d% (3.14)

Another crucial feature of the g-function is stated in the following proposition, which is
important for the choice of the contour I', and which is illustrated by Figure 3.

Proposition 3.1 There exist constants ¢ > 0, g9 > 0 and xg > 0 such that for x > xg,
Reg(¢) > ¢¢ — z|"? >0, as Arg(¢ — z9) =0, (3.15)
Reg(¢) < —c|¢ — 20|"* < 0, as & — e < |Arg(¢ — )| < & + <. (3.16)

Proof. With ¢ = zy + re’® we have

rTT2Reg(¢) = ¢1 cos(T¢/2) + ca cos(5¢/2)r ™" + e5 cos(3¢/2)r 2, (3.17)
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where by using (3.10) and (3.11)

1

cl:ﬁa

ey = —1—15sgn<x>61/3 +0 ), =671 0@, (3.18)

as |z| — oo. Observe that the right hand side of (3.17) is a second degree equation in r~!, so
that it is straightforward to check that,
(7 Reg(() = o1 — 2 = 4 0@, asp=0 (3.19)
min(r e =c — == x as ¢ = .
g ' des 350 ! !

which yields already (3.15), and that

B é cos?(5¢/2)

max(r_7/6Re 9(¢)) = c1cos(7¢/2) 4cs W7

as /3 < |¢| < . (3.20)

Further, since
B cos?(5¢/2)
cos(3¢/2)

there exists, by continuity in ¢, a constant ¢y > 0 sufficiently small such that the following
estimates hold,

cos(7¢/2) = —1, < 1.31, as ¢ = 67“,

B cos?(5¢/2)
cos(3¢/2)

This implies by (3.20) and (3.18) that

cos(7¢/2) < —0.99, <131,  as 8T — g < |¢| < & 4.

2
max(r~/%Re g(¢)) < —0.99¢; + 1.314‘%2 < —0.00069 + O(z~2/3),
3

as & — e < |¢] <&+, (321)
which proves (3.16). O

Remark 3.2 Recall that the contour T’ (in particular 'y and f4) is not yet explicitly defined.
For now, we choose I'y and I'4 to lie in the sectors where (3.16) holds.

We are now ready to normalize the RH problem for Y at infinity. Let S(¢;z,T) = S(¢) be
the following 2 x 2 matrix valued function,

S(¢) = <d1|;|1/6 ?) Y(Q)el" 97 for ¢ e C\ T, (3.22)

where Y, g and d; are given by (3.2), (3.8) and (3.13), respectively. It is then straightforward
to check, using (3.3)—(3.5), using the fact that g4 (¢) + g—(¢{) = 0 for { € (—o0, 29), and using
(3.6), (3.13), (1.16) and (3.14), that S satisfies the following conditions.

RH problem for S:
(a) S is analytic in C\ T,
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(b) S+(¢) = S_(C)vg(¢) for ¢ € I', where vg is given by,

1 —2]z|7/8g(¢ R
<0 ¢ , for ¢ € T'q,

2|m|7/6g(< 1) . for ¢ ey ULy, (3.23)

for ¢ € I's.
<_1 O> or ¢el's

(c) S has the following behavior as ( — oo,

S(C) - |:I+ <d1|l‘|1/6 1> A <—d1|l‘|1/6 1> |$| ¢

(k8

* *

> o 0(4—2>] ¢ TlalTEN, (3.24)
where the *’s denote unimportant functions depending only on z and T'.

Remark 3.3 Note that by Proposition 3.1 the jump matrix vg on fl,fg and f4 converges
exponentially fast (as © — +00) to the identity matrix.

3.3 Parametrix for the outside region

From Remark 3.3 we expect that the leading order asymptotics of ® will be determined by a
matrix valued function P(°°) (which will be referred to as the parametrix for the outside region)
with jumps only on (—o0, 2¢) satisfying there the same jump relation as S does. Let

PO(Q) =[x (¢ —20) N, for ¢ € C\ (00, 2] (3.25)
Then, using (1.16) and the fact that (( —z0)* ((—z0) * = e~ 2% for ( € (=00, 20), we obtain
that

23 73
4 4

PP = PENONC—20) (C—2), ' N

= P () (_01 (1)> , for ¢ € (=00, 29). (3.26)

Before we can do the final transformation S — R we need to do a local analysis near zq since
the jump matrices for S and P(®) are not uniformly close to each other in the neighborhood of
20-

3.4 Parametrix near z

In this subsection, we construct the parametrix near zy. We surround the fixed point %, see
(1.2), by a disk Us = {z € C : |z — 29| < §} with radius 6 > 0 (sufficiently small and which
will be determined in Proposition 3.4 below as part of the problem) and we seek a 2 x 2 matrix
valued function P((;xz,T) = P(() satisfying the following conditions.
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RH problem for P:
(a) P is analytic in Us \ T'.
(b) Py (¢) = P_(¢)vs(C) for ¢ € T'N Us, where vg is the jump matrix for S given by (3.23).
(c) PP () =T+0(=Y), as ¢ — oo, uniformly for { € 9Us.

We start with constructing a matrix valued function satisfying conditions (a) and (b) of the
RH problem. This is based upon the auxiliary RH problem for M with jumps on the contour
I'?, see Section 2.2. The idea is that, by (2.7)-(2.9), the matrix valued function M (|z|7/?f(z))
will satisfy conditions (a) and (b) of the RH problem for P if we have appropriate biholomorphic
maps f on Us which satisfy the following proposition.

Proposition 3.4 There exists x1 > x9 > 0 and 6 > 0 such that for all |x| > x1 there are
biholomorphic maps f = f(-;x,T) on Uy satisfying the following conditions.

1. There exists a constant co such that for all ¢ € Us and |x| > x1 the derivative of f can be
estimated by: co < |f'(¢)| < 1/co and |arg f'(C)| < eg with £9 defined in Proposition 3.1.

2. f(UsNR) = f(Us) "R and f(UsNCy) = f(Us) NCs.
3. 3f(¢)** = g(¢) for ¢ € Us \ (=00, 2.

Proof. One can verify, using (3.18), that there exists z1 > z¢ > 0 sufficiently large and § > 0
sufficiently small, such that for all |z| > x1 the function f({;x,T) = f(¢) defined by

2/3
10 = (Geat Fealc =20+ Jealc = 20)) (¢~

2 2
5 2/3
= <5%> (¢ = 20), (3.27)

is analytic for ¢ € Uy, and that f is uniformly (in = and ¢) bounded in Us. By Cauchy’s theorem
for derivatives we then also have that f” is uniformly (in z and ¢) bounded in Us for a smaller
6. Then, there exists a constant C' > 0 such that
¢
"(s)ds| < CI¢ — 20, for all |z| > x; and ¢ € Us.
20

1f(¢) = f'(20)] =

Since, by (3.18), f'(z0) = (303)2/3 > const > 0 for |z| large enough, this yields that for all
|x| > z1 (for a possible larger x1) the functions f are injective and hence biholomorphic in U
(for a possible smaller §) and that they satisy part 1 of the proposition.

The second part follows from the first part (for a possible smaller §). The last part follows
from the second part and from (3.27). O

Now, let [z| > 1 and o € (§,7) (we will specify our choice of & below), and recall that the

contour I is not yet explicitly defined. We suppose that [ is defined in Us as the pre-image of
I' N f(Us) under the map f (so I' depends on the parameters z and o), where I'? = U4_1F;’
is the jump contour for M, as defined by (2.6). Then, we immediately have, by (2.7)-(2.9) and
part 3 of Proposition 3.4, that M(|z|7/? f(¢)) satisfies conditions (a) and (b) of the RH problem
for P. Moreover, for any invertible analytic matrix valued function E in Us, one has that

P(Q) = E(QOM(z]"°f(¢)),  for ( € Us\ T, (3.28)
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satisfies also conditions (a) and (b) of the RH problem for P. We need E to be such that the
matching condition (c) is satisfied as well. Let

E(C) = |a| T (¢ = 20)~ 7 (|2 £(O) 7, (3.29)

which of course is an invertible analytic matrix valued function in Us. Then, using (2.10), (2.11)
and (3.25) we have,

POPENQ)™ =T+ Al ™ + Asfa| ™ + O (Ja| 7/*) | (3.30)

as  — Foo uniformly for ¢ € OUs and o in compact subsets of (5, ), where Ay and Ay are
given by

sr(5@) 68 (R 66 e

and where t; and #; are unimportant constants given by (2.12). We then have shown that P
defined by (3.28) satisfies the conditions of the RH problem for P. This ends the construction
of the parametrix near z.

3.5 Final transformation

We will now perform the final transformation. Recall that the contour I is still not yet explicitly
defined. We will now define it in terms of the (sufficiently large) parameter x.

Consider the fixed point 2y + aa (which depends only on sgn(x)) on OUs. Since zg — 2o
as x — +00, see Remark 1.2, there exists xo > x1 sufficiently large such that for all |z| > x5,

6m . 6mi 6m
7—50 <arg(Zp+de 7 —2p) < 7—1—&?0,

where ¢ is defined in Proposition 3.1. From Proposition 3.4 we then know that for |z| > 29
there exists 0 = o(z) € (£ — 20, X + 2¢¢) such that f~1(T'g) N 8U5 ={% + seF “1. By the
symmetry f(¢) = f(¢) we then also have YT NoUs = {2 + e~ o } We now define I' in

U5 (for |z| > x2) as the inverse f image of the contour I'?. Outside Us, we take Nuls= R,
Iy = {29 +te%/7 ¢t > §}, and Iy = {29 +te=5/T . t > §}. Note that by Proposition 3.1,

Re g(¢) > ¢|¢ — zo|"* for ¢ € Ty \ Us, (3.32)
Re g(¢) < —¢|¢ — 2o|™? for ¢ € (o UTY) \ Us. (3.33)

Further define a contour ' as ['p = [' U OUs. This leads to Figure 4. Note that I'gr N Us
depends on z. However, the part of I'g outside Uy is independent of .

Now, we are ready to do the final transformation S — R. Define a 2 x 2 matrix valued
function R((;x,T) = R(¢) for ( € C\T'g as

R(O) = {s<<>P<c>—l, for ¢ € Us \ T,

S(¢)P>)(¢)~t, for ¢ elsewhere, (3.34)

where P is the parametrix near z given by (3.28), P() is the parametrix for the outside region
given by (3.25), and S is the solution of the RH problem for S.

By definition, R has jumps on the contour I'g. However, S and P have the same jumps on
'z NUs. Further, S and P(*) satisfy the same jump relation on (—00, 29 — 9). This yields that
R has only jumps on the reduced system of contours I'r (which is independent of x), shown in
Figure 5.

Using (3.34), (3.24) and (3.25) one can now show that R is a solution of the following RH
problem on the contour g
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Y

Figure 4: The contour I'g = f‘R U 0Us. The part of I'g inside Us depends on x. The rest of I'g
is independent of x.

RH problem for R:
(a) R is analytic in C\ Ix.
(b) Ry (¢) = R(¢)vr(¢) for ¢ € ', with vg given by
vr(¢) = P (Qus(QOP ()7 for ¢ € I'g \ OUs. (3.35)

vr(¢) = P(OP™ ()7, for ¢ € dU;. (3.36)

(c) R(Q)=T+0O(¢C"") as ¢ — oo.
Remark 3.5 Observe that by (3.30), (3.32) and (3.33) we have as x — $o0,

I+ Aqlz|~" + Aglz|=4/3 + O(|z|~7/3), uniformly for ¢ € dU;,
vr(() = el 7/5 )¢ — 0|7/ , . (3.37)
I+0(e o) uniformly for ¢ € I'r \ 9Us,
for some constant v > 0, and where A; and Ay are given by (3.31). As in [8, 9, 10], this yields
that R itself is uniformly close to the identity matrix,

R() =1+0(z™), as © — to00, uniformly for ¢ € C\ Iy

Remark 3.6 Since R(¢) = S(¢)P(>)(¢)~! for ¢ large one can use (3.24), (3.25), and the fact
that (¢ — zo)TS = (TS [I — izocrg{_l + (9((_2)] as ( — 00, to strengthen condition (c¢) of the
RH problem for R to

RO =1+ % +0(¢7?), as ¢ — oo, (3.38)

where R; is a 2 X 2 matrix valued function depending on x and 7" with (1,1) and (1,2) entries
given by,

2 1 _ _
Ri11 = —ZO + §d% + |z| 1/3141,11 — di|z| 1/6141,127 (3.39)
Rio = —di|x| 70 + |2| 73 A 4. (3.40)

From (3.37) it follows, as in [9], that
Ry = —Res (A1, z0)|z| ™" — Res (A, 20)|z| =43 + O(|z|77/3), as ¥ — +00,
so that by (3.31),
Rig1=0(z|7%),  Ripn=0(z*?),  asa— *oc. (3.41)
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Y

Figure 5: The reduced system of contours I'r independent of x.

3.6 Proof of Theorem 1.1 (ii)

We now have all the necessary ingredients to prove the second part of the main theorem.

Proof of Theorem 1.1 (ii). Recall that y = 24,1, — A? ;5. Using (3.39) and (3.40) one can
then write y in terms of the (1,1) and (1,2) entries of Ry,

1
24111 = §Zo|33|1/3 + 2|$|1/BR1,11 — 2|z + 2d1|33|1/6141,12,

Ay = |1‘|2/3R%,12 — di|z|"? + 2dy |2 O Ay 1o,

so that
1
y = §z0|x|1/3 + 2|23 Ry 11 — |27 RY 1. (3.42)
Inserting (3.41) into the latter equation we obtain precisely (1.5). This finishes the proof of
Theorem 1.1. a
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