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Abstract—This paper introduces the extended timing anno-
tation dataset (ETAD) product for Sentinel-1 (S-1) which was
developed in a joint effort of German Aerospace Center (DLR)
and the European Space Agency (ESA). It allows to correct
range and azimuth timing of S-1 images for geophysical effects
as well as for inaccuracies in synthetic aperture radar (SAR)
image focusing. In combination with the precise orbit solution,
these effects determine the absolute geolocation accuracy of S-1
SAR images and the relative collocation accuracy of repeat pass
image stacks. ETAD contains the gridded timing corrections for
the tropospheric and ionospheric path delays, the tidal-based
surface displacements, and the SAR processing effects, all of
which are computed for each data take using standard models
from geodesy and auxiliary atmospheric data. The ETAD product
helps S-1 users to significantly improve the geolocation accuracy
of the S-1 SAR products to better than 0.2 m and offers a
potential solution for correcting large scale interferometric phase
variations. The product layout and the product generation are
described schematically. The paper also reports first results for
different SAR techniques: first, the improvement in geolocation
accuracy down to a few centimeters by verification of accurately
surveyed corner reflector positions in the range-azimuth plane;
second, the well-established offset-tracking technique, that is
used for systematic ice velocity monitoring of ice sheets and
glaciers, where ETAD can reduce velocity biases down to sub-
centimetric values; and third, the correction of atmospheric phase
contributions in wide-area interferograms used for national and
European ground motion services. These early results proof the
added value of the ETAD corrections and that the product
design is well suited to be integrated into the processing flows of
established SAR applications such as absolute ranging of targets,
speckle/feature tracking and interferometry.
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NOMENCLATURE

ALE absolute location error
API Application Programming Interface
APS atmospheric phase screen
C3S Copernicus Climate Change Service
CR corner reflector
DEM digital elevation model
DLR German Aerospace Center
ECMWF European Centre for Medium-Range Weather

Forecasts
ESA European Space Agency
ETAD extended timing annotation dataset
EW Extended Wide swath
FM frequency modulation
GNSS global navigation satellite system
IGS International GNSS Service
IPP ionospheric pierce point
ITRF International Terrestrial Reference Frame
IV ice velocity
IW Interferometric Wide swath
NWM numerical weather model
OT offset-tracking
RMS root mean square
S-1 Sentinel-1
S-1A Sentinel-1A
S-1B Sentinel-1B
SETAP Sentinel-1 Extended Timing Annotation Processor
SAR synthetic aperture radar
SCR signal to clutter ratio
SLC single look complex
SM Stripmap
TEC total electron content
TOPS Terrain Observation with Progressive Scan
UTC Coordinated Universal Time

I. INTRODUCTION

SAR sensors have an intrinsically high pixel localization
accuracy because the position in a SAR image is governed

by the timing of actively transmitted pulses and recorded radar
echoes [1], [2]. The SAR range distance is inferred from the
echo runtime which can be determined readily with a precision
corresponding to centimeters or even millimeters, depending
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on the quality of the oscillator [3], [4]. The azimuth local-
ization is determined by the synthetic aperture, i.e., the flight
track and the referencing of the SAR clock to the orbit time. It
could be determined down to millimeters but is currently often
limited to decimeters due to the lack of precision in absolute
time referencing. When converting these highly precise range
and azimuth time measurements to space coordinates, the wave
propagation through the neutral troposphere and the dispersive
ionosphere, and the uncertainty on the orbit position are the
dominating error sources.

As known from comparisons with tropospheric path de-
lays observed with global navigation satellite system (GNSS)
technology, the propagation delay can be computed with an
accuracy of a few centimeters by integration of numerical
weather models [5]–[8], and the ionospheric state can be
defined by physical models or inferred from observations of
global GNSS networks [9]–[11], allowing for the correction of
ionospheric path delays in single-frequency microwave data.
As for the orbit position, even 25 years ago satellite orbit
state vectors could be determined with 7 cm radial root mean
square (RMS) and 30 cm along-track RMS [12], and can
be determined with 2-3 cm position accuracy today [13]–
[16]. However, the geometric accuracy of SAR systems was
not fully exploited so far. This might be due to the lack
of requirements on the geometric SAR products and the
consequent lack of thorough analysis and algorithm design,
that were in contrast developed by the GNSS community,
see for instance Teunissen and Montenbruck, 2017 [17]. For
the sake of conciseness, we list here only the main con-
tributions and error sources that are neglected in most of
the currently available operational SAR products: atmospheric
propagation delay through troposphere and ionosphere (2-
4 m); inaccurate azimuth time referencing between SAR and
GNSS clock (0.2 m); SAR focusing inaccuracies such as stop-
go-approximation (< 3 m); implications of GNSS-based orbit
determination and the geo-dynamic deformations associated
with the underlying geodetic reference frames (< 0.2 m). A
more detailed explanation can be found in [18]–[21], where it
is shown that a breakthrough in geometric accuracy can only
be achieved if all the aforementioned affects are considered
properly.

In consequence, ESA and DLR investigated the technical
capabilities of S-1 mission and the design of a S-1-based SAR
product with geodetic accuracy. The results are the calibration
procedures described in [22] and the very promising results
published in [23]. Based on this initial analysis, the ETAD
product was designed. The goal of ETAD is to provide a
wide range of users with a product easy to use, so they can
benefit from the geodetic accuracy of SAR without dealing
with the details of the SAR processing technology and the
standards and techniques used in geodesy. The product is
designed as a correction layer to be applied by the user, which
avoids the modification of the original SAR data distributed
by ESA and leaves the possibility to consistently apply the
corrections to datasets derived from the original SAR scenes
as delivered by ESA. The algorithms have been implemented
into an operational software for the S-1 ground segment that
can be potentially used to generate correction data for every

scene acquired by the S-1A/B fleet.
In subsequent pilot studies, the ETAD product has been

tested and validated for two S-1-based products of operational
services: the monitoring of the Greenland ice sheet flow ve-
locity applying SAR offset-tracking (OT), and ground motion
monitoring in Norway with SAR interferometry. OT is a tech-
nique that aims at estimating the local shifts between two SAR
images, that are mostly related to ice motion when observing
glaciers and ice caps [24]–[27]. However, these offsets are
impacted by uncorrected timing delays, especially for ice caps
at high latitudes where the ionosphere can introduce severe
shifts in the SAR data. ETAD constitutes a promising solution
for correcting timing-related biases in S-1 OT measurements,
and its use is investigated in the case of the ice velocity
monitoring over the Greenland ice sheet.

The second application is ground motion mapping using
SAR interferometry. Spatially correlated atmospheric phase
screens are the most dominant error source in interferometry.
Extensive workshops and studies have been performed by
UNAVCO/US [28] and ESA [29], trying to reduce the atmo-
spheric phase screen with numerical weather models (NWMs)
and data driven methods. The general conclusion was that
NWMs do currently not provide the resolution and accuracy
to reliably correct high-resolution SAR interferograms. The
10 km horizontal resolution of the operational Integrated Fore-
cast System (IFS) analysis data from the European Centre
for Medium-Range Weather Forecasts (ECMWF) [30], which
we use as background data, is indeed insufficient for high-
resolution phase correction. Instead, our ETAD product targets
on tropospheric phase errors with correlation lengths larger
than 50 km and on systematic errors caused by changing
atmospheric refraction in areas with significant topography.
We tested this ability on large area interferograms in Norway
which are used for the national ground motion service and the
upcoming European Ground Motion Service (EGMS). Even
if the ETAD product was primarily defined for centimetric
range/azimuth corrections, the range component can be used
to model tropospheric delay variations and reduce stratified
phase errors in interferograms with convincing results.

The paper is structured as follows: Chapter II introduces
the architecture of the ETAD product and the algorithms to
generate it. The validation of ETAD applying SAR geolocation
was carried out by DLR and is reported in chapter III. In
the chapters IV and V, we report on the first demonstration
and the independent assessment of ETAD in ice velocity
monitoring and SAR interferometry performed by ENVEO
and PPO.labs, respectively, who were not involved in the
product development. Finally, chapter VI summarizes key
aspects and provides an outlook on the operational generation
of ETAD products by ESA.

II. THE ETAD PRODUCT

A. Features and Contents

The S-1 single look complex (SLC) image products are
processed for the zero-Doppler geometry convention [31].
Consequently, the 2-D coordinates annotated to the SAR
images, slant range time τ and azimuth time t, describe an

This article has been accepted for publication in IEEE Transactions on Geoscience and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TGRS.2022.3194216

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. X, NO. X, MONTH YEAR 3

TABLE I
ACCURACY SPECIFICATION OF ETAD CORRECTIONS AND NOMINAL

LOCATION ACCURACY SPECIFICATION OF S-1 SLC PRODUCTS [31], [33].

SAR mode ETAD products S-1 SLC products
(1 sigma) (3 sigma)

Rg [m] Az [m] Rg [m] Az [m]

TOPS IW 0.2 0.1 7.0 7.0
Stripmap 0.2 0.1 2.5 2.5

orthogonal raster for which every range line of positions on
the ground X corresponds to a single azimuth time t linked
to the sensor’s state vector Xs(t), Ẋs(t). This is summarized
by the SAR range Doppler equations in zero-Doppler config-
uration [2], [32]:

τ = 2/c · |Xs(t)−X| (1)

0 =
Ẋs(t) (Xs(t)−X)

|Ẋs(t)| |Xs(t)−X|
(2)

where c denotes the speed of light in vacuum. The fulfillment
of these equations by a SLC image product with respect to
the true positions on the ground defines the geolocation quality
and thus the geometric fidelity of the SAR system. For the S-1
products demanding near real time processing and distribution,
the nominal specification of absolute geolocation accuracy is
listed in Table I, which does not involve any additional timing
corrections for path delays or surface deformation. Improving
the meter level geolocation accuracy to well below sub-meter
level and maximizing the geometric fidelity of operational
S-1 products is the main goal of the ETAD product and its
timing corrections. The overall accuracy of ETAD corrections
(1 sigma) at a global level is specified with 0.2 m range and
0.1 m azimuth, see Table I. These numbers are based on the
accuracy of the used correction methods and the underlying
input data, see chapter II-B. It is important to note that
the absolute geolocation accuracy evaluates the entire SAR
system, involving effects not controlled by the ETAD product,
e.g., SAR antenna phase center offset, finite azimuth time
quantization or oscillator aging. Therefore, the formal ETAD
specifications apply only to the standalone product and do
not specify an attainable geolocation accuracy of S-1 SLC
products. However, the validation results documented in this
publication show that in practice the S-1 SAR system can even
exceed these specifications when applying ETAD corrections.

The ETAD product is directly computed from the an-
notations of S-1 level 1 SLC products and auxiliary data
comprising the precise orbit files, atmospheric model data and
the solid earth tide model, which are described in section II-B.
This allows the generation of extended timing corrections
for every S-1 SLC acquisition in the catalog. At the time
of writing, the product has a latency of 21 days after an
acquisition because of the usage of the S-1 precise orbit
solution. Currently, the ETAD product is qualified for the
two S-1 modes Interferometric Wide swath (IW) and Stripmap
(SM) [31], but the processing of Extended Wide swath (EW)

mode is already possible at an experimental level. The detailed
ETAD format specification is available from ESA [34].

The ETAD product contains slant-range and azimuth timing
corrections for tropospheric delays, ionospheric delays, solid
earth tides, the S-1 system effects stemming from the SAR
processing, as well as instrument calibration constants. It is
delivered in the Standard Archive Format for Europe (SAFE)
structure [35]. The product contains the extracted precise orbit
segment specific to the data take, a quicklook file and the
two core ETAD components: the ETAD NetCDF product and
the ETAD XML product. The ETAD XML product provides
fast access to the grid definitions of the individual bursts and
contains statistics for the timing corrections of each burst. In
addition, it contains auxiliary information about processing
parameters and lists the used input data products.

The NetCDF product provides the correction data grids.
It is a self-contained file that has all necessary information
for the application of corrections of SLC SAR timings or the
generation of InSAR phase screens. It defines a grid equally
spaced in time which encompasses the entire S-1 data take
and which is annotated by fast time τ (range) and slow time t
(azimuth). Depending on the SAR mode of the corresponding
S-1 SLC product, the NetCDF contains a number of groups
equal to the number of swathes acquired in this mode. These
swath groups contain subgroups for each burst. Consequently,
the internal structure is closely following the underlying SAR
SLC data [31], see Fig. 1. For SM acquisitions, an entire SM
slice is treated as a single burst. The reason for this burst-wise
handling of corrections are the S-1 system corrections which
differ in overlapping bursts and swaths.

The NetCDF burst groups contain the individual corrections
in 7 NetCDF layers as shown in Fig. 3, plus two additional
layers for the sum of range and sum of azimuth corrections.
The range and azimuth times of the correction grid nodes
are annotated in two vectors. Moreover, 3 layers define the
corresponding latitude, longitude and height coordinates of
the grid points. It has to be noted that the sum layers already
contain the timing calibration constants for the sensor. All the
timing corrections are given in units of seconds. Additional
information, e.g. for selecting a subset of corrections or to
transform the timing corrections into metric shifts are anno-
tated as attributes of the respective NetCDF groups [34].

The achievable accuracy when applying the ETAD timing
corrections is driven by the entire S-1 system, which also
involves any bias stemming from internal electronic delays,
polarization-dependent biases, orbit errors, or potential biases
of the applied geophysical corrections. Consequently, the
ETAD product generation uses a sensor calibration for range
and azimuth timings, which accounts for the overall system
biases and which has to be determined empirically. The initial
values of the used auxiliary file stem from a calibration that
DLR performed at the Metsähovi calibration site, Finland,
with 3 years of S-1A and S-1B IW data (2017-2020) and
corrections according to the ETAD methods. The Metsähovi
station contains a very stable corner reflector (CR) with 1.5 m
edge length, which was also used for the accurate geometric
recalibration of the TerraSAR-X mission [21]. For the details
on accurate geometric SAR calibration see [22], [23]. The
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Fig. 1. The ETAD NetCDF product is structured hierarchically in groups for each sub-swath and burst which contain a stack of 9 correction grids and 3
coordinate grids. The individual burst correction grids lie on a continuous range and azimuth time grid encompassing the whole data take. The range and
azimuth times defining the grid of a given burst are annotated as 1D vectors.

TABLE II
INITIAL SENTINEL-1 TIMING CALIBRATION CONSTANTS FOR S-1 ETAD

PRODUCT AND CORRESPONDING NUMBERS IN UNITS OF METERS.

Sensor ∆τcal [s] ∆tcal [s] Rg [m] Az [m]

S1A 1.1281e−9 1.2873e−5 0.1691 0.0875
S1B 0.0646e−9 −4.9701e−5 0.0097 −0.3380

initial calibration contains numbers for range and azimuth
and S-1A and S-1B, respectively, which are used for all SAR
modes, beams and polarizations, see Table II. Maintenance
will be carried out by the S-1 Mission Performance Cluster
that regularly performs sensor and product evaluations [36].
The applied timing calibration values are also annotated in
the ETAD product NetCDF and are completely transparent to
the user.

B. Algorithms and Processing Chain

The Sentinel-1 Extended Timing Annotation Processor
(SETAP) software was implemented according to S-1 ground
segment requirements to generate ETAD products on an opera-
tional basis. The computations are based on the sliced S-1 level
1 SLC products forming a data take [31]. They are provided
to the processor along with the S-1 precise orbit ephemeris
product, see the schematic workflow shown in Fig. 2. For
performance optimization, steps that refer to data take slices
and bursts are run concurrently. A crucial step is to define a
correction grid that consistently covers all provided input data.
The grid is calculated in range and azimuth as two-way times

and as delta times in seconds with respect to a minimum ETAD
product Coordinated Universal Time (UTC) time, respectively.
The spacing is predefined and corresponds on average to a
200 m ground sampling in both dimensions. The grid of radar
timings is geolocated on a digital elevation model (DEM), i.e.,
the Copernicus 90m DEM, [37], to define the 3-D sensor-to-
ground geometry, and the geoid model EGM2008 (Earth Grav-
itational Model 2008, [38]) is imported as well at this point
for converting the mean sea level referenced DEM heights to
ellipsoidal heights (WGS-84, [39]). With the satellite positions
and the 3-D coordinates of the computational grid known, the
ETAD corrections are computed with the methods described
below, for which additional details can be found in our earlier
publications [7], [21], [23] and in the processor algorithm
technical baseline document [40]. Note that the corrections
for tropospheric and ionospheric delays, solid Earth tides, and
the bistatic azimuth correction are computed for all S-1 input
products, whereas the corrections for Doppler shifts in range
and FM-rate mismatch shifts in azimuth only apply to the
TOPS mode data [23]. Results of the different corrections are
shown in Fig. 3 for a S-1 data take acquired over Alaska,
USA.

1) Direct Integration of NWM for Tropospheric Delays:
The tropospheric delay is retrieved by numerical integration
of air refractivity modelled along the geometrical line-of-sight
between the sensor and the grid point on ground. For the
steep to medium incidence angles of S-1 acquisitions (20 ◦

- 45 ◦), there is no need to consider the additional ray bending
effect because its contribution reaches only a few millimeters
at the most [41]. The total tropospheric delay is on the order
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Fig. 2. SETAP processing chain with the steps for correction calculation
as well as for preparation of the input data. For performance optimization,
several parts of the processor are run con-currently either on the S1 input data
take slices or bursts.

of 2 to 4 m, depending on terrain height and local incidence
angle. The air refractivity can be expressed as a function
of temperature T , pressure P and specific humidity q. All
three parameters are available in the analysis data of the
operational integrated forecast system (IFS) model of ECMWF
in 6-hour time intervals (00h, 06h, 12h, 18h UTC) in 3-D,
i.e., as a number of 137 vertically stacked 2-D layers (model
levels) with a horizontal spatial resolution of approximately
10 km [30], [42]. The direct integration is carried out over
discrete intervals ∆R in line-of-sight direction and between zg
and zML,top, the mean sea level heights of the grid point and of
the top model layer, respectively, requiring the involved NWM
data to be properly interpolated horizontally and vertically for
each integration step n:

SPDtro = 10−6
∑
n

(
k1
Pn

Tn
+ k

′

2

en
Tn

+ k3
en
T 2
n

)
∆R

for n | zg ≤ zn ≤ zML,top

(3)

with en ∼= qnPn/ε, ε = Rd/Rw, Rd = 287.0 JK−1kg−1,
Rw = 461.51 JK−1kg−1 (gas constants for 1 kg of dry air

and of water vapor, respectively [43]), k
′

2 = (k2 − εk1), k1 =
0.776 KPa−1, k2 = 0.715 KPa−1 and k3 = 3750 K2Pa−1

[7], [44]. The integration is performed for the NWM time
instants that most closely precede and succeed the grid point’s
azimuth time. The two slant-path delay results are then linearly
interpolated for the given grid time tg and the outcome is
converted to a two-way slant range delay using the speed of
light in vacuum:

∆τtro = SPDtro,tg · 2/c. (4)

In an earlier study, we validated the ECMWF-based path
delays computed with the described method against GNSS-
based path delays observed with the global GNSS network [7],
which agree within 1-2 cm for most mid- to high-latitude
stations and within 2-4 cm for stations in the equatorial region.
These findings are in line with other published results on
tropospheric path delays derived from ECMWF data [5], [6],
[8].

2) Ionospheric Delay Computation from GNSS-based TEC
Maps: Free electrons and charged particles in the ionosphere
cause frequency-dependent path delays for microwave signals.
Global ionospheric maps derived from GNSS observations of
the global International GNSS Service (IGS) network define
the state of the ionosphere by the vertical total electron
content (TEC) condensed to a single spherical layer [9],
[45]. The SETAP uses as input the daily sets of TEC maps
EvTEC(Φ, λ), horizontally referenced to geocentric latitude Φ
and longitude λ with a resolution of 2.5 by 5 degrees, which
are provided by the CODE (Center of Orbit Determination in
Europe) in the framework of IGS [46]. The TEC can be readily
scaled to frequency-dependent delays of the S-1 C-band by
applying the equation (5). For a given correction grid point, the
vTEC is interpolated at the location of the ionospheric pierce
point (IPP), defined as the line-of-sight intersection with the
spherical model layer. The temporal vTEC interpolation for
the grid point’s azimuth times tg considers the time difference
of the grid with respect to the two used TEC maps (before
and after data acquisition). The result is the ionospheric delay
in slant-range in units of seconds, which is obtained as

∆τion =
2 · CI

c · f2S1 · cos(z′)
· EvTEC(ΦIPP , λIPP , tg) · α, (5)

here CI being the TEC proportionality factor 40.3 ·
1016 m3s−2 [47], EvTEC is the vertical TEC model inter-
polated in space and time, c the speed of light in vacuum,
fs1 the S-1 radar frequency in Hertz, and cos(z′) is the
ionospheric mapping function depending on IPP zenith angle.
The ionospheric delay may reach up to 1 m for the S-1 C-
Band.

Moreover, the algorithm has to account for the fact that the
S-1 orbit, having an altitude of around 712 km, is still within
the upper region of the ionosphere. The equation therefore
contains an additional parameter α = 0.9 to reduce the
GNSS-based vTEC that comprises the entire ionosphere. The
empirical value is based on an earlier analysis performed with
TerraSAR-X [21], and was adjusted for S-1. This constant
scaling parameter can only approximate the fraction of the
electron concentration applicable for S-1 data, but the impact
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Fig. 3. Visualisation of the seven ETAD correction layers contained in the NetCDF product for a S-1A data take acquired over Alaska, USA. Timing
corrections converted to units of meters by speed of light in vacuum divided by two (range corrections) and the zero-Doppler beam velocity (azimuth
corrections).

is considered small and the applied scaling remains transparent
to users as the parameter is also given in the ETAD product
annotation.

The accuracy of the computed ionospheric delays reflects
the station distribution and resolution of the IGS GNSS net-
work providing the TEC data. The estimated spatial quality is
published along with each solution and qualitative assessments
show an accuracy of 4-5 TECU over open ocean and 1-2 TECU
over most land areas [9]. This corresponds to 7-8 cm and 2-
3 cm, respectively, in slant range C-band SAR data.

3) Solid Earth Tidal Displacement Computation: Solid
Earth tides are deformations of the Earth crust caused by
the gravitational force of the Sun and the Moon. The signal
typically varies between ±25 cm in vertical direction, but there
is also a significant horizontal displacement of up to 6 cm [48].
At a global scale, which is the focus of the ETAD product,
the direct tides are the dominating solid Earth displacement
signal, but one should be aware that there are also ocean tide
loading effects that can reach several centimeters at certain
coastal regions [48].

The tides computation requires the time-dependent constel-
lation of the Sun and the Moon as seen from the Earth,

as well as a geodynamic model describing the deformation
ability of the solid Earth. The model applied in ETAD is the
conventional model of the International Terrestrial Reference
Frame (ITRF) which is described in detail by the conventions
associated with geodetic reference frames [48]. For the po-
sition vectors of Sun and Moon, the conventions refer to the
D421 planetary ephemerides issued by NASA’s Jet Propulsion
Laboratory (JPL). These are retrieved using NASA’s SPICE
toolkit Application Programming Interface (API) [49]. The 3-
D tidal displacement vector is obtained in units of meters in the
global ITRF. Thus, the result requires a conversion into slant-
range and azimuth timing geometry of the correction grid. This
is done by computing the zero-Doppler radar times of the grid
position including the tidal displacement and calculating the
difference to the grid nominal radar times. Single Sentinel-1
SAR acquisitions can span several thousands of kilometers in
North-South direction, see Fig. 3, for which the tidal effect
within one data take may vary up to 20 cm in slant-range
(peak-to-peak). For repeated acquisitions, the SAR data time
series will eventually observe shifts of the Earth surface that
have up to 25 cm amplitude.

The tide model considers all signal components with con-
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tributions larger than 1 mm and can be considered inherently
accurate because it is firmly embedded in the crust-based
ITRF [48]. The frame conventions are also applied for the
generation of the S-1 precise orbit solution [13]. Therefore, we
remove the high-frequency time variations of the solid Earth
tides but we do not apply any additional correction for secular
surface deformations such as tectonics. This means that users
will be able to observe signals of tectonic deformations and
comparison with reference targets require proper consideration
of the ITRF epoch [23].

4) Bistatic Azimuth Effects Mitigation: The motion of the
S-1 satellites between pulse transmission and echo reception
amounts to approximately 30-40 m. This quasi-bistatic situa-
tion is commonly neglected as SAR focusing schemes apply
the stop-and-go approximation: it is assumed that the satellite
stops between transmission and reception of a single pulse
and only moves after each cycle [1]. This is beneficial with
respect to computational efficiency, but the implications have
to be carefully considered in order to generate SAR images
of rigorous zero-Doppler geometry, i.e., with orthogonal t and
τ (azimuth and range) annotation. The S-1 SAR processor
applies a simple shift to modify the azimuth timing anno-
tation [31], thereby leaving sub-pixel distortions and range
dependent shifts of 2-4 m in the azimuth times of the S-1
products. The algorithm for the post-processing correction
∆tBA therefore determines both the inverse of the original
azimuth shift and the rigorous correction for each correction
grid point as [23]:

∆tBA =
τmid

2
+

τg

2
− rank · PRI, (6)

with τmid, τg and PRI being the reconstructed mid-swath
range time, the range time of the correction grid point, and the
pulse repetition interval of the considered burst, respectively.
The parameter rank specifies the number of PRI events
between transmitted pulse and return echo. All the required
parameters are annotated in the S-1 SLC SAR product [50].
Because rank and PRI change from sub-swath to sub-
swath, the correction changes considerably across the swath,
especially so with IW3, see Fig. 3.

5) Doppler-induced Range Shift Mitigation: The trans-
mitted radar pulses experience frequency shifts from the
Doppler effect caused by the satellite’s motion. These shifts
are usually ignored by SAR image processing, because the
effect cancels almost completely for SAR modes with azimuth
spectra close to zero-Doppler, e.g., stripmap SAR with zero-
Doppler steering. However, for the Terrain Observation with
Progressive Scan (TOPS) mode used by S-1, which generates
data with large Doppler centroid variations across the bursts,
the impact of the Doppler shift becomes significant, especially
towards the edge of the bursts where the Doppler effect
is the largest [23]. During spectral range compression the
Doppler frequency leads to a proportional spatial shift of
the compressed pulses. This is not handled by the S-1 SAR
processor for the IW and EW data and the shifts ranging
between ±0.4 m across each burst have to be removed, see
Fig. 3. The correction value

∆τDRS = fDC,g/Kr (7)

is proportional to the Doppler centroid frequency fDC,g for
the grid point location tg, τg which has to consider the beam
steering of the TOPS mode [23]. The Kr denotes the frequency
modulation (FM)-rate of the range chirp annotated in the SAR
products [50].

6) FM-rate Mismatch Azimuth Shift Mitigation: Focusing
of the azimuth signal requires knowledge of the azimuth
FM-rate which is driven by the sensor-to-ground geometry.
The range-dependent change is modelled with sufficient detail
when defining the matched filter. However, the effective ve-
locity parameter underlying the azimuth FM-rate computation
is kept constant during the processing of large azimuth blocks.
These comprise up to several seconds in azimuth dimension,
e.g., the 3 s burst size of S-1 TOPS. While for stripmap
SAR with zero-Doppler steering, the effect of the mismatch
(quadratic phase error, [1]) is mainly a defocussing of the
image, there is also a shift in azimuth for TOPS products.
Around the borders of mountainous areas, shifts of a few
meters can be found at the edge of the burst because the
average scene height assumed for the FM-rate calculation can
differ from the local height by thousands of meters.

The azimuth FM-rate mismatch correction is computed from
the annotated Doppler centroid frequency at the grid location
fDC,g and the azimuth FM-rate ka, g applied by the SAR
processor. The correction is calculated by considering the
difference to the true azimuth FM-rate ka,geom derived from
the orbit to grid point geometry

∆tFMM = fDC,g ·
(

1

−ka,g
− 1

−ka,geom

)
. (8)

The computed corrections show strong variations across af-
fected burst as well as spatial correlation with topographic
features contained in the scene, see Fig. 3.

C. Product Usage

For the application of ETAD timing corrections, the
NetCDF product has to be accessed and corrections have to
be applied on burst level. In order to facilitate straightforward
data usage, ESA maintains an API to extract burst timing
corrections from the NetCDF file [51].

1) Application of ETAD Product to Correct SLC Data
Timing: S-1 ETAD gridded corrections are applied to SLC
data on a burst by burst basis, whose original pixel posi-
tions are defined by the annotated time coordinates (t, τ).
The time annotated ETAD correction grids have first to be
resampled to the higher resolution SLC raster by applying
a simple bilinear interpolation. This can be performed for
any combination of correction grids or most conveniently by
using the prepared summation grids. The sum of ETAD range
corrections ∆τ(t, τ) and azimuth corrections ∆t(t, τ) is then
subtracted from the original SLC slant range and azimuth
timings, thus resulting in an irregularly gridded but timing
corrected SLC dataset. Note, the bistatic azimuth correction (6)
and the Doppler shift range correction (7) are annotated in the
ETAD product as correction layers with opposite sign, and thus
have to be subtracted from the SLC timing annotation as all
the other corrections. In order to resample the corrected and
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TABLE III
SUMMARY OF GEODETIC CALIBRATION SITES EQUIPPED WITH TRIHEDRAL CORNER REFLECTORS.

Calibration Site Site Location SAR Ground Description
(latitude/longitude) Infrastructure

Metsähovi Geodetic Finland 1.5 m CR (1) CR facing East (S-1 descending tracks);
Observatory (60.2176 ◦/24.3945 ◦) Reference coordinates from terrestrial

local tie survey (< 5 mm)
Wettzell Geodetic Germany 1.5 m CR (2) CRs facing East and West (S-1
Observatory (49.1447 ◦/12.8783 ◦) ascending and descending tracks);

Reference coordinates from terrestrial
local tie survey (< 5 mm)

Yarragadee Geodetic Australia 1.5 m CR (2) CRs facing East and West (S-1
Observatory (-29.0474 ◦/115.3461 ◦) ascending and descending tracks);

Reference coordinates from terrestrial
local tie survey (< 10 mm)

now irregularly spaced raster back to a regular grid, phase
preserving complex interpolation has to be used [52], and
subsequent processing can continue as normal. For a detailed
description of timing corrections of individual targets and S-1
SLC data, the reader may refer to [33]. The application to S-1
GRD (Ground Range, Multi-look, Detected) products is also
possible with some caveats, see [33], but in order to achieve
high timing accuracies we always recommend to correct S-1
SLC data.

2) Application of ETAD Product to Correct Phase: Phase
corrections should be calculated from the individual ∆τ range
corrections that are converted to radians. Let λS1 be the
wavelength of the sensor and c the speed of light in vacuum:

ΦETAD = − (∆τtro + ∆τtides −∆τion + . . .

∆τcal + ∆τpol) ·
2πc

λS1
.

(9)

Note the inverse sign for ionospheric phase correction due
to the dispersive properties of the ionosphere. The range
calibration ∆τcal and polarization calibration ∆τpol given
in the product annotation only have to be accounted for if
interferograms are calculated from S-1A and S-1B combina-
tions or from different polarization channels [33]. Currently,
the only missing range correction that is annotated in the
ETAD product, the Doppler range shift system correction (see
section II-B5), is omitted from this formula as it is not clear
to which extent its effect is already compensated in various
interferometric processors.

III. VALIDATION AT GEODETIC CALIBRATION SITES

A. Sites and Methods

The quality and accuracy of ETAD timing corrections can be
validated with S-1 measurements of stable calibration targets
with known reference coordinates. For assessing the product,
we used triangular trihedral corner reflectors (CRs) with 1.5 m
edge length, which are installed at the geodetic stations
of Metsähovi (Finland), Wettzell (Germany) and Yarragadee
(Australia) [20], [53]. The procedures are well established and
are commonly applied when determining the absolute location

error (ALE) of SAR systems [21], [54], [55]. Such studies
were also performed by DLR with S-1 data to verify the
correction methods and more details on ALE assessment can
be found in [23].

The ALE of a SAR system is determined by comparing
reference values for range and azimuth computed from the
known target position and the precise orbit solution with the
range and azimuth target coordinates extracted at sub-pixel
level from the SLC SAR images. The comparison has to
account for the errors introduced by the atmosphere, the solid
Earth deformations, and the SAR processing effects, which
allows validation of the corrections offered by the ETAD
products. For each SAR image and the corresponding ETAD
product, residuals are computed and converted to units of
meters as follows:

∆rg = (τSAR − τref −∆τETAD,sum,rg) · c/2
∆az = (tSAR − tref −∆tETAD,sum,az) · vbeam

(10)

where τ, tSAR denote the target coordinates of the SAR image,
τ, tref are the computed reference values, ∆τETAD,sum,rg

and ∆tETAD,sum,az are the total sum of ETAD corrections
in range and azimuth, respectively, c is the speed of light in
vacuum and vbeam is the zero-Doppler beam velocity. The
beam velocity of S-1 is in the order of 6800 m/s and is
annotated in the ETAD product.

Because ETAD products provide the S-1 precise orbit along
with all the corrections layers, the ALE processing becomes
straightforward and consists only of the following steps:

1) Point Target Analysis: Extraction of the target range and
azimuth coordinates from the S-1 SLC SAR image at
sub-pixel level. A two-step procedure is applied. Spectral
zero-padding is used to 32x oversample the complex
image data around the peak, followed by the fit of an
analytic elliptic paraboloid to define the peak position
with a precision better than 1/1000th of a pixel [56].

2) ETAD Product Evaluation: Interpolation of the ETAD
product range and azimuth summation layers (see sec-
tion II-C1) for the obtained range and azimuth coordi-
nate location.
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TABLE IV
SUMMARY OF S-1 DATA AND ETAD PRODUCTS USED FOR VALIDATION AT THE CALIBRATION SITES.

Site / Pass Sensor Relative Mode Pol. No. of Remarks
Orbit Nr. Products

Metsähovi / DESC 1 S-1A 51 IW VV, VH 7
Metsähovi / DESC 2 S-1B 153 IW VV, VH 6
Wettzell / ASC S-1A 44 IW VV, VH 8 CR located in burst overlap
Wettzell / DESC S-1B 95 IW VV, VH 7 CR located in burst overlap
Yarragadee / ASC S-1B 25 SM HH 18
Yarragadee / DESC S-1B 61 IW VV, VH 8 CR located in swath overlap

Fig. 4. Geolocation residuals obtained with S-1 IW data for the different test sites. Raw results without applying corrections (a) and results when applying
the ETAD product (b). Note the different axis scaling.

3) Reference Value Determination: Computation of refer-
ence zero-Doppler range and azimuth coordinates from
the precise orbit embedded in the ETAD product and
the known ITRF reference coordinates of the target,
using the SAR range-Doppler equations in zero-Doppler
configuration (1)(2).

4) ALE Analysis: Comparison of extracted and computed
range and azimuth coordinates, considering the correc-
tions, see equation (10).

The procedure is performed individually for each S-1 SLC
SAR and ETAD product, which yields sets of residuals for
each calibration site and for both instruments S-1A and S-1B.
The results can be analyzed with respect to:

• Standard deviations in range and azimuth (product preci-
sion, sensor noise)

• Remaining offsets in range and azimuth (product accu-
racy, sensor biases)

• Consistency of S-1A and S-1B when applying the ETAD
product (S-1 system performance)

• Consistency of results regarding ascending and descend-
ing passes at the same site

• Performance of system corrections for CRs located in
burst or swath overlap areas

The calibration sites hosting the trihedral CRs are described
in Table III. Each of the geodetic observatories provides one
or two permanently installed CR that are attached either to
a deep concrete foundation or directly to stable bedrock. The
sites have been measured with terrestrial geodetic surveys with
a 3-D precision of better than 5 mm (Wettzell, Metsähovi)
and better than 10 mm (Yarragadee). The coordinates were
accurately transformed to the global ITRF 2014 at reference
epoch 2010, applying the station’s known local network to
ITRF transformation parameters [57]. Test data for this vali-
dation activity consists of S-1 data acquired between August
2019 and August 2020 for which the ETAD products have
been computed, see Table IV. The IW data covers a period of
3 months in summer 2019 to avoid any deterioration due to
snow in the CRs. This yields 7-8 ETAD products per site and
configuration, which have a temporal sampling of 12 days. SM
data at Yarragadee was specifically acquired with a 24 days
repeat interval for one year and all available products are used
for the verification.
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TABLE V
GEOLOCATION RESULTS (MEAN ± STANDARD DEVIATION) OBTAINED WITH IW DATA FOR THE DIFFERENT TEST SITES. ABSOLUTE LOCATION ERROR

(ALE) WITHOUT APPLYING CORRECTIONS (RAW) AND AFTER APPLYING THE ETAD PRODUCT (ETAD).

Calibration Site & Sensor Range ALE [m] Azimuth ALE [m]

RAW ETAD RAW ETAD

Metsähovi DESC S-1A 3.369 ± 0.110 -0.023 ± 0.032 -2.862 ± 0.412 0.170 ± 0.397
Metsähovi DESC S-1B 3.151 ± 0.098 -0.041 ± 0.042 -3.151 ± 0.249 -0.034 ± 0.243
Wettzell ASC S-1A 3.287 ± 0.394 -0.066 ± 0.038 -2.267 ± 0.522 0.125 ± 0.351
Wettzell DESC S-1B 3.092 ± 0.400 -0.054 ± 0.043 -2.695 ± 0.418 0.381 ± 0.369
Yarragadee DESC S-1B 2.968 ± 0.117 0.005 ± 0.021 -3.032 ± 0.951 0.064 ± 0.190

Total S-1A & S-1B 3.150 ± 0.320 -0.036 ± 0.045 -2.736 ± 0.687 0.159 ± 0.334

B. Geolocation Results for IW Products

Without applying any corrections, the ALE residuals of S-1
IW data show typical systematic effects which are caused by
the different types of errors stemming from physical effects
(atmosphere, solid Earth tides) and S-1 SAR system effects,
see Fig 4a and RAW ALE results in Table V.

The range residuals are dominated by the approximately 3 m
bias of tropospheric delay, as well as Doppler range shifts not
corrected in the S-1 level 1 products, which are clearly visible
in the results of the CRs situated in burst and beam overlaps:
WTZ ASC, WTZ DESC, YAR DESC. Despite having been
observed with the same atmospheric conditions, the residuals
of these three calibration targets become divided into two
groups that belong to the different overlapping bursts.

The azimuth ALE residuals are driven by the bistatic
azimuth effects only partly compensated for in processed S-1
level 1 data [23], [58]. The impact is most prominent in the
results of YAR DESC where the measurements are performed
in overlapping beams (IW1, IW2). The azimuth results are
separated by approximately 2 m because of the inter-beam
bistatic biases. In summary, the uncorrected data yields a
combined S-1 ALE result of 3.15 ± 0.32 m in range and
−2.75±0.69 m in azimuth, see Table V. These findings are in
perfect agreement with our earlier results obtained with S-1A
and S-1B at the Australian CR array [23].

After applying the corrections from the ETAD product,
the impact of the effects discussed above is greatly reduced.
The range ALE offsets and standard deviations are now at a
level of a few centimeters, showing only minor differences
between different stacks, calibration sites, and S-1A and
S-1B sensors (Table V, Fig. 4b). The azimuth ALE results
show a similar improvement in eliminating the systematic
discrepancies. However, after correcting all timing errors the
geolocation precision becomes limited by the approximately
22 m azimuth resolution of the IW SLC data [31], which
impacts measurement accuracy because of the signal to clutter
ratio (SCR) of the used CRs. For the trihedral triangular CRs
with 1.5 m edge length, the average SCR observed with the
IW data is 22 dB, which translates into a theoretical azimuth
precision (1σ) of 0.68 m when applying the error estimation
assuming uncorrelated clutter [59]. In fact, our measurements
are better than this prediction which may be caused by
overestimated clutter or by correlated background clutter [60],

but an overall SCR limitation is still manifested in the standard
deviation of the azimuth residuals list in Table V. Nevertheless,
the azimuth ALE of IW data benefits from the ETAD system
corrections which enable comparable observations across the
different test sites.

C. Geolocation Results for SM Products

With an average resolution of 2.5 m in range and 4.5 m
in azimuth [31], the S-1 SM data has considerably higher
azimuth resolution than IW data and therefore the attainable
geolocation accuracy is higher as well because of the increase
in target SCR and resolution. The uncorrected SM data shows
an azimuth offset due to the bistatic error and a range offset
mainly caused by the tropospheric delay, see Fig. 5a and RAW
ALE results in Table VI. The additional spread in range is
caused by the atmosphere and solid Earth tides.

Results for the corrected data are shown in Table VI and
Fig. 5b. The corrections from the ETAD product remove the
range bias and improve the range ALE standard deviation from
0.14 m to 0.02 m at the given test site. The range data becomes
almost perfectly centered which confirms the consistency of
the IW and SM range observations of S-1 when applying the
ETAD corrections. In the ETAD product, the azimuth SM data
is only corrected for the bistatic effect, which is mainly a bias,
and the horizontal solid Earth tide deformations, which at the
given site are at the ±0.03 m level. Consequently, there is only
a small improvement in the standard deviation, see Table VI,
whereas the azimuth bias is largely removed.

Overall centering of the data is achieved with the ETAD
timing calibration, which was determined for IW data (see
section II-A). The results show that for range data the correc-
tion is already well defined, but for azimuth SM data there
remains an offset of 0.15 m. Therefore, a refinement of the
timing calibration auxiliary dataset used by the ETAD (see
section II-B) has to be performed in order to adjust the SM
geolocation accuracy in azimuth.

D. Discussion of Geolocation Results

The geolocation range results obtained with the ETAD
product are well within the range correction specifications
(see section II-A). The range accuracy achieved with IW data
across all tests with different beams and sensors is better
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TABLE VI
GEOLOCATION RESULTS (MEAN ± STANDARD DEVIATION) OBTAINED WITH SM DATA AT THE YARRAGADEE TEST SITE. ABSOLUTE LOCATION ERROR

(ALE) WITHOUT APPLYING CORRECTIONS (RAW) AND AFTER APPLYING THE ETAD PRODUCT (ETAD).

Calibration Site & Sensor Range ALE [m] Azimuth ALE [m]

RAW ETAD RAW ETAD

Yarragadee ASC S-1B 3.318 ± 0.142 0.011 ± 0.020 -2.093 ± 0.048 0.157 ± 0.046

Fig. 5. Geolocation residuals obtained with S-1 SM data for the Yarragadee test site. Raw results without applying corrections (a) and results when applying
the ETAD product (b). Note the different axis scaling.

than 0.05 m and even better (0.02 m) for SM range data. The
azimuth geolocation, however, is limited by effects beyond
the scope of the ETAD product. Whereas the results achieved
with SM data show a very high geolocation precision of
0.05 m in azimuth that is clearly within ETAD specification,
the geolocation precision obtained with IW data is 0.3 m due
to the coarser azimuth resolution and the limited SCR of the
CRs. We have no reason to assume that the ETAD azimuth
corrections for IW are worse than those for SM. Moreover,
both modes show a systematic azimuth offset of about 0.15 m.

These remaining errors are the combined effect of orbit
accuracy, uncompensated sensor biases, and the impact of SCR
versus resolution of the SAR image product:

• The accuracy of the S-1 precise orbit product is better
than the required 5 cm 3-D RMS [13].

• For the processed IW data, the SCR of the CRs reads
22 dB which translates into a theoretical geolocation
precision of ±0.09 m (range) and ±0.68 m (azimuth)
when applying the average S-1 IW image resolution of
3 m (range) and 22 m (azimuth) [31], [59].

• For the processed SM data, the SCR of the CRs reads
28 dB which translates into a theoretical geolocation
precision of ±0.04 m (range) and ±0.06 m (azimuth)
when applying the average S-1 SM image resolution of
2.5 m (range) and 4 m (azimuth) [31], [59].

• The biases stem from S-1 sensor characteristics, system
aging, and other unknown effects that have to be cali-
brated for the system.

Considering the impact of SCR, the ETAD products per-
forms to specification and the accuracy can be ensured by
refining the sensor timing calibration used by the ETAD
processor, see the outlook in chapter VI. In summary, the
performed ETAD product validation confirms that the product
behaves as expected and the geometric accuracy attainable at
global scale with S-1 data is now at least 0.2 m in range and
0.1 m in azimuth.

IV. ICE VELOCITY MONITORING IN GREENLAND

The ice flow of the Greenland ice sheet is routinely mon-
itored by ENVEO through the Copernicus Climate Change
Service (C3S) for Land Hydrology and Cryosphere [61]. In
this operational framework, ice velocity (IV) is mapped by
applying the well-established SAR OT technique to each 6-day
and 12-day pair of S-1 SLCs acquired over Greenland [27].

The OT technique consists in determining the local mis-
alignment between repeat pass SAR images by finding the
maximum of the cross correlation peak that corresponds to the
offset [24]–[26], [62]–[64]. When OT is applied to ice sheets
or glaciers and if SAR images are geometrically coregistered
beforehand, the estimated offsets can be assumed to be directly
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Fig. 6. Coverage of S-1 Greenland IV data: track 31 (blue), track 112 (red).

related to ice motion. In practice, amplitude-based OT uses
SAR amplitude images as templates to determine displace-
ments of ice surface features such as crevasses, rifts or edges.
In case speckle is coherent it can provide even higher accuracy
than features. OT estimates displacements in both the range
and azimuth directions, that are subsequently normalized by
the temporal baseline to obtain velocity measurements. One of
the main error sources is uncompensated propagation delays,
in particular the tropospheric and ionospheric ones, that are in
turn misinterpreted as ice motion. In order to correct for such
biases, OT results are usually calibrated against stable or slow-
moving areas (e.g. rocks or ice divides) in a post-processing
step. However, calibration can turn out to be challenging in
regions lacking stable areas and in situ measurements, e.g.
for tracks covering only the interior of the ice cap. In this
case, ETAD products provide a valuable alternative. In this
section, the use of timing delay corrections as provided by
ETAD products is investigated for compensating biases in OT
IV measurements.

A. Methods

In the case of OT, we consider two approaches to compen-
sate timing delays by applying ETAD corrections: the first
approach is the SLC timing correction of individual SAR
images before processing, which is described in section II-C1;
the second approach is a post-processing bias correction of
local pixel shifts estimated between two SAR SLC images.
The SLC timing correction is of interest if one has to process
the same SLCs with multiple techniques; for processing a
dataset with OT only, or for correcting archive results, the
second method is faster and computationally less expensive.
In both cases, the ETAD correction module can be easily
integrated to standard processing chains.

As explained in section II-C1, the use of ETAD for correct-
ing SLC timing enables to resample each pixel to its accurate
position in the SAR image by correcting timing errors of

various origins. The ETAD SLC timing correction must be
applied to both the reference and secondary SLCs used for
OT. The output products are timing-corrected SLCs, directly
ingested into the standard OT processing chain. This method
is expensive because the resampling has to be performed on
complex images at full resolution on aliased TOPS data, i.e.
at non-zero-Doppler frequencies. The interpolator must be
capable to handle very small shifts of less than 1/100 of a pixel.
Moreover, it doubles the storage space of the SLC data, which
can become critical for wide-scale monitoring. The second
approach requires no interpolation of SLC data as it applies
the corrections directly on the shift vectors derived from OT.

Let us consider that the offset-tracking range and azimuth
velocity estimates vOT

rg and vOT
az are already available for a

given pair of uncorrected reference and secondary SLC. Then
the post-processing bias correction consists of: 1) upscaling
the reference and secondary ETAD timing delays to the SLC
grid multilooked at the OT grid resolution using a bilinear re-
sampling, 2) resampling the secondary ETAD to the reference
OT geometry, and 3) correcting the offset tracking velocity
estimates according to:

vOT ′

rg =vOT
rg −

(
∆τrefETAD,sum,rg −∆τsec,resETAD,sum,rg

)
∆T

· c
2

(11)

vOT ′

az =vOT
az −

(
∆trefETAD,sum,az −∆tsec,resETAD,sum,az

)
∆T

· vbeam
(12)

where vOT ′

rg and vOT ′

az are the corrected OT velocity estimates
in the range and azimuth directions, respectively, ∆T is
the temporal baseline between the reference and secondary
acquisitions, ∆τrefETAD,sum,rg and ∆τrefETAD,sum,az are the
upscaled sums of ETAD range and azimuth timing corrections
corresponding to the reference acquisition, ∆τsec,resETAD,sum,rg

and ∆τsec,resETAD,sum,az are the upscaled and resampled sums of
ETAD range and azimuth timing corrections corresponding to
the secondary acquisition, c is the speed of light and vbeam is
the zero-Doppler beam velocity. This calculation is performed
pixel-wise and the position indices have been omitted for the
sake of readability.

The post-processing ETAD correction is operated at mul-
tilooked resolution and has therefore reduced computational
and storage costs compared to the SLC timing correction. It
also opens the possibility to correct archive results without
the need of a full reprocessing. The SLC timing corrections
are still worth considering in the case of multi-approaches
studies. Both approaches are evaluated in the following using
the dataset described below.

B. Dataset and Processing

For testing the OT IV bias compensation, the two methods
are tested on a dataset of S-1 SLCs acquired over Greenland.
ETAD products have been computed for each acquisition of
the dataset described in Table VII. The dataset consists of
long stripes of S-1 IW SLC data acquired along ascending
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Fig. 7. Range (a-d) and azimuth (e-h) velocity components measured with (a, e) uncorrected OT, (b, f) OT with SLC timing corrections, (c, g) OT with
post-processing corrections and compared to (d, h) the multiannual velocity reference. OT is applied to a 6-day S-1A and S-1B pair acquired along track 31
(16/12/2019-22/12/2019).

TABLE VII
DESCRIPTION OF SENTINEL-1 DATASET USED FOR THE GREENLAND

EXPERIMENT.

Pass Sensor Relative Mode Pol. Products
Orbit Nr.

ASC S-1A 31 IW HH 16/12/2019
28/12/2019

ASC S-1B 31 IW HH 22/12/2019
DESC S-1B 112 IW HH 16/12/2019

28/12/2019

and descending tracks with 6- and 12-day repeat during winter
2019. These tracks cover at the same time fast ice streams, the
slow-moving ice sheet interior and stable rocks on the coast,
see Fig. 6. The tracks, the coverage and the repeat interval
(6 and 12 days) are representative of the operational scenario
used in the C3S IV monitoring service [61].

For each possible pair of acquisitions, OT is applied with-
out bias compensation, with ETAD SLC timing corrections,
and with ETAD post-processing corrections. Range and az-

imuth velocities are calculated on a grid multilooked on
40 × 20 pixels in the range and azimuth directions respec-
tively, filtered and eventually geocoded on a 100 m grid with
polar stereographic projection. Measurements with a cross-
correlation below 0.1 are dismissed. Processing parameters
are kept constant for all methods. For validation, the results
are compared with a multiannual reference IV map generated
with OT. The reference map is the solution of a least-
squares problem made up of more than 5 years of S-1 OT
measurements, each individual 6- and 12-day OT results being
calibrated against stable and slow-moving areas. This reference
map is hence representative of the stable state of the Greenland
ice sheet. During winter, little ice flow variations are expected
and OT IV measurements should hence be as close as possible
to this reference.

C. Results and Discussion

The performance of ETAD corrections can be qualitatively
appreciated by comparing the multiannual IV reference to the
OT IV results without bias compensation, with the ETAD
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TABLE VIII
DESCRIPTION OF SENTINEL-1 DATASET USED FOR THE GREENLAND EXPERIMENT.

S-1 pair Orbit ∆T Spatial average of LOS velocity Spatial average of azimuth velocity
Nr. (days) residuals (m/day) residuals (m/day)

No SLC Post-proc. No SLC Post-proc.
correction correction correction correction correction correction

16/12/2019 - 31 6 0.036 ± 0.002 ± 0.002 ± 0.063 ± -0.009 ± -0.012 ±
22/12/2019 0.008 0.008 0.008 0.057 0.057 0.057

22/12/2019 - 31 6 -0.025 ± -0.001 ± -0.001 ± 0.069 ± 0.004 ± 0.006 ±
28/12/2019 0.007 0.007 0.007 0.048 0.048 0.048

16/12/2019 - 31 12 0.005 ± 0.001 ± 0.001 ± -0.001 ± -0.001 ± -0.001 ±
28/12/2019 0.007 0.007 0.007 0.031 0.031 0.031

16/12/2019 - 112 12 -0.004 ± -0.006 ± -0.006 ± -0.001 ± -0.003 ± -0.003 ±
28/12/2019 0.093 0.091 0.093 0.170 0.168 0.170

Fig. 8. Histogram of range and azimuth OT velocity residuals for 6- and 12-day pairs (track 31), with (orange) and without (blue) ETAD SLC timing
corrections. Residuals are computed as the difference of the OT results compared to the multiannual velocity reference. (a) 16/12/2019-22/12/2019 - range
velocity residuals. (b) 16/12/2019-22/12/2019 - azimuth velocity residuals. (c) 16/12/2019-28/12/2019 - range velocity residuals. (d) 16/12/2019-28/12/2019
- azimuth velocity residuals.

SLC timing correction, and with the ETAD post-processing
correction, as shown in Fig. 7 for a 6-day pair involving S-1A
and S-1B. The uncorrected velocities show an obvious error
for the range and azimuth components when compared to
the reference solution. In particular, the velocity differs from
zero on the coast, where the rocks are free of ice and non-

moving. In addition to the large-scale error, the azimuth com-
ponent also suffers from local ionospheric streaks. Ionospheric
streaks are shifts in the azimuth position caused by kilometer-
scale disturbance of the ionosphere electron content [65].
They are commonly observed for OT processing in the polar
regions and remain challenging to correct. Both the ETAD
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SLC timing correction and the ETAD post-processing bias
correction efficiently remove undesired large-scale trends and
inter-sensor biases, showing velocity estimates close to zero
on rocky areas. However, due to the coarser natural resolution
of the underlying ionospheric data compared to the scale
of such local ionospheric disturbances, and the omission of
ionospheric corrections for azimuth timings in ETAD products
(see sectionII-B2), the streaks remain uncorrected for the
azimuth component.

For assessing quantitatively the performance of the correc-
tion approaches, we compute the difference between the refer-
ence velocity and the OT measurements for each pair and each
method. This deviation with respect to the reference velocity is
referred to as the velocity residual and is calculated pixel-wise
for the range and azimuth components. A typical distribution
of these residuals with and without ETAD corrections is shown
in Fig. 8 for a 6-day pair and a 12-day pair. The ETAD post-
processing corrections yield results practically identical to the
SLC timing corrections, and are hence not displayed in this
figure. Both the range and azimuth components appear to be
normally distributed. Residuals of the azimuth components
have a larger spread than those of the range components, due
to the ionospheric streaks introducing local errors that cannot
be corrected with ETAD. In the 6-day case, the residuals of
the uncorrected OT results are distributed around a non-zero
center value for the range and azimuth components (about
0.035 m/day and 0.065 m/day, respectively). Applying the SLC
timing corrections, the distribution is shifted towards zero and
the bias is significantly reduced to approximately 0.002 m/day
and 0.01 m/day in range and azimuth, respectively.

However, for the 12-day example, the bias is smaller and the
improvement is therefore less significant. For the range com-
ponent, the distribution is still shifted by about 0.004 m/day
towards zero, but for the azimuth component, the shift is
smaller than 1 mm/day and the uncorrected and corrected
residual distributions overlap. The reduced improvement in the
12-day case is expected as the OT measurements are usually
less biased for longer temporal baseline, because: 1) OT has a
better sensitivity to large displacements; 2) the displacements
measured with OT are normalized by the temporal baseline
to calculate velocities and the contribution of the path delay
therefore decreases as the temporal baseline increases, making
12-day pairs less affected by timing errors than 6-day pairs.
The scaling by the temporal baseline should in theory yield
an accuracy of 12-day OT results better than the 6-day case
by a factor 2, although a larger amount of scenes would be
necessary to prove it.

For all the four analyzed pairs and both the corrections
methods, the average residual values and their standard de-
viations are listed in Table VIII. As already observed with the
histograms, for 6-day pairs, the average residual bias improves
from a few centimeters per day in the uncorrected case to less
than 1 cm/day with the ETAD, and even better in some cases.
The standard deviation remains mostly unchanged when the
ETAD corrections are applied. The small residuals obtained
when the ETAD corrections are applied highlight the reduced
need for velocity calibration that is required in the uncorrected
case. Furthermore, the improvement is similar for the SLC

timing corrections and the post-processing bias corrections,
both methods being therefore considered equivalent.

Due to the bias being smaller in the 12-day case, the
improvement provided by the ETAD correction is strongly
reduced. The particular pair over track 112 even shows slightly
worsened measurements when ETAD corrections are applied.
The performance of ETAD correction in this particular ex-
ample must however be put in perspective, considering that 1)
track 112 crosses a region of high accumulation located on the
southeastern coast of Greenland, where correlation is reduced
and errors might be introduced, while the situation might be
improved locally in some other places; 2) the mean correction
and the mean residual velocity are subcentimetric, which is
at the edge of OT noise floor and thus making variations
of the residuals between the uncorrected and corrected cases
of little significance [24], [59]. Furthermore, the combination
of high accumulation, causing inaccuracies in the velocity
measurements, associated to a wide variety of velocities in
the scene leads to overall larger standard deviations of the
residuals compared to the other examples.

V. INSAR APPLICATIONS IN NORWAY

The most significant noise source in InSAR time series
analysis is the spatially varying and strongly time dependent
delay through the atmosphere, see for instance [66], [67].
The atmospheric phase screen (APS) present in interferograms
consists of a topography dependent part, and a topography
independent part [68]. It has been demonstrated that the topog-
raphy dependent component of the atmospheric phase screen
may be reasonably predicted under certain conditions using
only SAR data [69], or using auxiliary numerical weather
models [70]. The topography independent part can be further
decomposed into a relatively stable part over long spatial
scales (> 50 km), and a part due to turbulent mixing with
shorter spatial and temporal scales [7]. While the turbulent
part of the atmospheric signal is not easily predictable, the
components of spatial scales larger than about 50 km are
typically captured well by NWMs.

A. Benefit of ETAD for InSAR

It is challenging to compensate for the APS present in SAR
data [68]. Most mitigation approaches rely on assumptions
about the statistical behavior of APS in space and time [66].
In particular, the APS is assumed to be smooth in the spatial
domain, and decorrelated from acquisition to acquisition in
the temporal domain. The latter assumption allows robust
mitigation of the APS component due to turbulent mixing
in a purely data driven manner. However, such methods
like persistent scatterer interferometry or differential InSAR,
e.g. [71], [72], usually perform well only on spatial scales up
to a few tens of kilometers [73].

The long spatial scales and the topography dependent
components are often still partially present after data driven
APS mitigation. This typically happens in areas with complex
topography, since the statistical assumption used in the estima-
tion of APS is not entirely accurate. While purely data driven
mitigation methods do exist, any reliable and operationally
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Fig. 9. Overview of AOI for InSAR study with ”valley sub-AOI” indicated.

available a priori information that can support mitigation of
the non-turbulent components is very valuable. Note that due
to the turbulent components of the APS, ETAD is a supplement
to data driven mitigation, not a replacement.

The ETAD product contains a dedicated layer, based on
numerical weather models (Section II-B), for compensation
of the atmosphere in S-1 SAR data. In this case study,
effectiveness of the ETAD product for mitigation of non-
turbulent APS components is evaluated.

B. Site: Norwegian fjords and mountains
Several studies [7], [74] have demonstrated the potential

of NWM data for robust mitigation of non-turbulent APS
components under favorable conditions. In this case study,
the performance of such an approach is evaluated in a very
challenging area in Southern Norway. The area is characterized
by fjords, deep valleys, and complex topography in general. On
the other hand, the amount of water vapor in the troposphere
is relatively limited, potentially allowing reliable modeling of
atmospheric effects. Figure 9 shows the location of the test
area, and the outline of the available ETAD products for S-1
ascending track 44. Due to long periods of seasonal snow
cover in Scandinavian mountains, only data between June and
October are useful for InSAR analysis in this area. For this
case study, ETAD products for a stack of 12 S-1 slices from
the period Jul 2 to Sep 6, 2019, and involving S-1A and S-1B
were used.

For qualitative evaluation of the performance of the strat-
ification correction provided by ETAD, the area of interest
is further restricted to a single long and relatively deep
valley in the south-eastern part of the dataset. The valley
Gudbrandsdalen is about 230 km long, and it is typically 10 km
wide and 500-800 m deep in the narrower parts, where the
stratification is most pronounced. The area of interest covers
the southern half of the valley. The reduced area of interest is
also indicated in Fig. 9.

C. Data Processing

Quantitative and qualitative performance analysis of the
ETAD layers for the interferometric time-series applications
was approached as follows:

Fig. 10. Top: Variograms of interferometric phase before and after ETAD
based correction for the 66 interferograms of the Norway test site. The thick
red and black lines show the average variogram before and after correction,
respectively. Bottom: The ratio of variograms before Γ and after Γetad

correction, in dB as function of distance, gain = 10log10 (Γetad/Γ).

1) Generate stack of differential Sentinel-1 IW mode burst
interferograms, all 66 possible combinations.

2) Multilook the stack of interferograms to approximately
the resolution of ETAD products (51 × 15 looks)

3) Mosaic burst interferograms to full slice interferograms
4) Unwrap interferograms
5) Calculate differential range delay correction, equa-

tion (9), from ETAD and resample to the interferogram
grid.

6) Compensate unwrapped interferograms by applying
ETAD correction and convert to units of range delay
in millimeters.

Steps 1-4 are standard Differential InSAR processing steps
for the stacks of S-1 data, resulting in 66 unwrapped inter-
ferograms for the given stack, and the ETAD correction is
generated and applied in Steps 5 and 6. An example for the
performed processing is shown in Fig. 11.

D. Results and Discussion

To evaluate the performance of the ETAD corrections for
compensation of the long spatial scale components of the APS,
we apply a variogram analysis to all available interferograms
before and after the correction, similar to [74].
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Figure 10 shows the results of the performed variogram
analysis of all the 66 interferograms. The gain profile in the
lower panel shows that the spatial variance drops significantly
for scales larger than 25 km, indicating that the ETAD
corrections in general effectively removed the APS on long
spatial scales. On the other hand, a slight average performance
loss (∼ 10 %) can be observed for spatial scales shorter than
25 km. This could be caused by the limited 200 m resolution of
the ETAD product, which may lead to non-optimal corrections
in mountainous terrain. A future ETAD product with add-ons
for phase corrections in mountains could improve this signif-
icantly. Given the typical magnitude of the non-predictable
turbulent mixing component in this challenging area, this is
expected and not critical since straightforward data driven APS
mitigation methods perform well on these spatial scales.

It is important to note that the variogram gain shown in
Fig. 10, lower panel, is a relative measure, and thus only a
relevant measure of success in cases where long spatial scale
components and/or stratification are present in the uncorrected
interferograms. For interferograms completely dominated by
turbulent components, the gain profile will typically be rela-
tively flat and slightly positive, i.e., the errors of the NWM
would add to the atmospheric phase screen.

In summary, we observe a 3 dB improvement in precision
at 100 km distances. While for example, with a simple data
stacking approach, 4 independent interferograms would be
required to achieve the same level of improvement, i.e. a factor
of 2 lower standard deviation. Therefore, it can be stated that
the ETAD correction may allow for faster detection of transient
deformation because less temporal averaging is required.

E. Stratification considerations

The stratification influences the variogram at a broad range
of spatial scales, and any potential improvement should theo-
retically be quantifiable. For this particular study, the stratifica-
tion is not significantly affecting more than a small percentage
of the total area of interest, leading to a smear effect that makes
it hard to quantify the effect of ETAD based stratification
correction in isolation. Thus, an overall variogram analysis of
the whole area is not a suitable method for a direct quantitative
analysis of stratification correction.

Nevertheless, some insight in the effect of ETAD corrections
can be obtained by reducing the analyzed area to valleys
where the stratification effect is dominant. The analyzed area
is marked in Fig. 9. We inverted the stack of unwrapped
interferograms of the reduced area with respect to a temporal
reference and a high-coherence reference point (i.e., straight-
forward short baseline subsets-like inversion, see e.g. [72]).
The result is a single-reference stack of 11 differential in-
terferograms, each representing the phase difference between
the first scene and each of the other scenes. By assuming
that no significant motion happened during the 66-day time
series and ignoring other noise terms, we may interpret these
interferograms as APS only.

By comparing the inverted stack before and after ETAD
correction, the effect on the stratification can be visually
inspected. Figure 12 shows two examples. The first example

Fig. 11. Example illustrating the effect of ETAD correction, particularly the
long wavelength component and stratification: (top) original interferogram,
(middle) ETAD correction, (bottom) corrected interferogram. One color cycle
corresponds to half a wavelength change in slant range, about 28 mm.

is the typical case, where no residual stratification can be
identified by visual inspection after the correction. The second
example is the only example in this stack where the correction
was suboptimal, and a barely visible residual stratification
component is still present in the upper part of the corrected
interferogram.
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Fig. 12. Top: Interferogram July 2, 2019 vs August 7, 2019; illustrative
(typical) example, stratification successfully mitigated. Bottom: Interferogram
July 2, 2019 vs July 26, 2019 - the only example of slightly suboptimal ETAD
correction in the stack. One color cycle corresponds to half a wavelength
change in slant range, about 28 mm. Results display subset as marked in
Fig. 9.

VI. CONCLUSIONS AND OUTLOOK

In this paper we outlined the ETAD product for S-1 SLC
SAR images, presented the validation at geodetic calibration
sites, and evaluated first applications to assess and demonstrate
product usability. Product structure, the underlying algorithms,
and its usage were discussed and examples are shown to
emphasize the need for such timing corrections in SAR appli-
cations. The product comprises the corrections for tropospheric
delay, ionospheric delay, solid Earth tides displacement, as
well as the SAR processor effects of bistatic azimuth shifts,
Doppler shifts in range, and azimuth shifts due to azimuth FM-
rate mismatch, which in total can amount to several meters in
range and azimuth, respectively.

The product was verified in dedicated geolocation exper-
iments with accurately surveyed CRs and evaluated in two
well-established SAR applications: ice velocity monitoring
with OT and ground motion mapping with interferometry. The
geolocation assessment performed at test sites in Australia,
Finland and Germany confirms that the ETAD corrections
meet the formal 1 sigma specification of ±0.20 m in range
and ±0.10 m in azimuth. In general, we obtained experimental
ALE results of better than 0.05 m. The result of 0.33 m
obtained for the IW azimuth data is a consequence of the SAR
image resolution and not of the ETAD product. Moreover, a

bias of 0.15 m was found in the azimuth geolocation results
of SM data and has to be addressed by an update of S-1A and
S-1B sensor timing calibration used in the ETAD. From these
results, we conclude that the high geolocation accuracy, which
is attainable with S-1 data [23], [36], is now operationally
accessible at a global scale.

For OT IV monitoring, ETAD products constitute an oppor-
tunity to get free from the need of stable calibration areas for
bias correction, which are not always available in the acquired
scenes. In the Greenland study case, two approaches have
been tested for correcting biases with ETAD products: the
a priori timing correction of SLCs and the post-processing
correction of OT results. Both methods are easily integrated
as optional modules in standard processing chains. It has been
demonstrated with practical examples that both approaches
yield similar performances. With both methods, long-scale
trends are removed and the residual velocity biases are reduced
down to subcentimetric values, which is about the limit of
the performance expected for offset-tracking. The improve-
ment is particularly significant for 6-day pairs that are more
affected by timing delays than 12-day pairs. For operational
IV monitoring, our recommendation goes towards the post-
processing corrections, that involve less computational cost
and less storage memory, and enable the reprocessing of
archive results.

In the Norway case study, we have tested the performance
of ETAD corrections for InSAR time series applications.
A variogram analysis of all interferograms before and after
ETAD correction showed that atmospheric phase components
of spatial scales larger than 25 km are effectively mitigated.
A visual inspection of the interferograms before and after
correction indicates that also the atmospheric stratification is
mitigated very well by ETAD in almost all cases. Although the
analysis presented here shows a clear potential for operational
utilization of ETAD, it should be noted that due to the
presence of significant (unpredictable) turbulent atmosphere in
this particular area, more data from multiple summer seasons
are needed in order to quantitatively evaluate the performance
effect for the stratification component. Moreover, the iono-
spheric layer provided with the ETAD product is targeting
large scale pixel localization errors, whereas for interferometry
the split-spectrum methods as described in [75] could be
combined with ETAD to compensate for the high frequency
ionospheric variations. Further verification and refinement of
the presented approach with more data and at other locations
worldwide would comprise a logical subject for future work.

At the time of writing (autumn 2021), activities for the
integration of the SETAP software into the S-1 ground segment
are ongoing. According to the current plans, pre-operations
(not open to user) are set to start by the last quarter of
2021. Sustaining the ETAD production as part of S-1 routine
operations, i.e., routine generation of the product in line with
the SAR image products, will then be contemplated on the
basis of an assessment of the pre-operational production. Ad-
ditionally, ESA is currently supporting the hosting of SETAP
in the Geohazards Exploitation Platform (GEP) in order to
promote the early usage of the ETAD product from expert
users of different application domains and gather valuable
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feedback from the community [76]. After the product is
brought into operations, and assuming a positive response
from the community, ESA will evaluate possible alternatives
to make ETAD products available also for historical S-1A and
S-1B data.

Future maintenance of the processor and ETAD product
quality is foreseen by the S-1 mission performance cluster
that is responsible for calibration, validation, quality control,
and end-to-end system performance assessment of all S-1
products [36]. This will also involve the maintenance of the
SETAP auxiliary data files such as the timing calibration,
which has to be refined for the SM azimuth data. Once the
product has become fully integrated into regular operations,
the accuracy gain using ETAD data can greatly simplify the
processing steps in SAR applications, e.g., by making tie-
points obsolete, and it will significantly improve the quality
of displacement estimation with OT and InSAR methods.
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