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ABSTRACT

We present abundances for seven stars in the (extremely) low-metallicity tail of the Sculptor dwarf spheroidal galaxy, from spectra
taken with X-shooter on the ESO VLT. Targets were selected from the Ca II triplet (CaT) survey of the dwarf abundances and radial
velocities team (DART) using the latest calibration. Of the seven extremely metal-poor candidates, five stars are confirmed to be
extremely metal-poor (i.e., [Fe/H] < —3 dex), with [Fe/H] = -3.47 + 0.07 for our most metal-poor star. All have [Fe/H] < —2.5 dex
from the measurement of individual Fe lines. These values are in agreement with the CaT predictions to within error bars. None of
the seven stars is found to be carbon-rich. We estimate a 2—13% possibility of this being a pure chance effect, which could indicate
a lower fraction of carbon-rich extremely metal-poor stars in Sculptor compared to the Milky Way halo. The [a/Fe] ratios show a
range from +0.5 to —0.5, a larger variation than seen in Galactic samples although typically consistent within 1-20~. One star seems
mildly iron-enhanced. Our program stars show no deviations from the Galactic abundance trends in chromium and the heavy elements
barium and strontium. Sodium abundances are, however, below the Galactic values for several stars. Overall, we conclude that the
CaT lines are a successful metallicity indicator down to the extremely metal-poor regime and that the extremely metal-poor stars in
the Sculptor dwarf galaxy are chemically more similar to their Milky Way halo equivalents than the more metal-rich population of

stars.

Key words. stars: abundances — galaxies: dwarf — galaxies: evolution — Local Group — galaxy: formation

1. Introduction

The low-metallicity stars that still exist today must carry the im-
print of only very few supernovae explosions. These represent
our closest observational approach to the epoch of the first stars
as no completely heavy-element free star has been found to date.
Many studies have been dedicated to the detailed investigation
of extremely metal-poor stars in the Milky Way (MW) envi-
ronment (e.g. Bessell & Norris 1984; Norris et al. 2001; Cayrel
et al. 2004; Honda et al. 2004; Beers & Christlieb 2005; Frebel
et al. 2005; Cohen et al. 2006; Francois et al. 2007; Cohen et al.
2008; Lai et al. 2008; Bonifacio et al. 2009; Norris et al. 2013;
Yong et al. 2013a,b). An intriguing result from the very large and

* Based on observations collected at the European Organisation for
Astronomical Research in the Southern Hemisphere, Chile proposal
085.D-0141.

** Table 3 is available in electronic form at http://www.aanda.org

Article published by EDP Sciences

homogeneous study of Cayrel et al. (2004), is that various ele-
ments of the MW population of very metal-poor stars ([Fe/H] <
—2 dex) and extremely metal-poor stars ([Fe/H] < —3 dex) show
little dispersion, indicating a cosmic scatter as low as 0.05 dex.
However, a small percentage of stars in this regime have been
shown to be chemically peculiar. Generally the stars with pecu-
liar abundances prove to be carbon-rich, but also (a few) carbon-
normal stars show abundance anomalies (e.g., Cohen et al. 2008;
Yong et al. 2013a).

An interesting puzzle was posed by the lack of extremely
metal-poor stars found in the classical satellites around the
MW halo. Although these galaxies have very old stellar popu-
lations and a low average metallicity, no extremely metal-poor
candidates were found from initial Ca II triplet (CaT, around
8500 A) surveys, in contrast to the relative numbers of extremely
metal-poor stars discovered in the Galactic halo (Helmi et al.
2006). Various extremely metal-poor candidates were however
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discovered and followed-up using different selection methods,
mainly in the ultra-faint dwarf galaxies (e.g., Kirby et al. 2008;
Koch et al. 2008; Geha et al. 2009; Kirby et al. 2009; Norris et al.
2010a,b; Frebel et al. 2010b; Simon et al. 2011; Francois et al.
2012). The question thus arose if the empirical CaT method,
extrapolated at [Fe/H] < —2.2 due to a lack of globular cluster
measurement to calibrate, was biased in the metal-poor regime.
Starkenburg et al. (2010) showed that none of the existing CaT
calibrations to determine the metallicity for red giant branch
(RGB) stars were reliable in the metal-poor regime ([Fe/H] <
—2.5 dex). A new calibration was derived using synthetic spec-
tral modeling tied to observations valid to [Fe/H] = —4. Applying
this to the dwarf abundances and radial velocities team (DART)
CaT datasets of ~2000 stars in the Sculptor, Fornax, Carina and
Sextans dwarf spheroidal galaxies resulted in many new candi-
date extremely metal-poor stars. This analysis also brought the
distribution of metal-poor stars in these dwarf galaxies in closer
agreement with that of the Milky Way halo (Starkenburg et al.
2010).

To date, only samples of typically a few stars with [Fe/H] <
—3 have been followed-up with high-resolution instruments in
the classical galaxies Sculptor (Frebel et al. 2010a; Tafelmeyer
et al. 2010), Fornax (Tafelmeyer et al. 2010), Sextans (Aoki
et al. 2009; Tafelmeyer et al. 2010), Ursa Minor (Kirby & Cohen
2012) and Draco (Shetrone et al. 2001; Fulbright et al. 2004;
Cohen & Huang 2009). The current lowest [Fe/H] for a star
within a dwarf galaxy is [Fe/H] = —=3.96+0.06 dex for a Sculptor
star (Tafelmeyer et al. 2010). In addition to [Fe/H], abundances
for other elements are also very interesting since they highlight
the contrast in chemical evolution at the earliest times between
the Galactic halo and its surrounding satellites. The emerging
picture is that metal-poor stars in the dwarf galaxies often have
similar chemical abundance patterns to equivalent Galactic halo
stars, unlike stars at higher metallicities where, for example,
quite different [@/Fe] ratios are found. On the other hand, some
of these studies show evidence for inhomogeneous mixing, re-
sulting in significant chemical variations within these small sys-
tems at the lowest metallicities and/or highest ages. There are
also indications of different abundance ratios for heavy ele-
ments of stars in the lowest mass systems (Frebel et al. 2010b;
Tafelmeyer et al. 2010; Venn et al. 2012).

In this work we present the results of a follow-up study of
seven extremely metal-poor candidates in the Sculptor dwarf
spheroidal (Scl dSph) galaxy using the X-shooter spectrograph
on the ESO VLT. We describe the target selection and ob-
servations in Sects. 2 and 3. In Sect. 4 we derive our stellar
parameters from photometry and in Sect. 5 we describe our
abundance derivation method. We subsequently derive abun-
dances for many elements in three comparison halo stars and our
Sculptor targets in Sects. 6 and 7. Our conclusions are presented
in Sect. 8.

2. Target selection

Targets were selected from the DART CaT survey of RGB stars
in the Sculptor galaxy (Battaglia et al. 2008a) which consists
of CaT spectra taken with ESO FLAMES/GIRAFFE at a re-
solving power R ~ 6500. Only radial velocity members of the
Sculptor dwarf galaxy, i.e., stars with a radial velocity <30
from the systemic velocity of the Sculptor dwarf galaxy, were
considered. Following Battaglia et al. (2008a) we use a sys-
temic velocity vpersys = 110.6 km s~ and a velocity dispersion
o = 10.1 kms™'. Due to the high latitude and distinct radial
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Fig. 1. Observed X-shooter targets in the Sculptor dwarf spheroidal
(black asterisks) plotted as height above the horizontal branch versus
equivalent width of the two strongest CaT lines. The error bars indi-
cate the error in the equivalent width based on the observed S/N in the
CaT observations. The complete sample of CaT candidates within the
Sculptor dwarf galaxy are overplotted as small gray circles. The black
open triangles are stars observed in previous high-resolution work by
Tafelmeyer et al. (2010). Overlaid as solid lines are the CaT calibration
from Starkenburg et al. (2010), where the corresponding [Fe/H] values
are marked.

velocity of Sculptor from the Milky Way disk, the chance to ac-
cidentally select interlopers with this radial velocity criterion is
very small (Battaglia & Starkenburg 2012). Figure 1 shows the
equivalent widths and absolute magnitude of the selected targets
along with the calibration of Starkenburg et al. (2010) which de-
viates from earlier linear calibrations for very metal-poor stars.
The targets were chosen to be extremely metal-poor candidates
which were not already observed in other high-resolution stud-
ies. The targets are also selected over a range of absolute magni-
tudes (as can be seen in the color-magnitude diagram shown in
Fig. 2). This allows us to check the non-linear character of the
relation of CaT equivalent width with luminosity and metallicity
for the Starkenburg et al. (2010) calibration. However, limited
observing time and weather constraints during the observing run
meant that not all faint target candidates were observed.

We used the star formation history derived by de Boer et al.
(2012) to compute the ages of the individual X-shooter targets
from their positions in the CMD in Fig. 2. All stars are consistent
with both an old age (~12 Gyr) and a low metallicity ([Fe/H] <
—2.40 dex), even though they show a spread on the RGB. Some
targets overlap with the asymptotic giant branch, which is to
be expected since this is where the extremely metal-poor giant
branches also lie. If some of these stars are early asymptotic gi-
ant branch stars this would not significantly affect the abundance
analysis presented here.

3. Observations
3.1. Observations

Observations were carried out as part of the GTO program
for the X-shooter instrument on the ESO VLT (Vernet et al.
2011). X-shooter is a long wavelength coverage (300-2500
nm) medium resolution spectrograph mounted at the UT2
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Fig. 2. Color—magnitude diagram of the inner regions of the Sculptor
dwarf galaxy from de Boer et al. (2011), with the observed X-shooter
targets overplotted as black asterisks.

Cassegrain focus. The instrument consists of 3 arms: UVB (cov-
ering the wavelength range 300-559.5 nm); VIS (559.5-1024
nm); and NIR (1024-2480 nm). One spectrum of an extremely
metal-poor candidate star in Sculptor, Scl031_11, was taken in
November 2009. Spectra for six other extremely metal-poor can-
didates of the Sculptor dSph were taken in September 2010. In
addition, three extremely metal-poor halo stars from the UVES
high-resolution sample described in Cayrel et al. (2004) have
been observed to calibrate our results. We observed in slit mode
with slit widths of 0.8”, 0.7” and 0.9” in the UVB, VIS and NIR
arms respectively. In this work we focus on the spectra taken
with the UVB and VIS arms, which have a resolving power of
R ~ 6200 in the UVB and R ~ 11000 in the VIS with our
settings. Although we could not measure individual weak lines
because of the limited resolution, the large wavelength coverage
enables us to measure many of the stronger lines available in
the spectrum. The medium resolution and exceptional through-
put additionally make the X-shooter instrument very suitable for
the study of stars which are too faint for typical high-resolution
instruments like UVES, as is the case for our faintest targets.

3.2. Data reduction

The spectra were reduced using the X-shooter pipeline (Goldoni
et al. 2006; Modigliani et al. 2010) which performs bias and
background subtraction, cosmic ray hit removal (van Dokkum
2001), sky subtraction (Kelson 2003), flat-fielding, order extrac-
tion and merging. Although the data have been acquired mostly
in 1x1 nodding mode, the spectra were not reduced using the
nodding pipeline recipes. Instead, each spectrum was reduced
separately in slit mode with a manual localization of the source
and the sky. This method allowed an optimal extraction of the
spectra leading to an efficient cleaning of the remaining cosmic
ray hits and also resulted in a noticeable improvement in the
signal-to-noise ratio (S/N). The main drawback is that the sky
subtraction is not as efficient as in nodding mode, as it leaves

residual sky lines which could affect some stellar absorption
lines located in the red part of the VIS spectrum. We therefore
only use absorption lines which are not blended with sky lines
in this analysis.

3.3. Continuum normalization

The targets are all very metal-poor stars and therefore the ab-
sorption lines in the spectrum are expected to be weak, resulting
in a continuum level which is well-defined. On the other hand,
since the equivalent widths measured for the lines will be rela-
tively small, a robust continuum normalization is critical for ac-
curate measurements. We applied two techniques for continuum
normalization, the first using a high-order cubic spline to fit the
continuum using the continuum task in the Image Reduction and
Analysis Facility (IRAF)!. Secondly the continuum was placed
using an iterative k-sigma clipped non-linear filter (Battaglia
et al. 2008a). We found that the differences between the two
methods were minimal and for each star we selected the method
that gave the most robust results for all the Fel lines across the
whole wavelength region.

Comparison of the overlapping region between 5500—
5600 A in both the UVB and VIS arm shows that it is partic-
ularly difficult to apply a good continuum normalization in the
region at the end of either arm, even if the S/N is relatively high.
Therefore we do not use any weak lines in the overlap region nor
the extreme wavelength ends of both arms because of very low
S/N in the blue (<3800 A) and the large number of sky lines in
the red (29000 A).

4. Stellar parameters

The B, V and I photometry for our stars are from a deep wide-
field imaging project (de Boer et al. 2011, see Fig. 2). These data
are complemented with infrared photometry from the VISTA
survey commissioning where possible (see Table 1). Table 2
gives the temperatures as derived from the observed colors using
a reddening correction of E(B — V) = 0.018, E(V — I) = 0.023,
E(V —-J)=0.041 and E(V — K) = 0.050 in the direction of the
Sculptor dwarf galaxy (Schlegel et al. 1998) and the calibration
of Ramirez & Meléndez (2005) for their lowest metallicity bin
(=4 < [Fe/H] < -2.5). In general the relation from Ramirez
& Meléndez (2005) gives a slightly lower temperature for these
stars than the calibration from Alonso et al. (1999) for [Fe/H] =
-3, which is used by Cayrel et al. (2004). The average difference
between both temperature scales is 84 K from B — V colors. The
largest dispersion among the temperatures derived from Ramirez
& Meléndez (2005) calibrations is 89 K, for Scl031_11.

The surface gravities for the program stars are also ob-
tained from photometry and calculated using the standard rela-
tion given in Eq. (1). In this equation we use the following solar
values: log go = 4.44, Tero = 5790 K and Myo1 o = 4.72. We fur-
ther assume that the mass of all the RGB stars is 0.8 M. The ab-
solute bolometric magnitude of the program stars is derived us-
ing the V-band magnitude, a distance modulus (m— M) = 19.68
for the Sculptor dwarf galaxy (Pietrzynski et al. 2008) and the
bolometric correction calibration from Alonso et al. (1999).

Teﬁ,*
Tef'f,@

M,
logg. = loggo + logv +4log + 0.4 (Myor,» — Mpor0) (1)
(0]

' IRAF is written and supported by the IRAF programming group
at the National Optical Astronomy Observatories (NOAO) in Tucson,
Arizona.

AB8, page 3 of 16


http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201220349&pdf_id=2

Table 1. Photometry for all Sculptor targets, no reddening correction applied.

A&A 549, A88 (2013)

ID Vv B 1 J
Scl002_06 17.120 £ 0.005  18.265 +£ 0.003  15.784 + 0.005 - -
Scl074_02 18.058 £0.003  19.017 £0.003  16.962 + 0.005 - -
Scl_03_170 18.674 +£0.002  19.482 +0.008 17.671 £0.002 16.975 16.447
Scl_25_031 18.613 £0.005 19.432 +£0.005 17.604 + 0.006 - -
Scl051_05 19.360 +£0.003  20.140 £ 0.005 18.365 +£0.004 17.694 17.014
Scl024_01 18.531 + 0.005 —+- 17.393 £ 0.018 - -
Scl031_11 17.798 £0.006  18.765 £ 0.003  16.655 £ 0.006 15929 15.198
Table 2. Photometrically derived parameters for all the Sculptor targets.
Teff (K) log (g) Umic
ID B-V V-1 V-J V-K av. phot (kms™!)
Scl002_06 4337 4348 - - 4343 | 0.69 23
Scl074_02 4547 4643 - - 4595 1.21 2.1
Scl_03_170 | 4739 4837 4846 4778 4800 1.56 1.9
Scl_25_031 | 4723 4779 - - 4751 1.51 1.9
Scl051_05 4773 4813 4929 4784 4825 1.85 1.8
Scl024_01 - 4556 - - 4556 1.38 2.1
Scl031_11 4568 4647 4775 4616 4651 1.14 2.1

We use the spectroscopically derived values for the microturbu-
lence velocities of very and extremely metal-poor giant stars by
Cayrel et al. (2004) to estimate the values of the microturbu-
lent velocities for our program stars. We do this by fitting lin-
ear relations to the dependence of the microturbulence velocity
on the effective temperature and the surface gravity of the stars
in Cayrel et al. (2004) and use these relations to find the mi-
croturbulence velocities for our program stars listed in Table 2.
These values match well with the trends of spectroscopically de-
rived microturbulent velocities for the samples of stars studied
in Barklem et al. (2005) and Tafelmeyer et al. (2010), but are
generally higher than the spectroscopically derived values for
more metal-rich stars of similar effective temperature and sur-
face gravity from Gratton et al. (2000).

4.1. Radial velocities

Radial velocities were measured using the fxcor task in IRAF to
cross-correlating the observed spectrum with a synthetic tem-
plate spectrum with similar stellar parameters. We find very
good agreement between the radial velocities measured from
the CaT lines in previous low-resolution spectroscopic work
(Battaglia et al. 2008b) and our radial velocities also measured
from the CaT region of the spectrum. The mean difference be-
tween the current and previous measurement is 2.8 km s~! and
the largest difference measured is 5.9 kms~'. All stars have ra-
dial velocities consistent with membership of the Sculptor dwarf
galaxy.

5. Determination of abundances
5.1. Line measurements

Our linelist was created starting from the compilation of
Tafelmeyer et al. (2010), which in turn is based on Cayrel et al.
(2004) and Shetrone et al. (2003). Naturally, because our work
has much lower resolution, the weakest lines in this linelist
could not be used. In addition we have added some lines from
a comparison with synthetic spectra over the full wavelength
range, which were checked not to be blended in an average
low-metallicity spectrum. Most abundances have been derived
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from the equivalent widths that were measured by hand by fit-
ting a Gaussian profile using splot in the IRAF package. The
full linelist and all equivalent widths for our sample are given
in Table 3. To reduce the contribution of noise within our final
measurement, we only use lines which have an equivalent width
larger than 25 mA, in accordance with the lower limit given by
the Cayrel formula (Cayrel de Strobel & Spite 1988) for the
measurement uncertainty of our worst S/N in the spectra. Lines
which were marginally blended, such that two components could
distinctly be seen, were measured using the deblending option in
splot. However, lines that deviated significantly from a Gaussian,
either because of a blend or noise, were discarded. An excep-
tion has been made for the blended, but very strong, Sr lines,
at 4077 A and 4215 A whose abundances could still be derived
through a comparison with synthetic spectra. All the lines for
which abundances are not derived using equivalent widths are
marked in Table 3. For all lines stronger than 200 mA, and for the
Mg triplet, Ba and Na lines, the line profile was further checked
by comparison to a synthetic spectrum, and the abundance was
updated if necessary. For barium synthesis we use the isotope
ratios as given by McWilliam (1998).

5.2. From equivalent width to abundance

We derive abundances from the measured equivalent widths of
the lines using Turbospectrum (Alvarez & Plez 1998), which
is updated consistently with the recently revised version of the
(OS)MARCS atmosphere models (e.g., Gustafsson et al. 2008;
Plez 2008) and includes a full treatment of scattering in the
source function. The (OS)MARCS atmosphere models we use
have a 1D spherical symmetry. The model linelist is created us-
ing the Vienna Atomic Line Database (VALD) for the atomic
species (e.g., Kupka et al. 2000) and additionally the contribu-
tions from CN, NH, OH and CH molecular lines are modeled
(Spite et al. 2005, B. Plez, priv. comm.). For the given stellar
parameters, Turbospectrum calculates the abundance of the ele-
ment to create a line of the measured equivalent width and pro-
vides an error on that abundance using the input error in equiv-
alent width. Synthetic spectra created with Turbospectrum are
also used to derive abundances through a comparison by eye for
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Table 4. Positions, CaT predictions for [Fe/H] and the S/N in various wavelengths of the spectra.

ID Sculptor star a o ellrad [Fe/H]car S /N in wavelength region around A)
(hmsJ2000) (dmsJ2000) (deg) (dex) 4000 4600 5000 5300 6000 7000 8700
Scl002_06 010126.74 -330259.8 1.03  -3.03 +0.09 39 65 71 85 71 89 95
Scl074_02 00 57 34.84 -333945.6 0.54 -3.02+0.09 26 50 50 68 41 53 58
Scl_03_170 0101 47.46 -334727.8 035 -3.40+0.68 23 54 56 57 38 43 49
Scl_25_031 00 59 41.05 -325004.2 1.27 294 +£0.26 13 26 35 40 26 31 27
Scl051_05 00 59 25.96 -332526.3 042 -3.04 +£0.70 20 34 42 44 31 42 44
Scl024_01 010241.23 -331830.9 0.84 -2.77+0.26 21 41 46 54 31 52 48
Scl031_11 0057 10.21 -332835.7 0.68 -3.60 +0.20 16 30 45 44 33 52 50
ID comp. star @ 0 [Fe/H]gr S/N in wavelength region around (10\)
(J2000) (J2000) (dex) 4000 4600 5000 5300 6000 7000 8700
CS 22891-209 1942 02.16 -61 03 44.6 - -3.29 £0.14 95 165 250 265 220 200 280
CS 22897-008 2103 11.85 -65 05 08.8 - -3.41 £0.15 70 155 145 160 125 150 170
CS 29516-024 2226 15.35 +02 51 46.2 - -3.06 £ 0.10 50 100 115 135 110 130 150

the stronger lines mentioned above and the CH band. The so-
lar abundance mixture used is taken from Grevesse & Sauval
(1998).

5.3. Final abundances and their uncertainties

IRAF splot provides the option to estimate errors in the equiva-
lent widths of the lines by means of a Monte Carlo simulation.
For each spectrum we estimated the S/N at several wavelengths
(see Table 4), using splot to compute the RMS over a contin-
uum region. These S/N values are subsequently used as input to
the Gaussian line measuring routine, which creates one thousand
simulations around the modeled line given the noise level. The
corresponding error, AEW as given in Table 3, is the absolute
one sigma (68.3%) deviation of the parameter estimates.

The S/N changes considerably over the whole wavelength
range, generally being lower at shorter wavelengths. In our cal-
culation of final abundances and errors for elements for which
more than one line could be measured, all measurements are
weighed by 1/AEW?. All weights are normalized so that their
sum (per element in each star) equals 1.0. The final abundance
is taken as the weighted mean of all measurements for each ele-
ment. All these values can be found in Table 5, along with three
different error estimates. The first is the weighted average error
in equivalent width, ogw, the second the weighted dispersion in
the derived abundances of a given element, o . For [Fe I/H] for
which a significant number of lines are present, we see that o
is larger than ogw. This is unsurprising since the latter just takes
the error on the equivalent width parameter into account, while
the former also reflects other uncertainties such as the continuum
level. From our analysis of the halo stars in common with Cayrel
et al. (2004), we find that the dispersion in the Fe I measurements
with excellent S/N is ~0.17 dex. As expected, the dispersion in
the Sculptor stars is somewhat higher than this value and be-
comes even higher for the stars with lower S/N. The final error
for [FeI/H] is calculated as oe;/VNre1. However, for elements
with just a few measurements, such an error may underestimate
the true error due to low-number statistics. Therefore we take the
dispersion of Fe measurements, 0., as a minimum and we take
0w also as a minimum value for the error, such that the final
error is described by: max(cgw, max(oger,o <)/ VNy).

The final error does not include effects due to the uncertain-
ties in the derived stellar parameters from photometry, as such
systematic errors are hard to estimate. In Table 6 we illustrate
the effect of changes in effective temperature, surface gravity
and microturbulence on the derived abundances of [X/H]. Since

both the derived gravity and microturbulence depend on tem-
perature, we derive one error from an increase of the temper-
ature by 100 K and consistent changes in gravity and micro-
turbulence (A(T, g,v)). We note here that comparison between
either several temperature scales or different colors in Sect. 4
typically resulted in differences <100 K. Additionally, we derive
an error from an increase of the log(g) by 0.2 dex (Ag) to in-
corporate uncertainties in the derived surface gravity due to, for
instance, the unknown exact stellar mass of each star. Generally
for [Fe1/H] the stellar parameter changes produced by a shift
of 100 K dominate over the final error in the element measure-
ment (compare Table 6 to Table 5) because of the many Fe I lines
available. However, for a few stars both errors are comparable in
magnitude. For abundances of most other elements and [X/Fe],
the measurement error dominates.

5.4. Non-LTE effects

All our abundances are derived using the assumption of local
thermodynamic equilibrium (LTE). However, for many elements
calculations of non-LTE effects have been carried out in the lit-
erature (e.g., Mashonkina et al. 2007; Andrievsky et al. 2007;
Mashonkina et al. 2008; Andrievsky et al. 2010; Bergemann
& Cescutti 2010; Andrievsky et al. 2011; Lind et al. 2011;
Mashonkina et al. 2011; Bergemann et al. 2012; Lind et al.
2012). For most elements the non-LTE corrections are expected
to be small compared to the error bars given in our study. These
corrections are dependent on many parameters (temperature,
gravity, strength of the line) implying that non-LTE abundances
should be modeled individually for each star and line, which is
beyond the scope of this work. An exception are the non-LTE
corrections for Na, which have only a negligible dependence on
temperature and gravity of the star in the low-metallicity regime
(Andrievsky et al. 2007). We therefore apply non-LTE correc-
tions to our Na abundances in Sect. 7.4.

6. Abundances for the comparison halo stars

In Fig. 3 we show a comparison of our abundances from the
X-shooter spectra for the three halo stars taken from the sam-
ple of Cayrel et al. (2004). The results from the high-resolution
analysis in Cayrel et al. (2004) are supplemented with Francois
et al. (2007) for the heavy elements and Bonifacio et al. (2009)
for the updated Mg abundances. Overall there is good agreement
which lends confidence to both our linelist and the method of
deriving abundances. We have used the temperatures, gravities
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Table 5. Derived abundances for all spectra.

X Nx (XH]) abX) ([X/Fel) ogw o0x T fin X Nx (XH]) abX) ([X/Fel) ogw ox T fin
Scl002_06 Scl074_02

Na 2 -3.68 2.65 -0.32 020 0.05 020 | Na 2 -3.15 3.18 -0.15 0.18 0.06 0.28

Mg 4 -3.15 4.43 0.20 0.12 0.18 0.13 | Mg 4 -2.83 4.75 0.17 0.15 0.09 0.20

Ca 3 -3.06 3.30 0.30 0.11 0.09 0.14 | Ca 5 -2.74 3.63 0.26 020 0.16 0.20

Til 0 — - - — — — Til 0 — — — — — —

Ti2 5 -3.18 1.84 0.17 0.15 022 0.15 | Ti2 2 -3.00 2.02 0.00 046 0.15 046

Cr 2 -3.95 1.72 -0.59 0.10 0.06 0.18 | Cr 1 -3.59 2.08 -0.59 0.11 - 0.39

Fel 28 -3.36 4.15 0.00 0.11 025 0.05 | Fel 25 -3.00 4.50 0.00 0.18 039 0.08

Fe2 3 -3.08 4.42 0.27 0.19 0.19 0.19 | Fe2 2 -3.23 4.27 -0.23 0.21 0.03 0.28

Ni 1 -3.61 2.65 -0.24 0.09 — 0.25 Ni 0 — — — — — —

Sr 1 —4.22 -1.25 —0.86 0.50 — 0.50 | Sr 1 -3.84 -0.87 —0.84 0.30 - 0.39

Ba 1 <480 <-2.67 <-1.44 - - - Ba 0 <-4.13 <-2.00 <-1.13 - - -
Scl_03_170 Scl_25_031

Na 1 —2.43 3.90 0.57 0.58 — 0.49 | Na 1 —2.88 3.45 0.29 0.29 — 0.39

Mg 4 -2.78 4.80 0.22 0.14 0.13 025 | Mg 3 -2.61 4.98 0.56 0.17 0.10 0.22

Ca 4 -2.99 3.37 -0.02 024 0.16 025 | Ca 2 -2.63 3.73 0.53 0.23 0.10 0.28

Til 1 -2.36 2.66 0.64 0.18 — 0.49 | Til 2 -2.51 2.51 0.66 022 0.15 0.28

Ti2 5 —2.72 2.30 0.28 022 022 022 T2 4 —2.47 2.55 0.70 046 0.10 046

Cr 0 - - - - - - Cr 0 - - - - - -

Fel 25 -3.00 4.50 0.00 0.23 049 0.10 | Fel 25 -3.17 4.33 0.00 0.26  0.39 0.08

Fe2 2 -2.84 4.66 0.16 0.19 039 035 | Fe2 2 -2.59 491 0.58 0.37 040 0.37

Ni 0 — - - — — — Ni 0 - — — - - -

Sr 2 -3.02 -0.05 -0.02 0.30 - 0.35 Sr 2 =2.77 0.20 0.40 0.50 0.20 0.50

Ba 2 -3.63 —-1.50 —0.63 0.20 0.02 0.35 | Ba 0 - — — - - -
Scl051_05 Scl024_01

Na 1 -2.93 3.40 —0.47 0.20 — 0.40 | Na 2 —2.68 3.65 0.23 0.40 0.05 040

Mg 2 -2.61 4.97 -0.15 0.12  0.07 0.28 | Mg 4 -2.46 5.12 0.44 023 0.13 0.23

Ca 3 -2.70 3.67 -0.24 026 023 026 | Ca 3 2.73 3.63 0.18 0.17 0.08 0.18

Til 0 - - - - - - Til 5 -2.87 2.15 0.03 020 022 0.20

Ti2 5 -2.98 2.04 -0.53 024 0.18 024 | Ti2 5 -2.51 2.51 0.40 025 0.16 0.25

Cr 2 —2.64 3.03 -0.18 0.30 030 030 | Cr 2 -3.18 2.49 -0.27 0.27 028 0.27

Fel 28 -2.46 5.04 0.00 027 040 008 | Fel 32 -291 4.59 0.00 023 031 0.05

Fe2 4 -2.51 4.99 -0.05 024 034 024 | Fe2 3 -2.70 4.80 0.21 0.22 023 022

Ni 0 - - - - - - Ni 1 -3.08 3.17 -0.17 0.17 - 0.31

Sr 1 —4.67 —-1.70 -2.21 1.30 — 1.30 | Sr 2 -2.37 0.60 0.54 0.50 0.20 0.50

Ba 0 <-3.83 <-1.70 <-1.37 - - - Ba 1 -3.10 -0.97 -0.19 0.36 — 0.36
Scl031_11 |

Na 1 —4.13 2.20 -0.66 0.15 — 0.29

Mg 3 -3.66 3.92 -0.19 0.19 0.13 0.19

Ca 3 -3.58 2.78 -0.11 0.86 0.18 0.86

Til 1 -3.17 1.85 0.30 0.59 - 0.59

Ti2 4 -3.13 1.89 0.34 034 047 034

Cr 0 - - - - - -

Fel 18 -3.47 4.03 0.00 029 0.29 0.07

Fe2 3 -3.38 4.12 0.09 0.20 021 0.20

Ni 1 -3.91 2.34 —0.44 0.45 — 0.45

Sr 1 <447 <-1.50 <-1.00 - - -

Ba 0 <383 <-1.70 <-0.36 — — —

and microturbulences as given in Cayrel et al. (2004) for the
derivation of abundances. Since Cayrel et al. (2004) also use
Turbospectrum and (OS)MARCS models for their analysis, no
uncertainties in the stellar parameters or modeling are tested
here. However, the difference in resolving power between our
spectra is a factor ~8 and our spectra additionally have a
lower S/N. Using synthetic modeling of the CH band around
4300 A, we also derive the same best fit values for [C/Fe].

7. Abundances for the Sculptor targets

Figure 4 shows the abundances for all Sculptor targets on a
line-by-line basis, sorted per element and on central wavelength
within each element. Such a representation is very helpful to de-
tect possible problems in the reduction phase, which might show
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up as slopes in the determination for abundances in the blue and
red parts of the spectrum, or undetected blends which will make
one line to stand out in each of the spectra. None of these spuri-
ous features can be found in Fig. 4, the derived abundances are
clearly well-behaved. The effect of lower S/N in the blue end of
the spectrum is clearly present, resulting in higher dispersion for
each element.

7.1. Metallicity
7.1.1. Iron

A dominant element in stellar spectra by its abundance of ab-
sorption lines, iron is synthesized by many different nucle-
osynthetic processes and produced and released in supernovae
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Table 6. Changes in the mean value of [X/H] due to uncertainties in the stellar parameters, either derived from an increase in temperature by 100 K
and consistent changes in log (g) and v, (A(7, g, v)), or by an increase of log (g) alone of 0.2 dex (Ag).

Scl002_06 Scl074_02 Scl_03_170 Scl_25_031 Scl051_05 Scl024_01 Scl031_11

El. | A(T,g,v) Ag |A(T,g9,v) Ag |A(T,g,v) Ag |AT,g,0) Ag AT,g,v) Ag | A(T,g,v) Ag |A(T,g9,v) Ag

(dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex) (dex)
Na 0.23 -0.01 0.19 -0.02 0.11 -0.03 0.16 -0.11 0.16 -0.02 0.21 -0.04 0.12 -0.01
Mg 0.16 -0.03 0.14 -0.04 0.09 -0.04 0.12 -0.06 0.15 -0.07 0.15 -0.08 0.11 -0.02
Ca 0.12 -0.02 0.12 -0.03 0.09 -0.03 0.09 -0.01 0.09 -0.02 0.17 -0.06 0.11 -0.03
Til - - - - 0.14 -0.01 0.14 -0.01 - - 0.16 -0.01 0.15 -0.01
Ti2 0.06 0.05 0.09 0.06 0.06 0.06 0.05 0.06 0.09 0.07 0.10 0.04 0.09 0.06
Cr 0.21 -0.01 0.16 -0.02 - -0.01 - - 0.15 -0.01 0.22 -0.03 - -
Fel 0.26 0.01 0.25 -0.01 0.13 -0.01 0.12 -0.002 0.22 -0.03 0.25 -0.01 0.15 -0.01
Fe2 0.02 0.05 0.05 0.06 0.03 0.07 0.02 0.07 0.06 0.07 0.04 0.06 0.05 0.06
Ba 0.11 0.07 - - 0.10 0.06 - - - - 0.24 0.02 - -

Notes. These errors behave symmetrical by approximation such that a decrease instead of increase of temperature and/or log (g) by the same

amount would give similar absolute changes.
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