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The FDA Nozzle Benchmark: In Theory There Is No Difference
Between Theory and Practice, But in Practice There Is

A. W. Bergersen, M. Mortensen, and K. Valen-Sendstad⇤

SUMMARY

The utility of flow simulations relies on the robustness of computational fluid dynamics (CFD) solvers
and reproducibility of results. The aim of this study was to validate the Oasis CFD solver against in-vitro
experimental measurements of jet breakdown location from the FDA nozzle benchmark at Reynolds number
3500, which is in the particularly-challenging transitional regime. Simulations were performed on meshes
consisting of 5, 10, 17 and 28 million (M) tetrahedra, with �t = 10�5 seconds. The 5 and 10M simulation
jets broke down in reasonable agreement with the experiments. However, the 17 and 28M simulation jets
broke down further downstream. But which of our simulations are ’correct’? From a theoretical point
of view, they are all wrong because the jet should not break down in the absence of disturbances. The
geometry is axisymmetric with no geometrical features that can generate angular velocities. A stable
flow was supported by linear stability analysis. From a physical point of view, a finite amount of ’noise’
will always be present in experiments, which lowers transition point. To replicate noise numerically, we
prescribed minor random angular velocities (⇠ 0.31%), much smaller than the reported flow asymmetry
(⇠ 3%) and model accuracy (⇠ 1%), at the inlet of the 17M simulation, which shifted the jet breakdown
location closer to the measurements. Hence, the high-resolution simulations and ’noise’ experiment can
potentially explain discrepancies in transition between sometimes ’sterile’ CFD and inherently noisy ’ground
truth’ experiments. Thus, we have shown that numerical simulations can agree with experiments, but for the
wrong reasons. Copyright c� 2018 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Cardiovascular diseases are burdening healthcare systems and costs are expected to rise in the years
to come [1]. Systemic risk factors have been associated with higher prevalence of cardiovascular
diseases, however, e.g., aneurysms [2] and atherosclerotic plaques [3] are focally distributed,
highlighting the importance of blood-flow-induced wall shear stress [4, 5]. Medical image-based
computational fluid dynamics (CFD) [6] has been extensively used retrospectively on large image
databases to correlate abnormal stresses with disease initiation and outcome [7, 8], with the ultimate
aim of using CFD as a prospective clinical tool. However, the efficacy of CFD depends on the
robustness of the methods and reproducibility of results. The U.S. Food and Drug Administration
(FDA) therefore devised a benchmark of a “generic medical device” [9] where the goal was to assess
the state-of-the-art of CFD in biomechanics, comparing CFD solutions to in-vitro experiments, and
to provide reference solutions for future validation of CFD solvers [10].

The inter laboratory comparison showed a relatively wide variability in the predicted breakdown
location of the (possibly) turbulent jet [11]. Largest discrepancies were reported in the transitional
flow regime, in contrast to the fully laminar and turbulent flows. Interestingly, none of the CFD
benchmark participants obtained results in agreement with the in-vitro measurements for Reynolds
numer (Re) 3500, although good agreement and excellent CFD results have been reported by
multiple authors retrospectively [12, 13, 14, 15]. The FDA nozzle benchmark model remains highly
relevant for biomedical problems and our aim was to further validate the open-source CFD solver
Oasis [16] that we have extensively used to study turbulent-like cardiovascular flows [17, 18, 19, 20,
21, 22, 23]. We focus on the flow at Re = 3500, which is in the particularly-challenging transitional
flow regime, for which the in-vitro experiments displayed the least variability.

2. METHODOLOGY

A sketch of the idealized medical device used in the FDA nozzle benchmark is shown in Figure 1.
The inlet pipe in the in-vitro experimental setup was 2.661 m long with an outlet section of 1.146
m. The computational domain was chosen to be shorter than the in-vitro one, in total 0.320 m
long, from z = �0.120 m to z = 0.200 m relative to the sudden expansion located at z = 0 m
(x, y = 0 m). To ease reproducibility of our results, unstructured volumetric meshes were created
with constant node spacing and four boundary layers using ICEM-CFD (ANSYS Inc., Canonsburg,
PA, USA). In total 4 meshes where created consisting of 5, 10, 17 and 28 million (M) tetrahedron
cells, referred to as 5M, 10M, 17M, and 28M, respectively. The characteristic node spacing for these
meshes were 3.5 · 10�4, 2.8 · 10�4, 2.4 · 10�4, and 2.0 · 10�4 m. We specified a constant time step
of �t = 1 · 10�5 seconds for all simulations, based on setting the maximum Courant number to 0.5,
assuming a peak centerline velocity of 4 m/s and using the minimum cell length of the 28M mesh.
The initial condition was set to zero for both velocity and pressure, and we specified a parabolic
velocity profile at the inlet. The pressure was set to zero at the outlet and we applied a no-slip
condition at the walls. Simulations were performed using Oasis, where special care has been taken
to ensure a kinetic-energy-preserving and minimally-dissipative numerical solution. The solver and
numerical implementation is described in detail elsewhere [16]. The instantaneous velocity, u(x, t),
was sampled at various points and cross sections along the z-axis, including at z = �0.016 m, 0 m,
0.04 m, 0.08 m, 0.12 m, and 0.16 m. Reynolds decomposition was used to separate the instantaneous
velocity from the time averaged, u(x), and the fluctuating, u0(x, t), components, i.e., u = u+ u0.
We also computed the turbulent kinetic energy (TKE) as k = 1

2 (u
0 · u0), and power spectral density

(PSD) of the fluctuating velocity magnitude, |u0|, at various locations along the centerline. For the
latter, we used Welch’s method [24] with 8 segments, and a Hanning windowing function with 50%
overlap.
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3. RESULTS

We focus first on time-averaged cross-sectional and centerline velocities sampled between t =
1.4� 1.6 second, when the jet breakdown locations had stabilized, shown in Figure 2, left and
right, respectively. Relative to the 5M simulation, the 10M simulation appears to converge towards
the in-vitro measurements. However, the 17M and 28M simulations broke down ⇠10 and 15 inlet
diameters further downstream.

To investigate the apparent discrepancies in time-averaged jet breakdown location, Figure 3 (top)
shows the instantaneous velocity fields for the four different mesh densities at t = 1.0 second.
Figure 3 (bottom) shows the instantaneous velocity magnitude, TKE, and PSD of the fluctuating
velocity component for t = 1.0� 1.1 seconds in subplots a, b, and c, respectively, where the prefix
corresponds to the probe locations in Figure 3 (top). Focusing now on subplots 1a and 1b, just
upstream of the sudden expansion, there are no apparent velocity fluctuations. In contrast, at
the sudden expansion, the fluctuations are clearly visible in plot 2a and 2b for the 5 and 10M
simulations. This is also reflected by 2c, displaying fluctuations that contained additional energy,
compared to 1c. However, the 17 and 28M simulations only contained low energy and low frequency
flow instabilities. Further downstream, in plot 3a, the centerline velocity magnitude is reduced for
the 5 and 10M simulations, and the |u0| has more energy in the higher frequencies in 3b, also
reflected by 3c. On the other hand, the 17 and 28M simulations are at location 3 practically identical
to location 2. Further downstream, in plots 4a and 4b, both the 5 and 10M simulations developed
similarly; the centerline velocity was relatively stable and only contained low amplitude and low
frequency fluctuations. Subplot 4c reveals that flow instabilities in the 17 and 28M simulations grew,
whereas the 5M and 10M flows were further dissipated. Approximately 10 diameters downstream of
the sudden expansion, the 17M jet broke down as reflected by plots 5a-c. The energy spectra in plot
5c shows that the 28M simulation instabilities increased relative to location 4. In the last column
of Figure 3 we can see that the centerline velocity of 5M, 10M, and 17M had close to the same
magnitude, although 17M exhibit larger fluctuations. Furthermore, the jet in the 28M simulation
had at this location broken down, as shown in plot 6a-c, whereas the flow in the 17M simulation
had lost much of its high frequency components, as reflected by the PSD, indicative of further flow
stabilization.

4. DISCUSSION

The aim of this study was to validate the CFD solver Oasis against the in-vitro measurements
presented in the FDA nozzle benchmark. However, our results would seem to suggest that we
have refuted the validity of our solver instead. But, before concluding that our solver is erroneous,
let us consider a few aspects of the FDA nozzle benchmark and our approach. From a purely
computational point of view, we would intuitively put more faith in the more resolved simulations,
but the 5 and 10M simulation results were closer to the in-vitro experimental measurements. This
apparent contradiction led to the obvious question; which , if any, of our simulations are ’correct’?

The consistent correlation between increased mesh resolution and jet breakdown location
reminded us that the geometry is fully axisymmetric, so there should not be any 3D structures as
observed in the abrupt jet breakdown. Said in other words, all our results are actually wrong. From
a purely theoretical point of view, it is established that fully axisymmetric flows are known to not
transition to turbulence, because there are no geometrical features that can introduce asymmetries.
This is conceptually easy to comprehend by rewriting the Navier–Stokes equations into cylindrical
coordinates. With the prescribed boundary conditions, the solution becomes independent of the
angular direction and thereby just a collection of identical 2D planes. This has also been shown
computationally, that fully axisymmetric flows only break down to turbulence if the numerical
solution is perturbed, e.g., numerically [25] or geometrically [26, 27].

To investigate our results from an analytical point of view we used linear stability analysis.
In short, we decomposed the flow variables into the sum of a stable laminar base flow and a
perturbation (u, p) = (U , P ) + (u0, p0). The decomposition was inserted into the Navier-Stokes
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equations that were linearized after eliminating the pressure using the continuity condition [28].
We then obtained a linear operator equation for the evolution of the velocity perturbation

@u0

@t
= L(u0), (1)

where L is the linearized operator. The eigensystem of L is given by the eigenvalues �↵ and
eigenmodes ũ0

↵ as Lũ0
↵ = �↵ũ0

↵ (no summation on ↵). Given the eigensystem, the perturbed
velocity vector may be obtained as

u0 =
1X

↵=0

exp(�↵t)ũ
0
↵. (2)

A linear stability analysis amounts to computing the leading eigenvalues of the linearized Navier-
Stokes operator L, as well as the corresponding eigenmodes ũ0

↵, representing the perturbations to
the laminar base flow. The growth rate of the perturbations (i.e., the eigenvalues) are indicative
of whether or not the flow is linearly stable; a negative eigenvalue represents a stable mode and
a positive eigenvalue represents an unstable mode. If perturbing a numerical simulation with an
unstable mode and allowed to grow sufficiently in time, the eigenmode will eventually trigger
turbulence in numerical simulations [25].

It is evident that the flow regime upstream of the sudden expansion (z = 0) will have a profound
effect on the flow in the main pipe and jet breakdown location. We therefore split the domain in
Figure 1 at z = 0 m, and computed two analyses; one upstream and one downstream of the sudden
expansion, using the open source spectral element code Semtex [29] together with its accompanying
Dog [28] for the linear stability analyses.

The analyses revealed that all eigenvalues for the flow in the upstream section were negative,
indicative of a stable and laminar flow. In contrast, the outlet section contained positive eigenvalues
and thus unstable eigenmodes, which are visualized in Figure 4. Of note from the analyses is: First,
the flow in the throat section should be laminar, and second linear stability analysis supports the
experimental observations that potential instabilities should grow and cause jet breakdown. The
predicted laminar flow in the throat section is of utmost importance to explain our numerical
results, since flow instabilities at the sudden expansion dictate jet breakdown location. That being
said, linear stability theory cannot provide definite proof and is often conservative compared to in-
vitro experiments, not to mention the unphysical prediction of laminar pipe flow even at infinite
Re [30]. Alternatively, quoting Carstensen et al. [31], when comparing experimental values for
transitional and critical Reynolds number obtained through theoretical stability analysis (i.e. when
linear disturbances start to grow), any correspondence in the values is usually just a coincidence.

Since linear stability analysis predicted a laminar and stable flow, our natural follow-up question
was ’what caused asymmetrical flow components in our simulations’? To understand our results
from a numerical point of view, the first clue was found in subplot 1c of Figure 3. We observed that
the two coarsest simulations exhibit low amplitude, but high frequency, ’noise’ in the ⇠0-3000 Hz
range, upstream of the sudden expansion, that were absent in the two finer ones. It is rather intuitive
that the Cartesian tetrahedral mesh is the source of the noise, as all other simulation parameters were
kept fixed. By approximating a cylindrical geometry with an increasing number of linear elements,
the geometry is more accurately represented, and the numerical accuracy is improved. The former
is rather intuitive and the latter is elementary knowledge [32], but the mesh quality is generally also
improved.

To isolate and investigate the effect of mesh quality on numerical accuracy, and hence accurately
predict transitional flows, we compared numerical solutions on meshes with optimal versus
suboptimal aspect ratio, respectively. We chose the 3D Taylor-Green vortex benchmark [33]
where the boundary conditions are periodic on the domain ⌦ 2 [�2⇡, 2⇡]3, which makes the
problem conceptually unbounded and independent of geometrical features. The initial conditions are
analytical vortices [34] that break down to consecutively smaller ones until dissipation dominates
at the smaller scales. The evolution of the vortices is symmetrical and deterministic, but the flow
has an energy cascade and other features commonly associated with truly turbulent flows [35]. We
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set Re = 1000, �t = 1 · 10�3 seconds, and computed the solution on meshes consisting of 6 · 323,
6 · 643, and 6 · 1283 tetrahedral cells, where the interior node locations were perturbed by a vector
drawn from a normal distribution with standard deviation of 18% and 36% of the tetrahedron node
spacing, respectively, reflecting mesh quality observed in the 28 and 10M element meshes.

The results of our simple and controlled numerical experiment is presented in Figure 5, showing
temporal evolution of the rate of dissipation, ✏ = �@k/@t. The solutions on the three unperturbed
meshes are shown in Figure 5 a), where we can observe that the numerical solutions evolves equally
up until t ⇠ 3 seconds on all meshes. However, after t � 3 seconds the coarse mesh resolution leads
to a premature elevation of ✏, as vortices breaking down below the mesh resolution aren’t dissipated.
Figures 5 b-d) shows a systematic shift in point of transition caused by flow asymmetries introduced
by the perturbed node locations. These effects are more pronounced on the coarse meshes that are
under-resolved and the flow reaches a complex and chaotic state sooner. We can also observe that
distorted elements have less of an effect on the better resolved mesh, as, e.g., 18% distortion is
equivalent to 36% on the 6 · 643 versus 6 · 1283 cell mesh, respectively. We here observe in isolation
the same effects as in our FDA nozzle benchmark results, namely that transition occurs earlier on
the lower quality and coarser meshes, but here in the absence of geometrical features.

From a physical point of view, it is difficult to completely exclude minor imperfections in in-
vitro laboratory experiments, stemming from either minor pulsations in the flow rate caused by a
pump, deflected pipes, transitions between pipes, minor surface irregularities in the geometry etc.,
here collectively referred to as experimental noise. That experimental noise might affect the critical
Re, i.e., for which Re the flow deviates from a laminar regime, was reported by Reynolds already
in 1883 [36]. Reynolds observed a turbulent flow regime down to Re ⇠ 2000, but also laminar
flow up to Re ⇠ 13000; solely dependent on the level of experimental noise. On the high side,
conceptually similar in-vitro experiments have shown laminar pipe flow for Re up to 100000 by
taking extreme care to reduce asymmetries and noise [37]. On the low side, flow instabilities due to
asymmetries as small as model manufacturing precision has been studied in both idealized [38, 39]
and patient-specific [40] stenosed artery models. For comparison, the physical model uncertainty in
the FDA nozzle benchmark was reported to be within 1%, flow rate fluctuation less than 1%, and
that the particle-image-velocimetry-measured time-averaged flow asymmetry was within 3% [10]
at the entrance of the nozzle for Re = 3500. Furthermore, using laser Doppler velocimetry with the
same experimental set-up and standard operating procedure as in [10], Taylor et al. reported that
small perturbations were present in the throat section in-vitro at Re = 2000 [41].

As noted in the previous paragraph, determining the point of transition can be very challenging.
Therefore, the in-vitro results are excellent from an experimental point of view, with good
interlaberatory agreement. However, experiments intended for validation of numerical solvers have
to provide measured, not idealized, boundary conditions of the experiment to ensure ’numerical
reproducibility’ [42]. In the context of the FDA nozzle benchmark, modelers might not have been
provided with precise enough information to replicate the observed deviations from a laminar
profile, and therefore simulated an idealized version of the experiment instead, which might not
have occurred experimentally. It is fully possible that the latter can explain the observed differences
between the in-vitro and in-silico results, also supported by [15].

One way to numerically mimic potential experimental noise is to perturb the numerical simulation
with a finite level of noise to break the aforementioned symmetry. We therefore added white
noise at the inlet of the 17M element mesh, which was the computationally least expensive mesh
where the simulation results showed discrepancies with in-vitro measurements. More specifically,
we prescribed random velocity components in the angular direction only, drawn from a normal
distribution with mean of zero, and a standard deviation of 0.001 m/s. Relative to the FDA nozzle
benchmark, this standard deviation was 0.31% of the cross-sectional mean axial inlet velocity at
Re = 3500, and one order of magnitude less than the experimentally measured left/right time-
averaged flow asymmetry. The interesting feature is whether this noise decays or grows, i.e., if the
noise is over or under the critical level of noise [43]. We therefore performed simulations of flows
in the laminar (Re = 500), transitional (Re = 3500), and turbulent (Re = 6500) regimes, both with
and without noise, referred to as noise and no-noise, respectively.
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Figure 6 shows the time-averaged centerline velocities for Re = 500, 3500, and 6500, with noise
and no-noise compared against the in-vitro experiment measurements [10]. We observe that both the
Re = 500 and Re = 6500 flow simulations were unaffected by noise, as the noise/no-noise results
are indistinguishable and show excellent agreement with the experiments. On the other hand, the
Re = 3500 flow results were ’strongly’ affected by noise, as the jet breakdown location shifted ⇠9
diameters upstream. Comparing against in-vitro and in-silico pipe flow experiments, the changes in
Re = 3500 simulation were expected, since critical threshold of noise typically scales with 1

Re [44].
Therefore, neither of the ’extreme’ Re simulations should be affected by noise, only those in
the transitional regime. Admittedly, the Re = 3500 simulation with noise did not show a perfect
agreement with the in-vitro measurements. In contrast to the laboratory experiments, the random
noise we added did not a priori satisfy the Navier-Stokes equations, and was only introduced at
one location. Furthermore, the noise was largely dissipated before reaching the sudden expansion
for Re = 3500, consistent with the linear stability analysis results. However, this non-exhaustive
ad-hoc numerical experiment was only intended as a proof-of-concept that noise might lower the
critical Reynolds number for transitional flows. Further investigation of how different types of noise
can affect transition is a scientifically important and interesting topic, but beyond the scope of this
study, cf., [44, 45].

Quoting Oberkampf and Roy, ’knowing the correct answer beforehand is extremely seductive,
even to a saint’ [42]. In this context, and relative to other groups, we are aware of a handful
of studies where the authors, like us, had access to the in-vitro ’ground-truth’ experimental
results prior to simulating the flows, which allows for tweaking and tuning of parameters to
match the experiments. Solution strategies include direct numerical simulation [12], large eddy
simulation (LES) [13, 14, 15], or a dynamic hybrid Reynolds-averaged Navier-Stokes (RANS)/LES
model [46]. The fact that RANS [47] and LES [48] models are generally too dissipative, and not
suitable to studying flows in the transitional regime, is beyond the point; all studies where the authors
were non-blinded to the in-vitro results showed reasonable agreement with the measurements.

Passerini et al. [12] used a locally refined mesh with ⇠3M cells and quadratic Taylor-Hood
elements (P2 � P1), which is equivalent of 24M linear (P1 � P1) elements. Passerini et al. assessed
the spatially varying relative mesh resolution computing l+ [49] and reported l+max = 4, indicative
of a spatially well-resolved simulation. We also ran our 10M element simulation using quadratic
Taylor-Hood elements (P2 � P1), which is equivalent of 80M linear (P1 � P1) elements at a
time step size of �t = 5 · 10�6 seconds [50]. The jet breakdown location shifted continuously
downstream of the sudden expansion and eventually reached the end of the computational domain,
which caused backflow at the outlet and a diverged numerical solution. The latter is well-
known [40, 51] , however Passerini et al. still reported a lower l+max compared to our l+max =
11.0 (l+average = 1.3) obtained on the 80M linear (P1 � P1) element equivalent mesh with constant
node spacing. This comparison may indicate that the mesh used by Passerini et al. was rather refined
in the high shear rate regions, and consequently equally coarser elsewhere. This might suggest that
numerical noise might have been introduced by a locally coarse mesh, which resulted in overall
good agreement with the experimental measurements. That being said, a head-to-head comparison
is not easy due to mesh reproducibility issues.

Delorme et al. [14] performed a refinement study for Re = 2000, where the most resolved mesh
had the equivalent to ⇠42M linear elements. Although the mesh resolution does not differ much
from ours, the results still do. That being said, it is difficult searching for meaningful sources of
discrepancies as they used a structured staggered mesh, the finite volume method, and an LES
model, all different from our modeling choices.

Zmijanovic et al. [15] made an excellent point assessing the numerical robustness of the nozzle
benchmark by investigating the sensitivity of spatial and temporal resolution, temporal discretization
schemes, and turbulent intensity (TI) injection on jet breakdown location. Regarding the latter, TI
injection was found to produce robust numerical results relative to the experiments, regardless
of intensity. Focusing now exclusively on simulations without TI injection, Zmijanovic et al.
also compared the jet breakdown location between an explicit fourth order Runge-Kutta (RK4)
scheme, and a linear combination of a two-step time-explicit Taylor-Galerkin scheme (20 %) and
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the RK4 scheme (80 %), referred to as TFV4A, for various time step sizes with a 5M and 15M-
element mesh. When improving the temporal resolution they reported no or a downstream shift
for RK4, versus an upstream shift for TFV4A, relative to the in-vitro experiments. In their spatial
refinement study Zmijanovic et al. reported an excellent agreement with the in-vitro experiments
for the 50M-element simulation, whereas an up- and downstream shift for the 5 and 15M-element
simulations, respectively using the TFV4A scheme. In contrast to our results, Zmijanovic et al.
report an inconsistent effect of the spatial and temporal resolution on jet breakdown location, and it
is therefore unclear what breaks the axis symmetry in their simulations without TI injection. That
being said, our studies are largely complimentary, both investigating the impact of numerical noise
and solver settings on jet breakdown location.

A teaching moment from the current study may be that our high resolution simulations and
numerical noise experiments can potentially shed light on the observed discrepancies in transition
to turbulence between sometimes ’sterile’ CFD and ’ground truth’ in-vitro experiments that are
inherently ’noisy’ [52]. Secondly, although symmetric models are convenient to manufacture,
warnings about the use of such has been put forward as one is literally ’dancing on the knife-edge of
symmetry’ [53]. Finally, our original aim was to validate our solver against in-vitro measurements.
As shown in Figure 6, we demonstrate excellent agreement with the measurement for the fully
laminar and turbulent flow regimes. On the other hand, the transitional regime is surprisingly
sensitive to minor perturbations, as discussed above. However, having provided new insight into
the source of numerical noise, we would still not refute the validity of our solver in the transitional
regime

5. CONCLUSIONS

We have performed CFD simulations of the FDA nozzle benchmark for various Reynolds numbers
and mesh resolutions. The coarse simulation results showed an overall acceptable agreement with
the experimental measurements, whereas the finer ones broke down much further downstream. The
discrepancies were attributed to numerical noise introduced by mesh artifacts, which were more
profound in the coarse meshes. We conclude that the jet in the FDA nozzle benchmark should in
the absence of disturbances not transition to turbulence from a theoretical point of view, although
from a practical point of view, the jet breaks down both in-vitro and in-silico, depending on the
type and level of noise. We can conclude that the onset of transition remains challenging to predict,
including how mesh artifacts affects the critical Re in simulations. Hence, our results can potentially
shed light on the observed discrepancies in transition between CFD that can be sterile and in-vitro
’ground truth’ experiments that are inherently noisy, or that ’in theory there is no difference between
theory and practice, but in practice there is’ [54]. In other words, we have shown that numerical
simulation results can agree with experiments, but for the wrong reasons.
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