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Purpose: Monte Carlo radiation transport techniques have made it possible to accurately estimate
the radiation dose to radiosensitive organs in patient models from scans performed with modern
multidetector row computed tomography �MDCT� scanners. However, there is considerable varia-
tion in organ doses across scanners, even when similar acquisition conditions are used. The purpose
of this study was to investigate the feasibility of a technique to estimate organ doses that would be
scanner independent. This was accomplished by assessing the ability of CTDIvol measurements to
account for differences in MDCT scanners that lead to organ dose differences.
Methods: Monte Carlo simulations of 64-slice MDCT scanners from each of the four major
manufacturers were performed. An adult female patient model from the GSF family of voxelized
phantoms was used in which all ICRP Publication 103 radiosensitive organs were identified. A 120
kVp, full-body helical scan with a pitch of 1 was simulated for each scanner using similar scan
protocols across scanners. From each simulated scan, the radiation dose to each organ was obtained
on a per mA s basis �mGy/mA s�. In addition, CTDIvol values were obtained from each scanner for
the selected scan parameters. Then, to demonstrate the feasibility of generating organ dose esti-
mates from scanner-independent coefficients, the simulated organ dose values resulting from each
scanner were normalized by the CTDIvol value for those acquisition conditions.
Results: CTDIvol values across scanners showed considerable variation as the coefficient of varia-
tion �CoV� across scanners was 34.1%. The simulated patient scans also demonstrated considerable
differences in organ dose values, which varied by up to a factor of approximately 2 between some
of the scanners. The CoV across scanners for the simulated organ doses ranged from 26.7% �for the
adrenals� to 37.7% �for the thyroid�, with a mean CoV of 31.5% across all organs. However, when
organ doses are normalized by CTDIvol values, the differences across scanners become very small.
For the CTDIvol, normalized dose values the CoVs across scanners for different organs ranged from
a minimum of 2.4% �for skin tissue� to a maximum of 8.5% �for the adrenals� with a mean of 5.2%.
Conclusions: This work has revealed that there is considerable variation among modern MDCT
scanners in both CTDIvol and organ dose values. Because these variations are similar, CTDIvol can
be used as a normalization factor with excellent results. This demonstrates the feasibility of estab-

lishing scanner-independent organ dose estimates by using CTDIvol to account for the differences
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I. INTRODUCTION

Recent studies report that from 1993 to 2006 the number of
computed tomography �CT� imaging procedures increased at
an annual rate of over 10% in the United States, leading to a
considerable increase in the collective radiation dose from
CT.1 Specifically, CT exams now constitute 15% of the total
number of radiological imaging procedures, but contribute
more than 50% of the population’s medical radiation
exposure.1 It has been suggested that the most appropriate
quantity for assessing the risk due to diagnostic imaging pro-
cedures is the radiation dose to individual organs.2–6 These
findings suggest that a method to quickly and accurately de-
termine the dose delivered to the individual organs of pa-
tients undergoing CT examinations would be extremely use-
ful in a clinical setting.

The currently accepted method for monitoring radiation
dose from CT is based on the use of the CT dose index
�CTDI�, which is meant to be a directly measurable estimate
of the average dose from a multiple-scan examination.7

These measurements are obtained using an ionization cham-
ber placed a in polymethyl methacrylate �PMMA� cylindrical
phantoms.7,8 CTDI values are widely used for quality assur-
ance and accreditation purposes; however, they are not in-
tended to represent dose to any particular patient or, more
importantly, to any particular organ.7–9

To estimate radiation dose to organs, Monte Carlo radia-
tion transport codes have been developed to simulate CT
examinations and can be used with a wide array of compu-
tational anthropomorphic phantoms. The Monte Carlo simu-
lation approach was used in dosimetry studies performed by
both the NRPB �Chilton, U.K.�10 and the GSF �Oberschleis-
sheim, Germany�,11 the results of which have been incorpo-
rated into software packages such as the IMPACT CT Patient
Dosimetry Calculator �ImPACT, London, England�12 and CT-

EXPO �Medizinische Hochschule, Hannover, Germany�.13

While the original studies were based on single detector row,
nonhelical scanners, methods to extend the results to current,
commercially available helical CT scanners have been devel-
oped, for example, by matching new scanners to those origi-
nally simulated based on physical measurements �such as
CTDI�.12 While these methods exist to estimate organ dose,
differences between the NRPB mathematical phantoms and
actual patient models as well as inaccuracies resulting from
approximating doses to helical scanners from axial scanners
using scanner matching techniques may result in inaccurate
dose estimates.14,15

An alternative approach for estimating radiation dose,
based on CTDI to dose conversion coefficients, was previ-
ously suggested by Shrimpton.16 This approach was predi-
cated on his observation that the normalization of effective

doses from the NRPB Monte Carlo data sets by weighted
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CTDI �CTDIw� accounted for scanner differences that con-
tributed to dose disparities among axial CT scanner
models.16 According to Shrimpton, these results suggest the
feasibility of scanner-independent CTDIw to organ dose con-
version coefficients for estimating doses from any axial scan-
ner in a standardized fashion. This would be similar to the
use of region-specific k-factors �effective dose per DLP� for
estimating effective dose �as described in AAPM Report 96
�Ref. 3� and others17–19� but would allow specific organ dose
estimates to be obtained.

More recently, Monte Carlo dosimetry packages dedicated
to simulating modern multidetector row CT �MDCT� scan-
ners have been developed that utilize very detailed computa-
tional anthropomorphic models generated based actual pa-
tient images.14,15,20–25 However, it has been problematic to
conduct a comprehensive study of organ dose values for a
number of different MDCT scanners in order to assess cross-
scanner dose variations. This is primarily due to the difficulty
in obtaining the necessary, but often proprietary, information
to model specific scanners, such as x-ray source information
�e.g., energy spectrum and filtration design�. Recent work by
Turner, et al. demonstrated a method to generate “equiva-
lent” x-ray source models which resulted in accurate dosim-
etry simulations for 64-slice scanners from all four major
scanner manufacturers when utilized by a previously pre-
sented Monte Carlo radiation transport package.20,26 The
conclusions of these studies imply that it is possible to obtain
accurate organ dose values from 64-slice MDCT scanners
from any manufacturer.

The purpose of this study was to investigate the feasibility
of a technique to estimate organ doses that would be scanner-
independent. This was accomplished by first carrying out
Monte Carlo dosimetry simulations of multiple 64-slice
MDCT scanners on a single patient model to acquire organ
doses. Then, for each scanner, standard CTDIvol values were
measured and used as normalization factors for the simulated
organ doses. Finally, the variations across scanners of
CTDIvol values, un-normalized organ doses, and CTDIvol

normalized organ doses were computed. The results will al-
low conclusions to be drawn regarding the utility of using
CTDIvol to account for scanner differences influencing organ
dose and ultimately assess the feasibility of generating
scanner-independent CTDIvol to organ dose conversion coef-
ficients for MDCT scanners.

II. MATERIALS AND METHODS

II.A. The CT scanners

This study included 64-slice MDCT scanners from four
major CT scanner manufacturers: The LightSpeed VCT
�General Electric Medical Systems, Waukesha, WI�, SOMA-

TOM Sensation 64 �Siemens Medical Solutions, Inc.,
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Forcheim, Germany�, Brilliance CT 64 �Philips Medical Sys-
tems, Cleveland, OH�, and Aquilion 64 �Toshiba Medical
Systems, Inc., Otawara-shi, Japan�. Each of these is a third
generation MDCT scanner that supports multiple nominal
beam collimation settings as well as multiple beam energies.
All scanners are equipped with x-ray beam filtration that in-
cludes from one to three available bowtie filters. For this
work, all experiments were carried out with a tube voltage of
120 kVp and the bowtie filter designed for the adult body. In
order to select comparable collimation widths, the widest
available collimation setting for each scanner was used for
all experiments; it should be noted that the widest available
collimation typically has the largest dose efficiency �highest
ratio of nominal total collimated beam width to actual mea-
sured beam width�. Therefore, the selected nominal collima-
tion settings used were 40 mm �i.e., 64�0.625 mm2� for the
LightSpeed VCT and Brilliance CT 64, 32 mm �i.e.,
64�0.5 mm2� for the Aquilion 64, and 28.8 mm �i.e.,
24�1.2 mm2� for the Sensation 64 scanners, respectively.
The organ dose simulations described below were performed
for helical scans with a pitch value of 1 �even if the scanner
cannot actually perform a scan of pitch 1�. Each scanner was
randomly assigned an index number, either 1, 2, 3, or 4, and
will be referred to by its assigned index from this point on.

II.B. CTDI measurements

Conventional CTDI measurements were performed to ob-
tain CTDI100 and CTDIvol values, for scanners 1–4. All mea-
surements were made with a standard 100 mm pencil ioniza-
tion chamber �ion chamber� and a calibrated electrometer.
The CTDI100 values were obtained at both the center and
periphery �12 o’clock� positions in a 32 cm diameter �body�
CTDI phantom using the scanner settings described in Sec.
II A. Each CTDI100 measurement was acquired using a suf-
ficiently high mA s value �ranging from 200–300 mA s/
rotation� and was reported on a per mA s value. Specifically,
scanner-specific CTDI100, denoted CTDI100,S, was obtained
by measuring the exposure �E� from a single axial scan and
calculated �in mGy/mA s� using Eq. �1�

CTDI100,S =
f � C � E � L

N � T
�

1

�
, �1�

where f is the conversion factor from exposure to a dose in
air �8.7 mGy/R�, C is the calibration factor for the electrom-
eter, L is the active length of the ionization chamber �100
mm�, N�T is the nominal collimation width, and � is the
actual mA s/rotation value used for the measurement. The
corresponding CTDIvol,S, also in mGy/mA s, pertaining to a
helical scan with a pitch of 1 was then determined for scan-
ners 1–4 as described by McNitt-Gray.8

II.C. Overview of the Monte Carlo method

II.C.1. Monte Carlo simulations

All simulations were performed using the MCNPX �MCNP
eXtended v2.7.a� Monte Carlo radiation transport code.27,28
The simulations used in this work were executed in photon
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mode with a low-energy cutoff of 1 keV. For this work, we
ignore photoelectrons and assume all deposited energy is ab-
sorbed at the photon interaction site. This assumption satis-
fies the condition of charged particle equilibrium �CPE� for
which the collision kerma is equal to absorbed dose and has
shown to be valid for the diagnostic x-ray energy range.20

The photon energy fluence ��� was scored for each simulated
photon in regions of interest using the MCNPX �F4 tally and
converted to absorbed dose by multiplying by the energy
dependent mass energy-absorption coefficients, ��en /��, re-
ported by Hubbell and Seltzer29 using the MCNPX dose en-
ergy �DE� and dose function �DF� cards.

II.C.2. Modeling of the CT source

MCNPX requires the initial position, trajectory, and energy
of each simulated photon to be specified. Modifications were
made to the standard code to randomly sample from all pos-
sible starting positions corresponding to a helical scan per-
formed with a given longitudinal collimation width and
pitch.20 Additional modifications were implemented to
sample from all possible photon trajectories, taking into ac-
count scanner-specific fan angles and actual beam widths �as
opposed to nominal collimation settings�.26 The energy of
each simulated photon is obtained by sampling the energy
spectrum of the scanner being simulated. Attenuation due to
filtration �including the bowtie filter� is modeled by first us-
ing the filtration description for the particular scanner and
bowtie filter setting being simulated to determine the dis-
tance the photon travels through the filter based on the pho-
ton’s trajectory. Then, the resulting attenuation factor is cal-
culated by assuming exponential attenuation and using the
photon mass attenuation coefficient �� /�� of the filtration
material, also published by Hubbell and Seltzer,29 and ap-
plied as an MCNPX source weight factor.

The scanner-specific energy spectra and filtration descrip-
tions used for this work were generated using the “equivalent
source” method described by Turner, et al.26 The equivalent
source model for a given scanner, bowtie filter, and kVp,
consists of an equivalent energy spectrum and an equivalent
bowtie filter description. The equivalent energy spectrum is
numerically obtained so that its calculated half value layer
�HVL� matches the measured HVL of the scanner, bowtie
filter, and kVp combination of interest. The equivalent
bowtie filter is one which attenuates the equivalent spectrum
in a similar fashion as the actual filtration attenuates the ac-
tual x-ray beam, as determined by bowtie profile measure-
ments �exposure values across the fan beam�. As previously
reported, CTDI100 simulations performed using the equiva-
lent source models generated for the scanner, bowtie filter,
tube voltage �120 kVp�, and collimation combinations used
in this study agree with analogous physical measurements to
within 1.6%, 1.4%, 1.0%, and 3.1% across center and pe-
riphery measurement positions for both the 16 and 32 cm

diameter CTDI phantoms for scanners 1–4, respectively.
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II.D. Organ dose simulations

II.D.1. Patient Model

For this work a single patient model was used for organ
dose simulations based on “Irene,” a member of the GSF
family of voxelized phantoms.14,25 The Irene data set consists
of a three-dimensional matrix �262 columns�132 rows
�348 slices� of organ identification numbers �e.g., organ
codes� with voxel dimensions of 1.875�1.875�5.0 mm3

segmented from CT data of a patient with a height of 163 cm
and a weight of 51 kg.25 Each voxel was assigned a specific
elemental composition and density within MCNPX based on
its GSF organ code.

Twenty distinct materials, including various anatomical
tissues defined by the ICRU Report 44 composition of body
tissue tables,30 air, and graphite �for the patient bed� were
used in this work. For each material, the mass energy-
absorption coefficients, ��en /��material, necessary for the dose
calculation described in Sec. II C 1 were generated for ener-
gies ranging from 1 to 120 keV. The ��en /��material values
were each calculated as weighted averages of the elemental
mass energy-absorption coefficients, ��en /��element, for each
element comprising the material, using the ��en /��element val-
ues published by Hubbell and Seltzer29 and weights defined
as the material’s elemental percent composition given by ei-
ther the ICRU report 44 tables30 �for anatomical tissue� or by
Hubbell and Seltzer29 �for air�.

II.D.2. Skeletal tissue doses

Red bone marrow �RBM� and bone surface �endosteal
tissue� were not explicitly segmented in the Irene model, but
homogeneous bone voxels were identified. The homoge-
neous bone �HB� composition and density �1.4 g /cm3� of
the adult ORNL phantoms �Oak Ridge, TN, Oak Ridge Na-
tional Laboratory�31 were used to describe all voxels desig-
nated as bone or skeleton. The dose to bone surface was
approximated as the dose to the homogenous bone �DHB�,
which was calculated under the assumption of CPE on a per
photon basis as the product of the energy fluence �HB in the
skeleton voxel and the ��en /�� value for HB �obtained using
the weighted average method described in Sec. II D 1 with
the ORNL elemental composition serving as the weights�. A
method similar to that proposed by Rosenstein32 was used to
calculate dose to RBM. This approach estimates the depos-
ited energy in RBM �ERBM� by assuming

ERBM = EHB �
mRBM

mHB
�

��en/��RBM

��en/��HB
, �2�

where EHB is the energy deposited in HB, and mRBM and mHB

are the total masses of RBM and HB in the phantom. By
dividing both sides by mRBM and noting that dose is the
deposited energy divided by mass it can be seen that

DRBM = DHB �
��en/��RBM

��en/��HB
. �3�

As previously discussed, DHB is calculated as the product of

energy fluence in the skeleton voxel ��HB� and ��en /��HB, so
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dose to RBM was calculated on a per photon basis by

DRBM = �HB � ��en/��RBM. �4�

II.D.3. Organ dose simulation experiments

For scanners 1–4, Monte Carlo simulations were per-
formed using the Irene patient model and the equivalent
source scanner models described above to obtain absorbed
doses to the ICRP Publication 103 radiosensitive organs5

from helical scans that utilized the scanning protocol de-
scribed in Sec. II. For this feasibility study, the entire patient
model �from top of head to bottom of feet� was included in
the scan range. The scan length was determined by multiply-
ing the longitudinal length of the voxels �5 mm� by the total
number of slices �348�, resulting in a 174 cm scan. This
created a condition where each organ is completely encom-
passed in the scan region �and hence fully irradiated�.

Because the Irene model was constructed with arms at her
side and because most scans are performed with the patient’s
arms moved out of the field of view, all voxels belonging to
the arms were set to air, effectively removing the arms from
the scan. This results in a patient model condition that is
obviously artificial, �especially when tallying dose to bone,
bone marrow, skin, and muscle� but does allow the thorax,
abdomen, and pelvic regions to undergo simulated scans
without having the beam attenuated by arm tissue before
reaching organs in the scan region.33

For each simulation, 109 photon histories were performed
to ensure statistical simulation errors less than 1% for all
organs. Dose was separately tallied in the 14 major and 11
remainder organs; it should be noted that the lymphatic
nodes and oral mucosa �which are remainder organs� were
not segmented in this GSF model.

As described in DeMarco et al.,20 an exposure normaliza-
tion factor is necessary to both convert MCNPX tally values
from mGy/source particle to an absolute dose and to take
into account the dependence of beam collimation on photon
fluence. Exposure normalization factors were obtained for
each scanner in units of source particle/total mA s, where
total mA s is used to distinguish from mA s/rotation �mA s/
rotation is typically the value entered at the scanner console
and will be denoted as mA s�. These factors were calculated
as the ratio of 120 kVp CTDI100 in-air measurements �mGy/
total mA s� and corresponding 120 kVp CTDI100 in-air simu-
lations �mGy/source particle�. The organ dose tally results
were multiplied by the appropriate exposure normalization
factor to obtain organ dose per total mA s �mGy/total mA s�,
where total mA s=mA s�number of rotations=mA s
� �scan length /nominal collimation width�. Finally, organ
dose per mA s �mGy/mA s� were obtained by multiplying
each organ dose per total mA s by the scan length divided by
the scanner-specific nominal collimation width. In addition,
the effective dose was calculated in mSv/mA s using the
ICRP Publication 103 definition5 in order to explore the
variation in effective dose for a single patient model across
scanners and investigate their normalization with measured

CTDIvol values.
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II.E. Analysis of organ dose values

II.E.1. Absorbed organ and effective doses

The Monte Carlo simulations resulted in unique absorbed
dose values �in mGy/mA s� for each scanner and organ com-
bination as well as effective doses �in mSv/mA s� for each
scanner. These scanner-specific organ and effective dose val-
ues will be referred to as DS,O and DS,ED. For each organ, the

mean absorbed dose across the four scanners, D̄O �where

D̄O= 1
4�S=1

4 DS,O�, was calculated along with the standard de-
viation. Similarly, the mean effective dose across scanners,

D̄ED �where D̄ED= 1
4�S=1

4 DS,ED� and the standard deviation
were also computed. Finally, the coefficient of variation
�CoV=standard deviation/mean� of the DS,O values for each
organ as well as the DS,ED values across scanners were cal-
culated and expressed as a percentage.

II.E.2. Exploring the relationship between CTDI and
organ „and effective… doses

Because CTDIvol and organ dose values appeared to vary
in a similar fashion across scanners, the feasibility of reduc-
ing interscanner variability by normalizing organ doses by
CTDIvol was explored. If successful, this would suggest the
feasibility of an approach to estimating organ dose values
across different scanners for a given patient based primarily
on CTDIvol values.

To do this, each of the simulated organ dose values DS,O

were normalized by the measured CTDIvol,S value of the
scanner being simulated. This resulted in a unitless quantity
for each scanner and organ combination, referred to as nDS,O

�where nDS,O=DS,O /CTDIvol,S�. Then, for each organ, the
mean nDS,O was calculated across scanners and denoted as
nDO �where nDO= 1

4�S=1
4 nDS,O�. Similarly, the normalized

effective dose values for each scanner nDS,ED �where
nDS,ED=DS,ED /CTDIvol,S, and the mean nDS,ED across scan-
ners, nDED �where nDED= 1

4�S=1
4 nDS,ED� were obtained. Fi-

nally, the coefficients of variation �CoVs� of the nDS,O values
for each organ as well as the nDS,ED values across scanners
were calculated and expressed as a percentage.

III. RESULTS

The CTDI measurements obtained with the 32 cm �body�
CTDI phantom using a tube voltage of 120 kVp and the
widest possible scanner collimation for each scanner are re-
ported in Table I on a per mA s basis. For scanners 1–4 the
scanner-specific center and periphery CTDI100,S measure-
ments are shown in the first two columns and the CTDIvol,S

values for pitch 1 are displayed in the last column. This table
shows that there is considerable variation between scanners
in terms of CTDIvol,S; scanner 4 has a CTDIvol,S value that is
nearly twice that of scanners 1 and 2 and scanner 3 is nearly
50% higher than scanners 1 and 2. This table also shows the
mean, standard deviation and coefficient of variation �CoV
expressed as a percentage� for each CTDI value across scan-
ners. Specifically for CTDIvol,S, the mean, standard deviation,
and CoV are 0.084 mGy/mA s, 0.029 mGy/mA s, and

34.1%, respectively.
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The organ doses DS,O �in mGy/mA s� and effective doses
DS,ED �in mSv/mA s� described in Sec. II E 1 for scanners
1–4 are plotted in Fig. 1 and displayed in Table II �the table
explicitly lists doses for all ICRP Publication 103 radiosen-
sitive organs, while the plot displays doses for the 14 major
organs and the average dose of the 11 remainder organs�. It
can be seen from Fig. 1 that, for most organs, there is a
considerable difference in dose values between some of the
different scanners. For example, the dose to most organs
from scanner 4 is approximately twice that of scanner 2.
With the exception of scanners 1 and 2, this relatively large
variation appears fairly consistent for other pairwise scanner
comparisons across most organs. Table II quantifies this

variation by reporting the mean organ doses �D̄O and D̄ED�,
the standard deviation, and the CoV across scanners. The
minimum variation was approximately 26.7% �for the
adrenals� and the maximum was approximately 37.7% �for
the thyroid�, with a mean CoV of about 31.6%. In addition,
the table shows that the mean effective dose across scanners
is 0.15 mSv/mA s with a CoV of 31.5%.

The CTDIvol normalized organ �nDS,O� and effective
doses �nDS,ED� for scanners 1–4 �DS,O and DS,ED normalized
by CTDIvol,S as described in Sec. II E 2� are plotted in Fig. 2
and displayed in Table III �the table explicitly lists nDS,O

values for all ICRP Publication 103 radiosensitive organs,
while the plot displays nDS,O values for the 14 major organs
and the average value of the 11 remainder organs�. Unlike
the results in previous sections, Table III and Fig. 2 show
very little difference in CTDIvol normalized dose values be-
tween different scanners. For example, the CTDIvol normal-
ized dose to most organs from scanner 4 is within 10%–15%
of those of all other scanners. Table III quantifies this re-
duced variation by reporting the mean CTDIvol normalized
organ �nDO� or effective doses �nDED�, the standard devia-
tion, and the coefficient of variation across scanners. The
bottom three rows of Table III display the mean, maximum,
and minimum coefficient of variation across all organs of the
CTDIvol normalized dose values. The mean variation was
approximately 5.2%, with a minimum of approximately
2.4% �for skin tissue� and a maximum of approximately
8.5% �for the adrenals�.

A quantitative comparison of the last column of Table III
with that of Table II indicates that for all organs the varia-

TABLE I. CTDI measurements for scanners 1–4. All values in mGy/mA s.

Scanner

CTDI100,S

CTDIvol,SCenter Periphery

1 0.040 0.074 0.063
2 0.037 0.075 0.062
3 0.051 0.107 0.089
4 0.069 0.150 0.123
Mean 0.049 0.102 0.084
Standard deviation 0.014 0.036 0.029
CoV �%� 28.8% 35.4% 34.1%
tions in the CTDIvol normalized dose values across scanners
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are much smaller than those of the un-normalized doses.
Specifically, it can be seen that for all organs the CoV values
across scanners of the CTDIvol normalized doses are less
than those of the un-normalized values. Comparison of the
summary statistics in the bottom three rows of Tables II and
III further illustrates that organ doses normalized by CTDIvol

have a smaller variation across scanners than do un-
normalized dose values. Furthermore, the relatively small
variance of the CTDIvol normalized doses �the maximum
CoV was 8.5%� indicates that, for any organ, the mean value
�nDO� is a good approximation of the value for any indi-
vidual 64-slice MDCT scanner �nDS,O�. Therefore, since the
product of the generic nDO and a particular scanner’s mea-
sured CTDIvol will result in a scanner-specific dose, these
findings demonstrate the feasibility of a scanner-independent
technique to estimate organ dose based on standard CTDIvol

to dose conversion coefficients.

IV. DISCUSSION

The purpose of this study was to investigate the feasibility
of a method to estimate organ doses that is scanner-
independent by assessing the ability of CTDIvol measure-
ments to account for differences in MDCT scanners that lead
to organ dose differences. In the first set of results, Table I
showed large variations in CTDIvol between scanners, with a
CoV of 34.1%. In the simulation experiments, the analysis of
the un-normalized organ and effective doses �DS,O and
DS,ED� from scanners 1–4 demonstrated differences across
scanners that were very similar to those observed in the
CTDIvol values. The results in Table II and the plot in Fig. 1
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FIG. 1. Organ dose �DS,O� in mGy and effective dose
definitively illustrate this variation. Scanner 4 delivered the
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highest doses, by a relatively large margin, for all the radi-
osensitive organs used in this study. Scanner 3’s dose values
were typically 65%–75% of scanner 4’s while scanners 1 and
2, which actually resulted in similar doses, were on the order
of 45%–60% of scanner 4’s doses. Overall, the CoV across
scanners for a given organ ranged between 26.7% �for the
adrenals� to 37.7% �for the thyroid�, with a mean 31.6%
across all organs.

It should be emphasized that both CTDIvol and absolute
organ doses were reported on a per mA s basis. As a result,
dose differences can attributed to differences in filtration de-
signs including bowtie filter thickness, composition, and
shape �which results in differences in x-ray output
characteristics�.26 Furthermore, calculating organ doses on a
per mA s basis did not allow organ dose comparisons to be
made for exams with equivalent image quality. The actual
mA s values necessary to achieve comparable image quality
will almost certainly vary depending on the scanner. Instead,
this work was carried out in order to consider the feasibility
of normalizing out organ dose differences on a per mA s
basis between scanners via CTDIvol measurements.

Because both CTDIvol and organ doses exhibited similar
cross-scanner variations, the normalization of the organ and
effective doses by CTDIvol,S measurements were investi-
gated. The resulting normalized values, nDS,O and nDS,ED,
were presented in Fig. 2 and Table III. The nDS,O and nDS,ED

values had much less variation across scanners relative to the
un-normalized dose values. This point is emphasized by the
noticeable convergence of points in Fig. 2 compared to the
spread of the points in Fig. 1, and is indeed consistent with

Scanner 1
Scanner 2
Scanner 3
Scanner 4

D�, in mSv, for a 100 mA s/rot scan for scanners 1–4.
the observations of Shrimpton in his comparisons of effec-
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tive dose normalized by CTDIw using older scanners.16 The
CoV across scanners for a given organ ranged from 2.4%
�for skin tissue� to 8.5% �for the adrenals�, with a mean
across all organs of 5.2%. This is a drastic reduction com-
pared to the mean CoV of 31.6% seen for the un-normalized
doses. These results indicate that the characteristics of a
scanner that influence organ dose, such as filtration designs,
influence CTDIvol values in a similar fashion and that nor-
malizing by CTDIvol effectively accounts for these differ-
ences across scanners. Specifically, for any organ, the
CTDIvol normalized dose for a particular 64-slice MDCT
scanner will be within approximately 10% of the mean value
across all 64-slice MDCT scanners �i.e., nDS,O=nDO+10%�.

The relatively small variance of the organ dose normal-
ized by CTDIvol values suggests that, for a given patient,
anatomical scan region, and scan protocol �i.e., tube voltage
and bowtie size�, it is feasible to estimate organ doses from
any 64-slice scanner based on a single set of scanner-
independent CTDIvol to dose conversion coefficients. Quan-
titatively, the CoV of 5.2% indicates that multiplying the
nDS,O or nDS,ED values by the scanner-specific CTDIvol value

TABLE II. Organ dose �DS,O� in mGy/mA s and effect
6–8 display the mean, standard deviation, and CoV a
maximum, and minimum of the CoV across organs.

Organ

Scanners

1 2 3

Red bone marrow 0.09 0.08 0.11
Colon 0.12 0.11 0.16
Lungs 0.12 0.11 0.15
Stomach 0.13 0.11 0.16
Breast �glandular� 0.10 0.10 0.14
Ovaries 0.09 0.09 0.12
Bladder 0.13 0.11 0.16
Esophagus 0.12 0.11 0.15
Liver 0.12 0.11 0.16
Thyroid 0.17 0.15 0.22
Bone surface 0.24 0.22 0.33
Brain 0.12 0.11 0.15
Salivary glands 0.17 0.15 0.22
Skin 0.11 0.10 0.15
Adrenals 0.11 0.10 0.14
Extrathoracic region 0.13 0.12 0.17
Gall bladder 0.13 0.12 0.17
Heart 0.14 0.12 0.17
Kidney 0.11 0.11 0.15
Muscle 0.11 0.10 0.15
Pancreas 0.11 0.10 0.14
Small intestine 0.12 0.11 0.15
Spleen 0.12 0.11 0.15
Thymus 0.14 0.12 0.18
Uterus 0.11 0.10 0.14
Effective dose 0.12 0.11 0.15
�in mGy/mA s� and the relevant mA s used clinically, it is
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possible, on average, to estimate absolute organ or effective
doses to within approximately 10% accuracy for any 64-slice
MDCT scanner.

This study was meant to demonstrate that scanner-specific
dependencies are accounted for when CTDIvol measurements
are used as normalization factors for organ doses. The results
suggest the feasibility that scanner-independent organ dose
conversion coefficients can be generated for patient-specific
and protocol-specific scans. In this work organs were fully
irradiated with no extra attenuation from arm tissue in order
to mimic the primary x-ray fluence conditions of a typical
CT exam �i.e., moving the arms up for a chest or abdomen
scan�. Head to toe scans were performed to ensure the con-
clusions of this work applied to all radiosensitive organs in
the body. The results show that for all organs, the nDS,O

values have little variation across scanners; however, it
should be emphasized that the nDO values reported in this
study are not intended to serve as actual CTDIvol to organ
dose coefficients. The fact that the arms were removed indi-
cates that the results are not applicable for a true full-body
exam where the nDO values would be larger for tissues found

se �DS,ED�, in mSv/mA s for scanners 1–4. Columns
scanners. The bottom three rows display the mean,

Mean

�D̄S,O� Standard deviation
CoV
�%�4

.15 0.11 0.03 28.5

.22 0.16 0.05 32.0

.21 0.15 0.05 31.0

.22 0.16 0.05 31.2

.19 0.13 0.04 32.0

.17 0.12 0.04 31.6

.24 0.16 0.06 34.5

.22 0.15 0.05 31.4

.21 0.15 0.05 30.8

.34 0.22 0.08 37.7

.45 0.31 0.11 34.2

.21 0.15 0.05 30.8

.32 0.21 0.08 35.1

.21 0.14 0.05 34.8

.19 0.14 0.04 26.7

.24 0.16 0.05 31.8

.24 0.16 0.05 31.8

.24 0.17 0.05 32.2

.20 0.14 0.04 29.2

.20 0.14 0.04 31.8

.19 0.13 0.04 28.6

.22 0.15 0.05 32.1

.21 0.15 0.04 30.5

.26 0.17 0.06 34.3

.19 0.14 0.04 30.2

.21 0.15 0.05 31.5
Mean CoV: 31.6
Max. CoV: 37.7
Min. CoV: 26.7
ive do
cross
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in the arms, such as skin, muscle, RBM, and bone surface,
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and smaller for organs that would receive less radiation due
to arm attenuation. Furthermore, the reported nDO values
may not be appropriate even for fully irradiated organs in
partial-body exams �i.e., stomach in an abdomen scan� as
scatter from distant anatomy that would not be irradiated for
a partial-body scan is included in these simulations. Finally,
the results of this work are limited to the particular patient
model and scan protocol �tube voltage, bowtie filter, collima-
tion, and pitch� used in the simulations. These limitations
will all be addressed in future studies to extend the CTDIvol

to organ dose estimation method proposed here.
Another limitation is that the patient model used in this

study, Irene of the GSF family of models, did not include
separately segmented RBM and bone surface �endosteal
layer� anatomy, so the dose to these skeletal tissues could not
be directly simulated. The two-term mass energy-absorption
coefficient method used to approximate skeletal doses, de-
scribed in Sec. II D 2, was evaluated by Lee et al.34 and
found to overestimate RBM dose at the energies used in this
study. Therefore, CTDIvol to dose conversion coefficients for
skeletal tissue will be investigated in future studies using
voxelized phantoms with explicitly segmented cortical bone
and spongiosa regions35 along with bone-specific and bone-
region-specific photon fluence-to-dose response functions.36

Future Monte Carlo studies will be conducted using mul-
tiple computational anthropomorphic phantoms representing
a range of different patients in order to examine the effect of
size, body habitus, and gender on CTDIvol to dose conversion
coefficients and develop methods to account for these ef-
fects. Partial-body scans will be performed using several dif-
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FIG. 2. CTDIvol, S normalized organ �nDS,O
ferent sized patient models. This will help identify potential
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complications for generating CTDIvol to dose conversion co-
efficients, including the effects on organs not fully encom-
passed in the scan region �i.e., those that are partially irradi-
ated such as the lower intestine in an abdominal scan�.
Additionally, methods to take into account variations in the
scanning protocol, such as different pitch, bowtie filter sizes,
and collimation settings, will be investigated. Finally, since
the majority of current clinical exams use tube current modu-
lation �TCM� schemes in order to reduce dose levels, the
effect of TCM will be explored in a manner similar to that
reported by Angel, et al.38,39 in order to devise an approach
to account for the resulting organ dose reduction. If these
issues can be resolved, it should be feasible to produce a
truly universal set of patient-independent and scanner-
independent CTDIvol to organ dose conversion coefficients
for a range of scan protocols that can be implemented to
quickly and accurately estimate patient dose from any CT
exam. In addition, there have been discussions concerning
the revision of standardized CT dosimetry measurements, es-
pecially for exams performed with wider beams �40–180
mm�.37 When developed, these revised index values will be
investigated as organ dose normalization factors for scanners
and exams that CTDI may not adequately characterize.

While the focus of this manuscript is on assessing radia-
tion dose from CT, it should be pointed out that CT scans are
a very important tool for diagnosis and assessment of re-
sponse to treatment in the practice of medicine. Technical
developments have led to an expanding list of applications
that have supplanted less accurate or more invasive diagnos-
tic tests40 �such as exploratory surgery�, which in turn has led

1

Scanner 1
Scanner 2
Scanner 3
Scanner 4

effective �nDS,ED� doses for scanners 1–4.
to a dramatic increase in the use of body CT. The detailed
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assessment of anatomy and function that CT imaging pro-
vides does require the use of x rays, which do result in some
small, but not zero, risk to patients. In the vast majority of
cases, the benefits do significantly outweigh the risks in hav-
ing a CT exam performed.

The pertinent conclusions from this work are that: �a�
There is considerable variation among modern MDCT scan-
ners when considering both organ and effective dose �on the
order of �200% in some cases� and �b� this variation can be
mostly accounted for by using scanner-specific CTDIvol mea-
surements as a normalization factor. The first of these con-
clusions implies the difficulty of applying absolute dose val-
ues from Monte Carlo studies performed for a particular
scanner model to other scanners. However, the second con-
clusion suggests that by normalizing organ doses by mea-
sured CTDIvol values, the characteristics that differentiate the
simulated scanner from other scanners can be accounted for,
producing a normalized organ dose that can be applied to a
range of MDCT scanners. Future MDCT organ dose studies
should utilize this finding by reporting organ and effective
doses on a per measured CTDIvol basis. This work represents

TABLE III. CTDIvol normalized organ �nDS,O� and effe
display the mean, standard deviation, and CoV acr
maximum, and minimum of the CoV across organs.

Organ

Scanners

1 2 3

Red bone marrow 1.43 1.33 1.29
Colon 1.97 1.80 1.82
Lungs 1.88 1.75 1.75
Stomach 2.01 1.82 1.81
Breast �glandular� 1.63 1.58 1.62
Ovaries 1.48 1.40 1.41
Bladder 2.04 1.81 1.82
Esophagus 1.99 1.77 1.73
Liver 1.92 1.79 1.78
Thyroid 2.75 2.45 2.50
Bone surface 3.81 3.57 3.68
Brain 1.96 1.76 1.75
Salivary glands 2.71 2.42 2.45
Skin 1.72 1.62 1.67
Adrenals 1.83 1.65 1.59
Extrathoracic region 2.09 1.92 1.93
Gall bladder 2.13 1.91 1.89
Heart 2.20 1.96 1.94
Kidney 1.83 1.70 1.68
Muscle 1.74 1.63 1.64
Pancreas 1.78 1.59 1.54
Small intestine 1.93 1.73 1.74
Spleen 1.84 1.73 1.73
Thymus 2.25 1.97 2.00
Uterus 1.78 1.60 1.55
Effective dose 1.88 1.73 1.73
the first step in establishing a universal organ dose frame-
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work for MDCT scanners which utilizes CTDIvol to account
for the scanner-specific dependencies of organ and effective
dose. The future studies discussed above will expand this
framework to include the effects of patient size, pitch, and
scan region considerations with the ultimate goal of estimat-
ing organ dose to any patient from any scanner through the
use of universal CTDIvol to dose conversion coefficients.
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