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Abstract

In this dissertation, we study the Feichtinger Conjecture(FC), which has been

shown to be equivalent to the celebrated Kadison-Singer Problem. The FC states

that every norm-bounded below Bessel sequence in a Hilbert space can be partitioned

into finitely many Riesz basic sequences.

This study is divided into two parts. In the first part, we explore the FC in the

setting of reproducing kernel Hilbert spaces. The second part of this study introduces

two new directions to explore the FC further, which are based on a factorization of

positive operators in B(ℓ2). The results presented in the later part have a mixed

flavor in the sense that some of them point in the direction of finding a negative

answer to the FC, whereas others prove the FC for some special cases.

In the first part of the thesis, we show that in order to prove the FC it is enough

to prove that in every Hilbert space, contractively contained in the Hardy space H2,

each Bessel sequence of normalized kernel functions can be partitioned into finitely

many Riesz basic sequences. In addition, we examine some of these spaces and show

that the above holds in them.

We also look at products and tensor products of kernels, where using Schur

products we obtain some interesting results. These results allows us to prove that

in the Bargmann-Fock spaces on the n-dimensional complex plane and the weighted

Bergman spaces on the unit ball, the Bessel sequences of normalized kernel functions

split into finitely many Riesz basic sequences. We also prove that the same result

holds in the H2
α,β spaces as well.
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Chapter 1

Introduction

The Feichtinger conjecture originated in time-frequency analysis and currently is

a topic of much interest as it has been shown to be equivalent to the celebrated

Kadison-Singer Problem [21], and hence to many open problems in analysis. There

is a significant body of work on this conjecture [6, 7, 8, 17, 20, 21, 18, 19, 26].

In his work on time-frequency analysis, Feichtinger observed that all the Gabor

frames he was working with could be decomposed into finite union of Riesz basic

sequences. This observation led to the Feichtinger conjecture.

Conjecture 1.0.1. Every norm-bounded below frame sequence in a Hilbert space can

be partitioned into finitely many Riesz basic sequences.

The Feichtinger conjecture dates back to at least 2003 and appeared in print

in [18]. In [15] and [26], the Feichtinger conjecture is considered for special frames

such as wavelet and Gabor frames, and frames of translates. In these papers, the
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authors work with a decay assumption on the off-diagonal entries of the Grammian,

where this decay condition is in terms of the indices of the corresponding frame

elements. In our study, we do not assume any decay of the off-diagonal entries of the

Grammians. However, our results do involve some decay estimates, which most of

the time is because of the use of Theorems 3.0.6 and 3.3.14. Theorem 3.0.6 proves the

Feichtinger conjecture for a class of sequences in the Hardy space H2. The key idea

in this proof is to obtain a finite partition of the involved sequence such that the off-

diagonal entries of the Grammian corresponding to each subsequence are very small,

where the measure of being small is constant for the sequence. Theorem 3.3.14 is a

result about general self-adjoint matrices inB(ℓ2) with positive entries. We apply this

result to a “particular” Grammian in B(ℓ2) (Theorem 3.3.15). As a consequence,

we get a finite partition of N such that the finite sum of the compressions of the

Grammian, obtained corresponding to the sets in the partition, is very small.

In general it is expected that the Kadison-Singer Problem, and hence the Fe-

ichtinger conjecture will turn out to be false. Perhaps, this is why later in [20], the

following “stronger” version of the Feichtinger conjecture was introduced, and shown

equivalent to the Feichtinger conjecture. We work with this new version of the Fe-

ichtinger conjecture. For our purposes, we refer to this version as the Feichtinger

conjecture(FC).

Conjecture 1.0.2. Feichtinger Conjecture(FC). Every norm-bounded below Bessel

sequence in a Hilbert space can be partitioned into finitely many Riesz basic sequences.

In [8], the FC is considered for some special Bessel sequences in two families of

model subspaces of H2. The results in [8] uses a variant of Theorem 3.0.6. More
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recently, two new directions are employed to further explore the FC, one using the

discrete Hilbert transforms [10], and the other using syndetic sets [40]. Henceforth,

we say that a Bessel sequence satisfies the FC if it can be partitioned into finitely

many Riesz basic sequences.

Our work in Chapters 3 is motivated by some work of Nikolski. In his lecture at

the AIM workshop “The Kadison-Singer Problem” in 2006, Nikolski proved that the

FC holds true for Bessel sequences consisting of normalized kernel functions in the

Hardy space H2. Later in 2009, Baranov and Dyakonov [8] proved the FC for Bessel

sequences of normalized kernel functions for two families of model subspaces of H2.

Thus, we were motivated to seek a converse. That is, to find a sufficiently large

family of reproducing kernel Hilbert spaces, so that if one verified that the FC held

for each Bessel sequence of normalized kernels in those spaces, then that would

guarantee the full FC.

We accomplish this in Chapter 3.1. We specialize the FC to the case where the

underlying Hilbert space belongs to a special family of reproducing kernel Hilbert

spaces on the unit disk, namely, the Hilbert spaces that are contractively contained

in the Hardy space H2 and require, in addition, that the norm-bounded below Bessel

sequence consists of the normalized kernel functions for a sequence of points in the

disk. One of our results (Theorem 3.1.9) is that this special version of the FC is

equivalent to the FC.

In addition, we also prove that in order to verify the FC it is enough to test a

specific family of sequences in H2, where this family is “related” to kernel functions
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in H2, and thus carries some “nice” structure.

Later in Chapter 3.2, we analyze these new equivalences. In the course of this

analysis, we get some interesting results; one of them (Theorem 3.2.11) has a beau-

tiful application in Chapter 4.3. Lastly in Chapter 3.3, we discuss how various

operations on kernel functions affect the equivalent variants of the FC, obtained in

the previous section. In particular, we look at the products and tensor products of

kernels, along with two new operations on kernels, namely, the pull-back operation

and the push-out operation, which were introduced in [39]. Using Schur products, we

obtain some interesting results about products of kernel functions, which has some

surprising applications in the last two sections of chapter 4. In addition, one of the

results (Corollary 3.3.5) obtained in Chapter 3.3 generalizes a theorem of Baranov

and Dyakonov from [8].

The results presented in Chapters 3.1 and 3.2 are joint work [28] with my adviser

Prof. Vern Paulsen. The rest of the work presented in this thesis is also done under

the supervision of my adviser, and would not have been possible without his helpful

comments and valuable suggestions.

In Chapter 4, we study the FC for some well-known spaces, namely, the Hardy

space H2 on the unit disk, the H2
α,β spaces, which were introduced in [23], the

weighted Bergman spaces on the unit ball, and the Bargmann-Fock spaces on the

n-dimensional complex plane. In chapter 4.2, we give Nikolski’s proof of the fact that

Bessel sequences of normalized kernel functions inH2 satisfy the FC (Theorem 4.2.4),

which he presented at the above mentioned AIM workshop in 2006. In Chapter 4.3,

we prove that the Bessel sequences of normalized kernel functions in H2
α,β spaces
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also satisfy the FC (Theorem 4.3.1). Lastly, Chapters 4.4 and 4.5 contains the

proof of the FC for Bessel sequences of normalized kernel functions in the weighted

Bergman spaces on the unit ball (Theorems 4.4.6, 4.4.7), and the Bargmann-Fock

spaces on the n-dimensional complex plane (Theorem 4.5.4), respectively. Though,

in the several variable case, the above result holds for a restrictive class of weighted

Bergman spaces. The proofs presented in this section are some beautiful applications,

as mentioned above, of results (Theorem 3.3.12 and Theorem 3.3.16) about products

of kernels from Chapter 3.3.

Finally, in Chapter 5, we introduce a completely new approach to the FC, which

is based on a “special” factorization of positive operators in B(ℓ2) [1]. This fac-

torizations breaks a positive operator into two pieces: one of the form UU∗, where

U ∈ B(ℓ2) is upper triangular, and the other a completely non factorizable opera-

tor in B(ℓ2). As a result, the study of a general Grammian reduces to the study of

Grammians of these two specific forms. In Chapter 5.1, we discuss Grammians which

are completely non-factorizable. This study contains some interesting observations

which point in the direction of constructing a counter example to the FC.

In Chapter 5.2, we discuss Grammians of the form UU∗, where U ∈ B(ℓ2) is

upper triangular. Here, we prove the FC in some special cases. In particular, we

show that if a frame for ℓ2 has Grammian of this later form, then it must be a Riesz

basis for ℓ2. In addition, as a corollary to the results in this section, we obtain that an

orthogonal projection with finite codimension is (r,m+ 2)-pavable, where 0 < r < 1

and m is at most the dimension of the kernel of the orthogonal projection.
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Chapter 2

Preliminaries

2.1 Frame Theory

Given a set J ⊆ N, we let ℓ2(J) denote the closed linear span of {ei}i∈J in ℓ2 = ℓ2(N),

where {ei}i∈N is the canonical orthonormal basis for ℓ2. Further, Iℓ2(J) will denote the

identity operator on ℓ2(J), and the orthogonal projection onto ℓ2(J) will be denoted

by PJ . For the case J = N, we will write the identity Iℓ2(N) simply as I. We shall

identify a bounded operator on ℓ2 as a bounded operator on ℓ2(J), if it maps ℓ2(J)

into itself and it is zero on (ℓ2(J))⊥.

A sequence {fi}i∈N in a Hilbert spaces H is called a frame for H if there exist

constants A,B > 0, such that

A‖x‖2 ≤
∑

i∈N

| 〈x, fi〉 |2 ≤ B‖x‖2, (2.1)
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2.1. FRAME THEORY

for every x ∈ H. In particular, a frame is called a Parseval frame for H, if A = B =

1, in the above equation. The constants A and B in Equation (2.1) are called lower

and upper frame bounds, respectively. A sequence {fi}i∈N in a Hilbert space H is

called a frame sequence if it is a frame for span{fi : i ∈ N}. If only the right hand

side inequality holds in Equation (2.1), then {fi}i∈N is called a Bessel sequence.

Thus, every frame sequence is a Bessel sequence. A Bessel sequence {fi}i∈N is called

norm-bounded below if there exists a constant δ > 0, such that ‖fi‖ ≥ δ, for

every i ∈ N. Note that a Bessel sequence is always bounded above.

Further, a sequence {fi}i∈N in a Hilbert spaces H is called a Riesz basis for H, if

there exists an orthonormal basis {ui}i∈N for H and an invertible operator S ∈ B(H),

such that S(ui) = fi, for every i ∈ N. It is easy to verify that a sequence {fi}i∈N is a

Riesz basis for H if and only if its linear span is dense in H and there exist constants

A,B > 0, such that

A
∑

i∈N

|αi|2 ≤ ‖
∑

i∈N

αifi‖2 ≤ B
∑

i∈N

|αi|2,

for all ℓ2-sequences {αi}i∈N. A sequence {fi}i∈N is called a Riesz basic sequence

if it is a Riesz basis for span{fi : i ∈ N}. It is well-known that every Riesz basic

sequence is a frame sequence, we shall include the proof of this later in this section.

Given a Bessel sequence {fi}i∈J in a Hilbert space H, we define the corresponding

analysis operator F : H → ℓ2(J), by F (x) = (〈x, fi〉)i∈J . It is easy to check that

F ∗ : ℓ2(J) → H satisfies F ∗(ei) = fi for all i ∈ J, and FF ∗ = (〈fj, fi〉). The operators

F ∗ and FF ∗ are called the synthesis operator and the Grammian operator,

respectively. Often we shall refer to the Grammian operator as Grammian. Note
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2.1. FRAME THEORY

that:

(i) {fi}i∈J is a Bessel sequence if and only if the corresponding analysis operator

F is bounded;

(ii) {fi}i∈J is a frame sequence if and only if F : span{fi : i ∈ J} → ℓ2(J) is

bounded and bounded below;

(iii) {fi}i∈J is a Riesz basic sequence if and only if F : span{fi : i ∈ J} → ℓ2(J) is

invertible.

Thus, if {fi}i∈J is a frame for a Hilbert space H and F : H → ℓ2(J) is the

corresponding analysis operator, then F ∗F : H → H is invertible. Moreover, in this

case every x ∈ H can be written as x =
∑

i∈J αifi, where αi = 〈x, (F ∗F )−1fi〉.

Henceforth, given a Bessel sequence {fi}i∈J in a Hilbert space H, F is reserved

for the analysis operator from H to ℓ2(J), as defined above. Also, when it is not

necessary, we shall not specify the indexing set of the sequence and simply write it

as {fi}.

Lastly, a sequence in a Hilbert space H is called complete if its closed linear

span is dense in H, otherwise it is called an incomplete sequence.

We now begin with some preliminary results which we will be use thoughout

Chapters 3, 4 and 5.

Proposition 2.1.1. Let {fi} be a Riesz basis for a Hilbert space H. Then {fi} is a

frame for H.

8



2.1. FRAME THEORY

Proof. Let S ∈ B(H) be an invertible operator and let {ui} be an orthonormal basis

for H so that for each i, S(ui) = fi. Then

∑
i | 〈x, fi〉 |2 =

∑
i | 〈x, S(ui)〉 |2 =

∑
i | 〈S∗(x), ui〉 |2 = ‖S∗(x)‖2.

As, S ∈ B(H) and is invertible, therefore

‖S∗(x)‖ ≤ ‖S∗‖‖x‖, ‖S∗(x)‖ ≥ ‖x‖
‖S∗−1‖ .

Hence {fi} is a frame for H.

We now note the following very useful characterization of Bessel sequences due

to Nina Bari [9].

Proposition 2.1.2 (Bari, [9]). A sequence {fi}i∈J in a Hilbert space H is a Bessel

sequence if and only if FF ∗ = (〈fj, fi〉) ∈ B(ℓ2(J)).

Proof. A sequence {fi}i∈J in a Hilbert space H is a Bessel sequence if and only if

the corresponding analysis operator F : H → ℓ2(J) is bounded, and hence the result

follows.

The following is a characterization of Riesz basic sequences in terms of the asso-

ciated Grammian. We shall first set some notations. Given a bounded operator T

from a Hilbert space H into a Hilbert space K, we let Ran(T ) denote the range of

T, which is a (not necessarily closed) subspace of K, equipped with the norm of K,

and Ker(T ) denote the kernel of T.

9



2.1. FRAME THEORY

Proposition 2.1.3. Let {fi}i∈J ⊆ H. Then {fi}i∈J is a Riesz basis for H if and

only if it is a Bessel sequence with closed linear span equal to H, and there exists a

constant c > 0 such that FF ∗ ≥ cIℓ2(J).

Proof. First, we assume that {fi}i∈J is a Riesz basis for H. Then there exists an

orthonormal basis {ui}i∈J for H and an invertible operator S ∈ B(H), such that

S(ui) = fi, for all i ∈ J. Clearly, the closed linear span of {fi}i∈J is H. Further, we

note that
∑

i∈J | 〈x, fi〉 |2 =
∑

i∈J | 〈S∗(x), ui〉 |2 = ‖S∗(x)‖2 ≤ ‖S∗‖2‖x‖2, and thus

{fi}i∈J is a Bessel sequence.

To verify the other conditions, we let U : ℓ2(J) → H be the unitary operator

defined by U(ei) = ui. Since F ∗(ei) = fi = S(ui) = SU(ei), we get FF ∗ = U∗S∗SU.

Thus FF ∗ ∈ B(ℓ2(J)) is an invertible operator, and so (FF ∗)1/2 is also invertible.

Therefore, there exists a constant a > 0 such that ‖(FF ∗)1/2(x)‖ ≥ a‖x‖ for every

x ∈ ℓ2(J). Hence, FF ∗ ≥ a2Iℓ2(J).

Conversely, we assume that {fi}i∈J satisfies the three conditions. Since it is a

Bessel sequence, F and F ∗ are both bounded. Also FF ∗ ≥ cIℓ2(J), which implies

that F ∗ is bounded below. Thus its range is a closed subspace of H. But each

fi = F ∗(ei) is in the range of F ∗, and thus Ran(F ∗) = H. Hence F ∗ is one-to-one

and onto. Let U = F ∗(FF ∗)−1/2, then U∗U = Iℓ2(J), so that U is an isometry, but U

is invertible also, and hence, U ∈ B(ℓ2(J),H) is a unitary. Let ui = U(ei). Since U is

a unitary, {ui}i∈J is an orthonormal basis of H. Finally note that, S = F ∗U∗ ∈ B(H)

is invertible and S(ui) = fi. This completes the proof.

Corollary 2.1.4. A sequence {fi}i∈J in a Hilbert space H is a Riesz basic sequence

10



2.1. FRAME THEORY

if and only if it is a Bessel sequence and there exists a constant c > 0, such that

FF ∗ ≥ cIℓ2(J)

Proof. Let H0 be the closed linear span of {fi}i∈J . Let F0 be the restriction of F to

H0. Then F0(x) = 0 for all x ∈ H⊥
0 , and F ∗

0 (ei) = fi for all i.

Now, {fi}i∈J is a Riesz basic sequence if and only if {fi}i∈J is a Riesz basis for

H0, which by Proposition 2.1.3 is equivalent to {fi}i∈J being a Bessel sequence and

F0F
∗
0 ≥ cIℓ2(J) for some c > 0. Finally, note that for each i ∈ J, FF ∗(ei) = F (fi) =

F0(fi) = F0F
∗
0 (ei). Thus FF ∗ = F0F

∗
0 , and hence the result follows.

As a direct consequence of the above corollary we get the following reformulation

of the FC.

Corollary 2.1.5. A Bessel sequence {fi}i∈N can be partitioned into n Riesz ba-

sic sequences if and only if there exist a partition A1, . . . , An of N and constants

c1, . . . , cn > 0, such that PAiFF
∗PAi ≥ ciPAi , for all 1 ≤ i ≤ n.

Recall that we say that a Bessel sequence in a Hilbert space satisfies the FC if

can be partitioned into finitely many Riesz basic sequences.

Proposition 2.1.6. Let {fi}i∈J ⊆ H and {gi}i∈J ⊆ K be two sequences, such that

α
(
〈fj, fi〉

)
≤ D

(
〈gj, gi〉

)
D∗ ≤ β

(
〈fj, fi〉

)
,

where α, β > 0 and D is an invertible, diagonal operator in B(ℓ2(J)). Then:

(i) {fi}i∈J is a Bessel sequence if and only if {gi}i∈J is a Bessel sequence,

11



2.2. REPRODUCING KERNEL HILBERT SPACES

(ii) {fi}i∈J is a frame sequence if and only if {gi}i∈J is a frame sequence,

(iii) {fi}i∈J satisfies the FC if and only if {gi}i∈J satisfies the FC.

Proof. Note that (i) follows directly from Proposition 2.1.2, since D is invertible.

We now prove (ii). First, note that it is enough to prove only one implication,

since D is invertible. Now suppose {fi}i∈J is a frame sequence. Then {fi}i∈J is

a Bessel sequence, and the corresponding analysis operator F : span{fi : i ∈ J} →

ℓ2(J) is bounded below. This yields that {gi}i∈J is a Bessel sequence, using (i).

Further by Douglas’ factorization [24], there exists a bounded invertible operator

T : span{fi : i ∈ J} → span{gi : i ∈ J} such that TF ∗ = G∗D∗, where G is the

analysis operator associated with the sequence {gi}i∈J . Then FT ∗ = DG. Thus G is

bounded below on span{gi : i ∈ J}. Hence {gi}i∈J is a frame sequence.

Finally, (iii) follows from (i) and Corollary 2.1.5, using the facts that D is invert-

ible and PAD = DPA, for every A ⊆ J.

2.2 Reproducing Kernel Hilbert Spaces

2.2.1 Introduction and Notations

In this section, we recall some basic definitions and results from the theory of re-

producing kernel Hilbert spaces. We will consider Hilbert spaces over the field of

complex numbers, C. Given a set X, if we equip the set of all functions from X to

C, F(X,C) with the usual operations of addition, (f + g)(x) = f(x) + g(x), and
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2.2. REPRODUCING KERNEL HILBERT SPACES

scalar multiplication, (λf)(x) = λ(f(x)), then F(X,C) is a vector space over C.

Definition 2.2.1. Given a set X, we say that H is a reproducing kernel Hilbert

space(RKHS) on X over C, provided that:

(i) H is a vector subspace of F(X,C),

(ii) H is endowed with an inner product, 〈, 〉 making it into a Hilbert space,

(iii) for every y ∈ X, the linear evaluation functional, Ey : H → C, defined by

Ey(f) = f(y), is bounded.

If H is a RKHS on X, then since every bounded linear functional is given by the

inner product with a unique vector in H, we have that for every y ∈ X, there exists

a unique vector, ky ∈ H, such that for every f ∈ H, f(y) = 〈f, ky〉 .

Definition 2.2.2. The function ky is called the reproducing kernel for the point y.

The 2-variable function defined by

K(x, y) = ky(x)

is called the reproducing kernel for H.

Henceforth, for simplicity, we shall refer to the reproducing kernel (for a point) as

the kernel function (for a point), and sometimes simply as the kernel. Further,

if K is a kernel for a RKHS H on a set X, then we will occasionally say that

K is a kernel on X. At this point, we introduce another notation, which we shall

use throughout Chapters 3 and 4. To do so, let H be a RKHS on a set X. Then

13



2.2. REPRODUCING KERNEL HILBERT SPACES

given a non zero kernel function for a point y, ky, in H, we denote the corresponing

normalized function ky
‖ky‖H by k̃y and call it the normalized kernel function for the

point y or simply the normalized kernel function corresponing to the kernel function

ky. Henceforth, whenever we use the term “normalized kernel function for a point”,

the corresponing kernel function for the point is always assumed to be non zero.

Following are some standard facts about RKHS’s. For proofs of the following results

and more detailed discussion on RKHS’s we refer the reader to [5] and [39].

Proposition 2.2.3. Let Hi, i = 1, 2 be RKHS’s on X with kernels, Ki(x, y), respec-

tively. If K1(x, y) = K2(x, y) for all x, y ∈ X, then H1 = H2 and ‖f‖1 = ‖f‖2 for

every f.

Proposition 2.2.4. Let H be a RKHS of functions on a set X with Kernel K. Then

every closed subspace of H is also a RKHS on X. Moreover, if H0 is a closed subspace

of H, then the kernel for H0 is given by K0(x, y) = (Pky)(x), where P ∈ B(H) is

the orthogonal projection onto H0 and ky is the kernel function in H for the point y.

Definition 2.2.5. Let X be a set and let K : X × X → C be a function of two

variables. Then K is called a positive definite function (written : K ≥ 0)

provided that for every n and for every choice of n points, {x1, . . . , xn} ⊆ X, the

n× n matrix, (K(xi, xj)) ≥ 0.

Proposition 2.2.6. Let X be a set and let H be a RKHS on X with kernel K. Then

K is a positive definite function.

The following converse of the above proposition lead to a characterization of

kernel functions.

14
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Theorem 2.2.7 (Moore). Let X be a set and let K : X × X → C be a function.

If K is a positive definite function, then there exists a RKHS, H of functions on X

such that K is the kernel of H.

The above two results implies that a function K : X × X is a kernel function

for a RKHS on X if and only if K is a positive definite function. This allows us to

compare kernel functions. Given two kernel functions K1 and K2 on a set X, we say

K1 ≤ K2, if K2 −K1 is also a kernel function.

In Chapters 3 and 4, we shall be working with many RHKS’s, so to avoid confusion

and to keep track of which kernel function represents which RKHS, we adopt some

notations here. Let H be a RKHS of functions on a set X. Then we denote the

kernel function for H by KH, the kernel function for a point z ∈ X by kHz , and the

corresponding normalized kernel function kHz
‖kHz ‖H = kHz√

KH(z,z)
by k̃Hz . In some cases,

the notation for an RKHS is not so simple. It might have too many indices, in which

case, keeping the above notation for the kernel can be very inconvenient. To avoid

this, we assign special notation to the kernel function. In such a scenario, we will

use a different notation (based on the notation of the kernel) for the kernel function

for a point and the corresponding normalized kernel function, as we will explain

below. Suppose KS is a kernel function on some set X, where S is an indexing set

and can represent anything (e.g. a set, a function or a tuple). Then we will denote

the corresponding kernel function for a point w ∈ X by kSw, and the corresponding

normalized kernel function kSw
‖kSw‖

by k̃Sw.
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2.2.2 H2 and Hilbert Spaces Contractively Contained in H2

The Hardy space H2 on the unit disk D, of the complex plain C, is a “reference

point” for our study in Chapters 3 and 4. It is an RKHS, consisting of analytic

functions on D, with the Kernel function (Szegö Kernel)

K(z, w) =
1

1 − zw
, z, w ∈ D.

The set {zn : n ≥ 0} is an orthonormal basis for H2. In the special case of H2, we

will denote the kernel function for a point w ∈ D simply by kw, and in case kw 6= 0,

the corresponding normalized kernel function will be denoted by k̃w(·) = K(·,w)√
K(w,w)

.

Also, we will simply use ‖ · ‖ for the norm on H2, unless it is necessary, in which case

we will write it as ‖ · ‖2. Apart from the reproducing kernel Hilbert space properties

of H2, its function-theoretic properties are also important for us. We will very often

be using two classes of functions from H2, which are inner functions and Blaschke

products. We do not attempt to define inner functions here, as as it would require

some more facts and terminology from function theory. Instead we just note that

multiplication with an inner function defines an isometry on H2.

A Blaschke product is an inner function with some extra structure. The following

is the definition of a Blashke product.

Definition 2.2.8. Let {zi} be a sequence in the unit disk D, such that
∑

i(1−|zi|) <

∞. Let m be the number of zi equal 0. Then the Blaschke product with zeroes at {zi}

is defined by

B(z) = zm
∏

zi 6=0

zi
|zi|

zi − z

1 − z̄iz
.
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2.2. REPRODUCING KERNEL HILBERT SPACES

The condition
∑

i(1 − |zi|) < ∞, on {zi} ⊆ D, is known as the Blaschke con-

dition. A Blaschke product is called infinite (finite) Blaschke product if it has

infinitely (finitely) many zeroes, that is, the sequence {zi} in the definition of the

Blaschke product contains infinitely (finitely) many distinct z
′

is.

At this point we would also like to set a notation, for future. Given an inner

function φ in H2, we denote the closed subspace {φf : f ∈ H2} of H2, by φH2.

Lastly, we introduce a class of Hilbert spaces, which is crucial for the new equiv-

alences of the FC, which we will see in Chapter 3.1. A Hilbert space H is said to be

contractively contained in H2 if it is a vector subspace of H2 and the canonical

inclusion of H into H2 is a contraction, that is, ‖x‖H2 ≤ ‖x‖H, for all x ∈ H.

Proposition 2.2.9. If a Hilbert space is contractively contained in H2, then it is a

RKHS.

Proof. Let H be a Hilbert space, which is contractively contained in H2, with norm

‖ · ‖H. Then by definition, H is a vector subspace of H2 and ‖x‖2 ≤ ‖x‖H, for all

x ∈ H. Thus, the linear evaluation functionals on H are bounded, since the linear

evaluation functionals on H2 are bounded. Hence H is a RKHS.

For simplicity, we will call a Hilbert space a contractive Hilbert space if it

is contractively contained in H2. Next is a characterization of these spaces, which

brings to light their connection with positive contractions on H2.

Let H be a contractive Hilbert space with norm ‖ · ‖H. Let T : H → H2 be

the inclusion map, then T and T ∗ are both contractions. Thus, P = TT ∗ is a
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2.2. REPRODUCING KERNEL HILBERT SPACES

positive contraction in B(H2). This give rise to another Hilbert space, the range

space R(P 1/2), which one obtains by equipping the range of P 1/2 with the norm,

‖y‖P = ‖x‖H2 , where x is the unique vector in the orthogonal complement of the

kernel of P 1/2, such that y = P 1/2x. We claim that H = R(P 1/2) as sets, and the two

norms coincide. To settle the claim, first note that Ran(P ) is dense in H. Further,

by using the definition of ‖ · ‖P , we can deduce that 〈P 1/2x, P 1/2y〉P = 〈x, y〉H2 ,

whenever x, y (Ker(P 1/2))⊥. Then it follows that Ran(P ) is dense in R(P 1/2), as

well. Furthermore, note that if x ∈ H2, then ‖Px‖2
P = ‖P 1/2x‖2

H2 = ‖T ∗x‖2
H =

‖Px‖2
H, since P 1/2x ∈ Ker(P 1/2)

⊥
, P = TT ∗, and TT ∗x = T ∗x. Thus the two

norms, ‖ · ‖P and ‖ · ‖H, coincide on Ran(P ). Also, H and Ran(P 1/2) are contained

in H2, and the norms on both these Hilbert spaces dominate the norm on H2. Hence

H = R(P 1/2) as sets, and the two norms coincide. Thus, for every contractive Hilbert

space H, there exists a positive contraction P ∈ B(H2) such that H is the range

space, R(P 1/2).

On the other hand, given a positive contraction P ∈ B(H2), the range space

R(P 1/2), as defined above, is always a contractive Hilbert space.

For future reference, we formally state the above characterization of contractive

Hilbert spaces as follows.

Theorem 2.2.10. A vector subspace H of H2, equipped with another Hilbert space

norm ‖ · ‖H, is a contractive Hilbert space if and only if there exists a positive con-

traction P ∈ B(H2), such that H = R(P 1/2), as Hilbert spaces.
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Henceforth, given a positive contraction P ∈ B(H2), we shall denote the contrac-

tive Hilbert space R(P 1/2) by H(P ) and the corresponding kernel function by KP .

Recall that in this case, the kernel function for a point w ∈ D is denoted by kPw , and

when kPw 6= 0,the corresponding normalized kernel function is denoted by k̃Pw . Lastly,

we note that kPw = Pkw for w ∈ D. For more details on these spaces, we refer the

reader to [1].

2.3 Schur Product

In this section, we recall the Schur product and some of its important properties. At

the end of this section, we will use these properties to get a result (Theorem 2.3.2)

about the Schur product of infinite matrices, which we use in Chapters 3.3 and 4.4.

Given two Hilbert spaces H and K, a linear map φ : B(H) → B(K) is said to

be positive if it maps positive operators in B(H) to positive operators in B(K). A

positive map is not assumed to be bounded in the definition, but it automatically

turns out to be a bounded map [38, Proposition 2.1]. Let A = (aij) and B = (bij)

be infinite matrices. We define the Schur product of A and B, by

A ∗B = (aijbij).

If A and B are both bounded operators on ℓ2, then so is A ∗ B. Moreover, if A and

B are both positive operators, then A ∗ B is also a positive operator. In both the

above statements ‖A ∗ B‖ ≤ ‖A‖‖B‖, the proof of this inequality along with the

proofs of the above two statements can be found in [38]. Thus, for a fixed bounded
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(positive) operator A = (aij) ∈ B(ℓ2), the Schur product give rise to a bounded

(positive) linear operator SA : B(ℓ2) → B(ℓ2), via SA(B) = A ∗B with ‖SA‖ ≤ ‖A‖.

In general, to guarantee the boundedness and positivity of the Schur product, we

do not require the infinite matrix A to come from B(ℓ2). The following remarkable

result about when can a Schur product defines a positive map is proved in [38].

Theorem 2.3.1. Let A = (aij) be an infinite matrix. Then the following are equiv-

alent:

(i) SA : B(ℓ2) → B(ℓ2) is positive,

(ii) there exist a Hilbert space H and a bounded sequence of vectors {xi} in H, such

that aij = 〈xj, xi〉 , for all i, j.

As a consequence we get the following result.

Proposition 2.3.2. Let T ∈ B(ℓ2) be a positive operator, such that there exist a

partition A1, . . . , AN of N and constants c1, . . . , cN with PAiTPAi ≥ ciPAi , for all

1 ≤ i ≤ N. If {xi} is a bounded sequence in a Hilbert space H, with ‖xi‖ ≥ δ > 0 for

all i, then

PAm

(
T ∗ (〈xj, xi〉)

)
PAm ≥ δ2cmPAm ,

for all 1 ≤ m ≤ N.

Proof. For a fixed m, 1 ≤ m ≤ N, note that

PAm
(
T ∗ (〈xj, xi〉)

)
PAm = PAmTPAm ∗

(
〈xj, xi〉

)
.
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Also, PAmTPAm ≥ cmPAm . Thus, by Theorem 2.3.1, we get

PAm(T ∗ (〈xj, xi〉)PAm ≥ cmPAm ∗ (〈xj, xi〉).

But PAm ∗ (〈xj, xi〉) ≥ δ2PAm , since PAm ∗ (〈xj, xi〉) is a diagonal matrix with ith

diagonal entry 〈xi, xi〉 = ‖xi‖2 ≥ δ2, if i ∈ Am and 0, otherwise. Hence,

PAm(T ∗ (〈xj, xi〉))PAm ≥ δ2cmPAm .
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Chapter 3

The Feichtinger Conjecture and

Reproducing Kernel Hilbert Spaces

In this chapter, we study the Feichtinger conjecture(FC) with a new approach, which

involves RKHS’s. For convenience, we recall the statement of the FC.

Conjecture 3.0.3. Feichtinger Conjecture(FC) Every norm-bounded below Bessel

sequence in a Hilbert space can be partitioned into finitely many Riesz basic sequences.

The first section shows some new and interesting equivalences of the FC, the

second section analyzes these equivalences, and the final section demonstrates how

various operations on kernel functions affect the FC. We begin with a brief history

and motivation behind our approach.

The study of Bessel sequences of normalized kernel functions was initiated by

Shapiro and Shields in 1961 [48]. They analyzed these sequences purely in the context
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of interpolation problems in the corresponding RKHS. In the course of this study,

they proved a beautiful result about interpolating sequences in the Hardy space H2,

which in the late 60’s was reformulated by Nikolski and Pavlov [36, 35] as follows:

Theorem 3.0.4. A sequence {k̃zi} of normalized kernel functions in H2 is a Riesz

basic sequence if and only if there exists a constant δ > 0, such that

(C)
∏

i6=j

∣∣∣ zi−zj1−z̄izj

∣∣∣ ≥ δ, j = 1, 2, . . .

In the late 70’s, independent of the work of Nikolski and Pavlov, McKenna was

also studying kernel functions. In [31] McKenna proved some partial converses to

Shapiro and Shields results [48], and thereby brought some more insight to the area.

In particular, he proved the following interesting result:

Theorem 3.0.5. Let {k̃zi} be a Bessel sequence of normalized kernel functions in H2.

Then {zi} can be partitioned into finitely many subsequences each of which satisfies

the condition (C).

Nikolski gave a completely different proof of the above theorem which he included

in [32]. The FC motivated Nikolski to combine the above two results as follows:

Theorem 3.0.6. Every Bessel sequence {k̃zi} of normalized kernel functions in H2

can be partitioned into finitely many Riesz basic sequences.

This introduced methods from reproducing kernel Hilbert space theory to the FC.
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3.1 Feichtinger Conjecture for Kernel Functions

In this section, we shall prove some new equivalences of the FC which involves kernel

functions. The key idea is to associate a general norm-bounded below Bessel sequence

to a sequence of kernel functions in H2. Thus, kernel functions in H2 will prove to be

very crucial objects in our study of the FC. We start with some important properties

of these kernel functions. The following is a simple, yet interesting observation

about kernel functions in H2. Recall that the kernel function for H2 is K(z, w) =

1
1−zw , z, w ∈ D.

Proposition 3.1.1. Let {k̃zi} be a Bessel sequence in H2. Then the sequence {zi}

satisfies the Blaschke condition,
∑

i(1 − |zi|) <∞.

Proof. Since {k̃zi} is a Bessel sequence, there exists a constant B > 0 such that

∑

i

|〈k̃zj , k̃zi〉|2 ≤ B,

for all j. Note that,

|〈k̃zj , k̃zi〉|2 =
(1 − |zj|2)(1 − |zi|2)

|1 − zizj|2

≥ (1 − |zj|2)
4

(1 − |zi|2)

≥ (1 − |zj|2)
4

(1 − |zi|).

Thus,
(1−|zj |2)

4

∑
i(1 − |zi|) ≤ B, for all j. Hence,

∑
i(1 − |zi|) <∞.

The next result is due to Nikolski [33].

24



3.1. FEICHTINGER CONJECTURE FOR KERNEL FUNCTIONS

Proposition 3.1.2. Let {zi} ⊆ D satisfy the Blaschke condition and let B be the

Blaschke product with zeroes at the z′is. Then span{kzi} = H2 ⊖ BH2, and there is

no kernel function contained in H2 ⊖BH2, other than {kzi}.

Proof. Clearly each kzi is in H2 ⊖ BH2. Also, if f ∈ H2 is orthogonal to each kzi ,

then f ∈ BH2. Hence, span{kzi} = H2 ⊖BH2. Further, if there is a kernel function

kw in H2 ⊖BH2, then B must have a zero at w, and thus w = zi for some i. Hence,

kzi
′s are the only kernel functions in H2 ⊖BH2.

The above two results can be combined to deduce the following property of Bessel

sequences of normalized kernel functions in H2.

Corollary 3.1.3. There does not exist any Bessel sequence of normalized kernel

functions in H2 which is complete.

Proof. Let {k̃zi} be a Bessel sequence of normalized kernel functions in H2. Then

span{kzi} = H2 ⊖ BH2, using Proposition 3.1.1 and 3.1.2, where B is the Blaschke

product with zeroes at the z′is. But H2 ⊖ BH2 6= H2, since B 6= 0. Hence {k̃zi} is

not complete in H2

The following result gives a glimpse of the rich structure of kernel functions in

H2. In addition, it also indicates why we have focused on the Bessel version of the

FC.

Proposition 3.1.4. Let {k̃zi}i∈J be a Bessel sequence of normalized kernel functions

in H2. Then Ker(F ∗) = {0}, where F is the analysis operator associated to the

sequence {k̃zi}i∈J .
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Proof. Let {λi}i∈J ∈ Ker(F ∗). Then
∑

i∈J λik̃zi = 0, which implies that

〈f,
∑

i∈J
λik̃zi〉 = 0

for all f ∈ H2. This further implies that
∑

i∈J λi
f(zi)
‖kzi‖

= 0, for all f ∈ H2.

Now since {k̃zi}i∈J is a Bessel sequence, therefore by Proposition 3.1.1, {zi}i∈J

satisfies the Blaschke condition. Let fj denote the Blaschke product with zeroes at

{zi : i 6= j}. Then each fj is in H2, and so
∑

i∈J λi
fj(zi)

‖kzi‖
= 0 for all j ∈ J. This forces

λj = 0, for all j ∈ J. Hence Ker(F ∗) = 0.

As an immediate consequence we get the following interesting result about kernel

functions in H2.

Theorem 3.1.5. A sequence {k̃zi}i∈J of normalized kernel functions in H2 is a frame

sequence if and only if it is a Riesz basis sequence. Moreover, in this case there is

no other kernel function in the closed linear span of {k̃zi}i∈J .

Proof. Let H be the closed linear span of {k̃zi : i ∈ J} in H2. If {k̃zi}i∈J is a Riesz

basis for H, then by Proposition 2.1.1, it is a frame for H. Conversely, suppose

that {k̃zi}i∈J is a frame for H. Then the analysis operator F : H → ℓ2(J), given by

F (x) = (〈x, k̃zi〉), is bounded and F ∗ is onto. Also by Proposition 3.1.4,Ker(F ∗) = 0.

Thus F ∗ : ℓ2(J) → H is an invertible operator, and hence {k̃zi}i∈J is a Riesz basis

for H. The moreover part follows from Proposition 3.1.2.

The following theorem is a stepping-stone to our main result (Theorem 3.1.9)

of this section. As a consequence of this result arises a beautiful interplay between

general norm-bounded below Bessel sequences and kernel functions in H2.
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Theorem 3.1.6. Let {fi}i∈N be a Riesz basic sequence in a Hilbert space H, and

let Q ∈ B(ℓ2) be a positive operator such that there exists a constant δ > 0 with

〈Qei, ei〉 ≥ δ for each i. Then there exists a positive operator P ∈ B(H) such that

Q =
(
〈Pfj, Pfi〉H

)

with ‖Pfi‖2
H ≥ δ, for all i.

Proof. Let H0 be the closed linear span of {fi}i∈N in H. So, the analysis operator

F : H0 → ℓ2, given by F (x) = (〈x, fi〉), is invertible with F ∗(ei) = fi for each i. Set

R = F−1Q(F−1)∗. Then R : H0 → H0 is a bounded, positive operator. We extend

R to H by defining it be 0 on H0
⊥. We claim that P = R1/2 satisfies the required

conditions. To prove the claim, we fix i, j ∈ N, and consider

〈Pfj, Pfi〉H = 〈R1/2fj, R
1/2fi〉H

= 〈Rfj, fi〉H

= 〈Q(F−1)∗fj, (F
−1)∗fi〉

= 〈Qej, ei〉.

Hence,

Q = (〈Pfj, Pfi〉H) .

Also, as obtained above ‖Pfi‖2
H = 〈Pfi, Pfi〉H = 〈Qei, ei〉 ≥ δ, for all i. This com-

pletes the proof.

Remark 3.1.7. Note that in Theorem 3.1.6, we have a great deal of freedom in

the choice of the frame sequence {fi}i∈N and hence on the Hilbert space H0 =

span{fi : i ∈ N}, and also on the behavior of P on H0
⊥.
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Corollary 3.1.8. Fix a sequence {zi} in D so that {k̃zi} is a frame sequence in H2.

Let Q ∈ B(ℓ2) be a positive operator such that there exists a constant δ > 0 with

〈Qei, ei〉 ≥ δ for each i. Then there exists a positive operator P ∈ B(H2) such that

Q =
(
〈P k̃zj , P k̃zi〉

)

with ‖P k̃zi‖2 ≥ δ, for all i.

Proof. The result follows immediately by taking H = H2 in the above theorem and

using Theorem 3.1.5.

We are now ready for our main theorem. Before stating the theorem, we recall

the characterization of contractive Hilbert spaces given by Theorem 2.2.10, which we

will use in its proof. A contractive Hilbert space is a range space R(P 1/2), for some

positive contraction P ∈ B(H2), in which case, we denote it by H(P ). Furthermore,

in a contractive Hilbert space H(P ), kPw denote the kernel function for a point w ∈ D,

and k̃Pw denote the corresponding normalized kernel function. Lastly, recall that for

w ∈ D, kPw = Pkw, where kw is the kernel function in H2 for the point w, and

〈Px, Py〉P = 〈P 1/2x, P 1/2y〉2, for every x, y ∈ H2.

Though the above characterization of contractive Hilbert spaces is essential for

the proof of the following theorem, we avoid it in the statement of the theorem, to

make the statement more readable.

Theorem 3.1.9. The following are equivalent:

(i) every norm-bounded below Bessel sequence in a Hilbert space can be partitioned

into finitely many Riesz basic sequences (FC),
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(ii) for every positive operator P ∈ B(H2), and for every sequence {zi} ⊆ D, if

{P k̃zi} is a norm-bounded below Bessel sequence in H2, then it can be parti-

tioned into finitely many Riesz basic sequences,

(iii) for every contractive Hilbert space H, and for every sequence {zi} ⊆ D, if

{k̃Hzi} is a Bessel sequence of normalized kernel functions in H, then it can be

partitioned into finitely many Riesz basic sequences.

Moreover, in the last two equivalences we can assume that {zi} satisfies the

Blaschke condition. In fact, we can assume a much more restrictive condition on

{zi} which is that {k̃zi} is a Riesz basic sequence in H2.

Proof. (i) implies (iii) is trivially true. We now prove (iii) implies (ii). Let P ∈

B(H2) be a positive operator and let {zi} be a sequence in D such that {P k̃zi} is a

norm-bounded below Bessel sequence in H2 with ‖P k̃zi‖2 ≥ δ > 0, for all i. Then

T = P 2/‖P 2‖ is a positive contraction in B(H2) and thus it give rise to a contractive

Hilbert space H(T ) = R(T 1/2).

Now for fixed i, j,

〈k̃Tzj , k̃
T
zi
〉T =

〈
Tkzj

‖Tkzj‖T
,

Tkzi
‖Tkzi‖T

〉

T

=

〈
T 1/2kzj

‖T 1/2kzj‖2

,
T 1/2kzi

‖T 1/2kzi‖2

〉

2

=

〈
Pkzj

‖Pkzj‖2

,
Pkzi

‖Pkzi‖2

〉

2

=
‖kzj‖2

‖Pkzj‖2

〈P k̃zj , P k̃zi〉2
‖kzi‖2

‖Pkzi‖2

.
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Hence,
(
〈k̃Tzj , k̃

T
zi
〉T

)
= D

(
〈P k̃zj , P k̃zi〉2

)
D∗,

where D ∈ B(l2) is an invertible, diagonal operator with ith diagonal entry
‖kzi‖2

‖Pkzi‖2
,

since P ∈ B(H2) and ‖Pkzi‖2 ≥ δ‖kzi‖2, for all i. Then (i) of Proposition 2.1.6

implies that {k̃Tzi} is a Bessel sequence in H(T ), since {P k̃zi} is a Bessel sequence in

H2. Thus, by assuming (iii), we have that {k̃Tzi} satisfies the FC. Hence we conclude

that {P k̃zi} also satisfies the FC, by using (iii) of Proposition 2.1.6. This completes

the proof of (iii) implies (ii).

For (ii) implies (i), let {fi}i∈N be a norm-bounded below Bessel sequence in a

Hilbert space H with ‖fi‖H ≥ δ > 0 for each i ∈ N. Then FF ∗ is a bounded,

positive operator in B(ℓ2), where F : H → ℓ2 is the analysis operator associated

with {fi}i∈N. Also, 〈FF ∗(ei), ei〉ℓ2 = ‖fi‖2
H ≥ δ2, for all i ∈ N. Thus, by Corollary

3.1.8, there exists a positive operator P in B(H2) with ‖P k̃zi‖2 ≥ δ for each i, such

that

FF ∗ = (〈fj, fi〉H) =
(
〈P k̃zj , P k̃zi〉2

)
,

where {k̃zi}i∈N is a frame sequence of normalized kernel functions in H2. Now since

FF ∗ ∈ B(ℓ2), therefore {P k̃zi}i∈N is a Bessel sequence. Also, {P k̃zi}i∈N is norm-

bounded below. Thus by assuming (ii), we have that it satisfies the FC. Hence, by

(iii) of proposition 2.1.6, {fi}i∈N also satisfies the FC. This completes the proof of

(ii) implies (i).

The moreover part follows immediately from the fact that in Corollary 3.1.8 we

chose {zi} so that {k̃zi} is a frame and hence is a Riesz basic sequence in H2.
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The above theorem motivates the following conjectures.

Conjecture 3.1.10. Feichtinger Conjecture for Kernel Functions(FCKF).

Every Bessel sequence of normalized kernel functions in each RKHS satisfies the FC.

Conjecture 3.1.11. Feichtinger Conjecture for Contractive Kernel Func-

tions (FCCKF). Every Bessel sequence of normalized kernel functions in each

contractive Hilbert space satisfies the FC.

Conjecture 3.1.12. Restrictive Feichtinger Conjecture for Kernel Func-

tions (RFCKF). For every contractive Hilbert space H(P ), every Bessel sequence

{k̃Pzi} of normalized kernel functions in H(P ) satisfies the FC, where {k̃zi} is a Riesz

basic sequence of normalized kernel functions in H2 and ‖kPzi‖P ≥ δ‖kzi‖, for all i.

The third conjecture, that is, the RFCKF, in comparison to the other two con-

jectures, namely FCKF and FCCKF, demands the testing of a much more restrictive

class. What is interesting is that all these three conjectures are equivalent to the FC,

and hence are also equivalent to each other. We prove this in the following result.

Theorem 3.1.13. The following are equivalent:

(i) the FC is true,

(ii) the FCKF is true,

(iii) the FCCKF is true,

(iv) the RFCKF is true.
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Proof. Clearly, (i) implies (ii), and (ii) implies (iii). Also, since FCCKF is exactly

the statement (iii) of Theorem 3.1.9, therefore (i) and (iii) are equivalent. Hence, (i),

(ii) and (iii) are equivalent.

To complete the result, we show that (i) and (iv) are equivalent. Clearly, (i)

implies (iv). To prove (iv) implies (i), we will prove that (iv) implies the statement

(ii) of Theorem 3.1.9. Let P ∈ B(H2) be a positive operator and let {P k̃zi} be a

norm-bounded below Bessel sequence in H2, where {k̃zi} is a Riesz basic sequence

of normalized kernel functions in H2. Let δ > 0, so that ‖P k̃zi‖2 ≥ δ, for all i.

Then T = P 2/‖P 2‖ is a positive contraction in B(H2), and thus we get a contractive

Hilbert space H(T ). Now, using the same ideas as used in (iii) implies (ii) of Theorem

3.1.9, we get that {k̃Tzi} is a Bessel sequence in H(T ). Also,

‖kTzi‖T = ‖T 1/2kzi‖2 =
1

‖P‖‖Pkzi‖2 ≥
δ

‖P‖‖kzi‖2,

for all i. Thus, {k̃Tzi} is a Bessel sequence of normalized kernel functions in H(T ),

where {k̃zi} is a Riesz basic sequence of normalized kernel functions in H2, and

‖kTzi‖T ≥ δ
‖P‖‖kzi‖2, for all i. Therefore, assuming the RFCKF, we get that {k̃zi}

splits into finitely many Riesz basic sequences. From this it follows easily that {P k̃zi}

splits into finitely many Riesz basic sequences,using the same ideas as used in (iii)

implies (ii) of Theorem 3.1.9 . Hence, the FC holds true, using the moreover part

and (ii) of Theorem 3.1.9.

From this point forward, we will say that a particular RKHS H satisfies the FCKF

if every Bessel sequence of normalized kernel functions in H can be partitioned into

finitely many Riesz basic sequences. Further, we will say that a contractive Hilbert
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space H(P ) satisfies the RFCKF if every Bessel sequence {k̃Pzi} of normalized kernel

functions in H(P ) satisfies the FC, where {k̃zi} is a Riesz basic sequence in H2 and

‖kPzi‖P ≥ δ‖kzi‖, for all i. Clearly, if a contractive Hilbert space satisfies the FCKF

or FCCKF, then it also satisfies the RFCKF. But we do not know if the converse is

true.

We conclude this section with the following observation.

Proposition 3.1.14. Let H(P ) be a contractive Hilbert space and let {k̃zi} be a

Bessel sequence of normalized kernel functions in H2 such that there exists a δ > 0

with ‖kPzi‖P ≥ δ‖kzi‖, for all i. Then {k̃Pzi} is a Bessel sequence in H(P ).

3.2 Analysis of New Equivalences of the Feichtinger

Conjecture

We can easily verify that statement (ii) of Theorem 3.1.9 can be reduced to the

case of positive operators which are contractions. Thus, Theorem 3.1.9 motivates

the study of sequences {P k̃zi}, {k̃Pzi}, where P ∈ B(H2) is a positive contraction,

and {k̃zi}, {k̃Pzi} are sequences of normalized kernel functions in H2 and H(P ),

respectively. By considering positive operators and kernel functions, we have much

more structure to exploit and thereby we can expect some interesting and fruitful

research in this direction. However, the presence of the FC in Theorem 3.1.9 suggests

that it might not be easy to make any general statement about the whole family of

these sequences. But at the same time, we have so many known positive operators
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floating around, and investigating the FC for the corresponding sequences might be

interesting in itself. In this direction we have the following results.

The first class of operators we look at is the class of positive, invertible operators

in B(H2).

Proposition 3.2.1. Let P ∈ B(H2) be a positive, invertible operator, and let {zi}

be a sequence in D. Then:

(i) ‖P−1‖−1‖kzi‖ ≤ ‖Pkzi‖ ≤ ‖P‖‖kzi‖ for all i,

(ii) {P k̃zi} is a Bessel sequence if and only if {k̃zi} is a Bessel sequence,

(iii) {P k̃zi} is a frame sequence if and only if it is a Riesz basic sequence,

(iv) {P k̃zi} is a Riesz basic sequence if and only if {k̃zi} is a Riesz basic sequence.

Theorem 3.2.2. Let P ∈ B(H2) be a positive, invertible operator. Given a sequence

{zi} ⊆ D, if {P k̃zi} is a Bessel sequence, then it satisfies the FC.

Proof. Suppose that {P k̃zi} is a Bessel sequence. Then by (iii) of Proposition 3.2.1,

{k̃zi} is a Bessel sequence and thus satisfies the FC, by Theorem 3.0.6. Hence {P k̃zi}

satisfies the FC, using (iv) of Proposition 3.2.1.

Remark 3.2.3. When P ∈ B(H2) is a positive, invertible contraction, then H(P ) =

H2 and the two norms are equivalent. This implies that {P k̃zi} is a Bessel (frame or

Riesz basic) sequence if and only if {k̃Pzi} is a Bessel (frame or Riesz basic) sequence.

Thus by Theorem 3.2.2, every Bessel sequence of normalized kernel functions in H(P )

satisfies the FC, and hence the contractive Hilbert space H(P ) satisfies the FCKF.
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We now focus on some well-understood orthogonal projections.

Theorem 3.2.4. Let φ be an inner function and let Pφ be the orthogonal projection

onto φH2. Then the contractive Hilbert space H(Pφ) satisfies the FCKF.

Proof. For {zi} ⊆ D, let {k̃Pφzi } be a Bessel sequence of normalized kernel functions in

H(Pφ). To prove that this sequence satisfies the FC, we first note that Pφ = TφTφ
∗,

where Tφ is the Toeplitz operator with symbol φ and Tφ
∗kzi = φ(zi)kzi . Also, H(Pφ)

coincides with the range of Pφ and the two norms are equal, since Pφ is an orthogonal

projection. To simplify notation, we set P = Pφ. Then,

〈k̃Pzj , k̃
P
zi
〉
P

=

〈
Pkzj
‖Pkzj‖

,
Pkzi

‖Pkzi‖

〉
=

φ(zj)

|φ(zj)|
〈k̃zj , k̃zi〉

φ(zi)

|φ(zi)|
.

Hence,
(
〈k̃Pzj , k̃

P
zi
〉
P

)
= D

(
〈k̃zj , k̃zi〉

)
D∗,

where D ∈ B(l2) is an invertible, diagonal operator with ith diagonal entry φ(zi)
|φ(zi)| .

Finally, using Proposition 2.1.5 and Theorem 3.0.6, we conclude that {k̃Pφzi } satisfies

the FC. Hence H(Pφ) satisfies the FCKF.

The following example illustrate the above result for a class of finite codimensional

orthogonal projections.

Example 3.2.5. Let P ∈ B(H2) be an orthogonal projection such that Ker(P ) =

span{kw1
, . . . , kwn}, for some w1, . . . , wn ∈ D. Then Ran(P ) = φH2 and P = TφT

∗
φ ,

where φ is the finite Blaschke with zeroes at w1, . . . , wn. Hence, H(P ) satisfies the

FCKF, using Theorem 3.2.4.
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By taking a closer look at the proof of (iii) implies (ii) in Theorem 3.1.9, we

observe that when P is an orthogonal projection, then to show that a norm-bounded

below Bessel sequence {P k̃zi} satisfies the FC, all we need is that the corresponding

sequence {k̃Pzi} in H(P ), for the same P, satisfies the FC. As an immediate conse-

quence, we get the following result.

Theorem 3.2.6. Let φ be an inner function and let Pφ be the orthogonal projection

onto φH2. If {zi} is a sequence in D, such that {Pφk̃zi} is a norm-bounded below

Bessel sequence in H2, then {Pφk̃zi} satisfies the FC.

Next, we present a different proof of Theorem 3.2.6. This detour is worth looking

at, as it not only reveals some interesting properties of the sequences {Pφk̃zi}, but also

motivates a generalization of Theorem 3.2.6. We start with the following proposition.

Proposition 3.2.7. Let φ be an inner function and let Pφ be the orthogonal projec-

tion onto φH2. Then for every sequence {zi} ⊆ D, such that there exists a δ > 0 with

|φ(zi)| ≥ δ for all i, the following hold true:

(i) for each i, δ‖kzi‖ ≤ ‖Pφkzi‖ ≤ ‖kzi‖,

(ii) {Pφk̃zi}is a Bessel sequence if and only if {k̃zi} is a Bessel sequence,

(iii) {Pφk̃zi} is a frame sequence if and only if it is a Riesz basic sequence,

(iv) {Pφk̃zi} is a Riesz basic sequence if and only if {k̃zi} is a Riesz basic sequence.

Proof. Let {zi} be a sequence in D and let δ > 0 be a constant such that |φ(zi)| ≥ δ,

for all i.
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As noted earlier, Pφ = TφTφ
∗, where Tφ is the Toeplitz operator with symbol φ,

and Tφ
∗kzi = φ(zi)kzi . Thus,

〈Pφk̃zj , Pφk̃zi〉 = 〈Tφ∗k̃zj , Tφ∗k̃zi〉 = φ(zj)〈k̃zj , k̃zi〉φ(zi). (3.1)

Hence,
(
〈Pφk̃zj , Pφk̃zi〉

)
= D

(
〈k̃zj , k̃zi〉

)
D∗, (3.2)

where D ∈ B(ℓ2) is an invertible, diagonal operator with φ(zi) as the ith diagonal

entry, since δ ≤ |φ(zi)| ≤ 1, for all i.

Clearly, (i) follows from Equation (2) and (ii), (iii) and (iv) follows from Equation

(3), using Proposition 2.1.6 and Theorem 3.1.5.

Alternate proof of Theorem 3.2.6. Let {zi} be a sequence in D such that {Pφk̃zi}

is a norm-bounded below Bessel sequence. Then there exists a constant δ > 0 such

that, for each i, δ‖kzi‖ ≤ ‖Pφkzi‖ ≤ ‖kzi‖. Now as obtained in Proposition 3.2.7, we

get

‖Pφkzi‖ = |φ(zi)|‖kzi‖.

Thus, |φ(zi)| ≥ δ, for all i. Then by (iii) of Proposition 3.2.7, the sequence {k̃zi} is a

Bessel sequence and thus satisfies the FC, using Theorem 3.0.6. Hence by part (iv)

of Proposition 3.2.7, {Pφk̃zi} satisfies the FC.

We can generalize Proposition 3.2.7 and Theorem 3.2.6 as follows.

Proposition 3.2.8. Let P ∈ B(H2) be an orthogonal projection. Given a sequence

{zi} in D, if there exists an inner function φ such that |φ(zi)| ≥ δ for all i and

φH2 ⊆ Ran(P ), then:
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(i) for each i, δ‖kzi‖ ≤ ‖Pkzi‖ ≤ ‖kzi‖,

(ii) {P k̃zi} is a Bessel sequence if and only if {k̃zi} is a Bessel sequence,

(iii) {P k̃zi} is a frame sequence if and only if it is a Riesz basic sequence,

(iv) {P k̃zi} is a Riesz basic sequence if and only if {k̃zi} is a Riesz basic sequence,

Proof. Let Pφ denote the orthogonal projection onto φH2. Then Pφ ≤ P and thus,

‖Pφkzi‖ ≤ ‖Pkzi‖ ≤ ‖kzi‖. This proves (i), since δ‖kzi‖ ≤ ‖Pφkzi‖.

To prove (ii), we first note that for any x ∈ H2,

〈x, Pφk̃zi〉 = 〈Pφx, P k̃zi〉.

Thus, if {P k̃zi} is a Bessel sequence, then {Pφk̃zi} is a Bessel sequence. Hence, {k̃zi}

is a Bessel sequence, using Proposition 3.2.7. The other implication follows trivially

from the fact that P ∈ B(H2).

We shall now prove (iii) and (iv). Note that if {k̃zi} is a Bessel sequence, then

(
〈Pφk̃zj , Pφk̃zi〉

)
≤

(
〈P k̃zj , P k̃zi〉

)
≤

(
〈k̃zj , k̃zi〉

)
. (3.3)

To prove (iii), we first assume that {P k̃zi} is a frame sequence. Then it is a Bessel

sequence, and thus {k̃zi} is also a Bessel sequence. So Equation (3.3) holds and we get

FφF
∗
φ ≤ FPF

∗
P ≤ FF ∗, where Fφ, FP and F are the analysis operators corresponding

to the sequences {Pφk̃zi}, {P k̃zi} and {k̃zi}, respectively.

Since {P k̃zi} is a frame sequence, therefore it is enough to show that Ker(F ∗
P ) =

0. For this, let a ∈ Ker(F ∗
P ). Then F ∗

P (a) = 0, which forces F ∗
φ(a) = 0, using
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Equation (3.3). But from Equation (3.2) we have FφF
∗
φ = DFF ∗D∗, where D ∈

B(ℓ2) is an invertible, diagonal operator with φ(zi) as the ith diagonal entry. Hence

DFF ∗D∗(a) = 0. Now since {k̃zi} is a Bessel sequence, therefore by Proposition

3.1.4, F ∗ is one-to-one. Also F, D and D∗ are one-to-one. Hence a = 0. This yields

that Ker(F ∗
P ) = 0, from which it follows that F ∗

P is invertible. Hence {P k̃zi} is a

Riesz basic sequence.

Finally, (iv) follows from Equation (3.3), using (iv) of Proposition 3.2.7 together

with Proposition 2.1.4.

Theorem 3.2.9. Let P ∈ B(H2) be an orthogonal projection. Let {zi} be a sequence

in D such that there exists an inner function φ with |φ(zi)| ≥ δ for all i and φH2 ⊆

Ran(P ). If {P k̃zi} is a Bessel sequence, then it satisfies the FC.

Proof. The result follows immediately from Proposition 3.2.8, as before.

Remark 3.2.10. For the case, when P is an orthogonal projection, the Hilbert space

H(P ) coincides with Ran(P ). Further, in this case, if there exists a constant δ > 0

such that δ‖kzi‖ ≤ ‖Pkzi‖ ≤ ‖kzi‖ for all i, then {P k̃zi} is a Bessel (frame or Riesz

basic) sequence if and only if {k̃Pzi} is a Bessel (frame or Riesz basic) sequence.

Theorem 3.2.11. Let P ∈ B(H2) be an orthogonal projection. If {k̃Pzi} is a Bessel

sequence in H(P ) = Ran(P ), such that there exists an inner function φ with |φ(zi)| ≥

δ for all i and φH2 ⊆ H(P ), then {k̃Pzi} satisfies the FC.

Proof. The result follows immediately from Theorem 3.2.9 and Remark 3.2.10, using

(i) of Proposition 3.2.8.
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The following examples illustrate some applications of Theorem 3.2.11.

Example 3.2.12. Given an inner function φ, [C+H2
φ] denotes the closure of C+φH2

in H2. These spaces were first introduced in [41]. Let {zi} be a sequence in D and

let φ be an inner function, such that |φ(zi)| ≥ δ > 0, for all i. Then the orthogonal

projection P onto [C+H2
φ] and {zi} satisfy the conditions of Theorem 3.2.11. Hence

by using Theorem 3.2.11 it follows that, if the sequence {k̃Pzi} is a Bessel sequence in

H(P ), then it satisfies the FC.

Example 3.2.13. Let P ∈ B(H2) be an orthogonal projection, such that the kernel

of P is spanned by n inner functions φ1, . . . , φn . Then φ = zφ1 · · ·φn is an inner

function, and φH2 ⊆ Ran(P ). Now, if {zi} is a sequence in D such that there exists

a constant δ > 0 with |zi| ≥ δ, |φk(zi)| ≥ δ for all i, k, then |φ(zi)| ≥ δn+1, for

all i. Thus, P and {zi} satisfy the conditions of Theorem 3.2.11. Hence by using

Theorem 3.2.11 it follows that, if the sequence {k̃Pzi} is a Bessel sequence in H(P ),

then it satisfies the FC.

Example 3.2.14. Let P ∈ B(H2) be the orthogonal projection onto the closed linear

span of {zj : j 6= j1, . . . , jn}, j1 < · · · < jn, and let {zi} be a sequence in D such that

there exists a constant δ > 0 with |zi| ≥ δ, for all i. Then φ(z) = zjn+1 is an inner

function, φH2 ⊆ Ran(P ) and |φ(zi)| ≥ δjn+1, for all i. Hence, P and {zi} satisfy the

conditions of Theorem 3.2.11. Hence by using Theorem 3.2.11 it follows that, if the

sequence {k̃Pzi} is a Bessel sequence in H(P ), then it satisfies the FC.

Remark 3.2.15. Note that if P is the orthogonal projection as in Example 3.2.14

and {k̃Pzi}i∈N is a Bessel sequence in Ran(P ) = H(P ), where {k̃zi}i∈N is a Riesz basic
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sequence in H2, then {zi} satisfies the Blaschke condition, and hence converges to 1.

Thus, given a δ > 0 there exists a N ∈ N such that |zi| ≥ δ, for all i ≥ N. Then, as

noted in Example 3.2.14, P and {zi}i≥N satisfies the conditions of Theorem 3.2.11,

which implies that the sequence {k̃Pzi}i≥N satisfies the FC, using Theorem 3.2.11.

Hence, {k̃Pzi}i∈N also satisfies the FC. Thus, we conclude that Ran(P ) satisfies the

RFCKF.

Apart from φH2, there is another interesting and quite well-studied closed sub-

space of H2 that one associates with an inner function. This is the model space

H2 ⊖ φH2. In [8], Baranov and Dyakonov have considered the FC for H2 ⊖ φH2,

with some conditions on φ and proved the following two theorems.

Theorem 3.2.16 (BD, [8]). Let φ be an inner function and let {zi} is a sequence

in D such that supi |φ(zi)| < 1. If the corresponding sequence of normalized kernel

functions in H2 ⊖ φH2 is a Bessel sequence, then it satisfies the FC.

We generalize the above theorem in our next section. The second theorem of

Baranov and Dyakonov uses one-component inner functions. An inner function φ is

said to be an one-component inner function if the set {z : |φ(z)| < ǫ} is connected

for some, 0 < ǫ < 1.

Theorem 3.2.17 (BD, [8]). Assume that φ is a one-component inner function. Then

every Bessel sequence of normalized kernel functions in H2 ⊖ φH2 satisfies the FC.

Note that given an inner function φ, the model space H2⊖φH2 is the contractive

Hilbert space H(P ), where P ∈ B(H2) is the orthogonal projection onto H2 ⊖ φH2.
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Hence, the above theorems of Baranov and Dyakonov analyze the class of contractive

Hilbert spaces H(P ) for FCKF, where P belongs to the family of projections onto

H2⊖φH2 and φ is an inner function with properties as stated in Theorem 3.2.16 and

3.2.17. In particular, their second theorem proves that when φ is a one-component

inner function and P is the orthogonal projection ontoH2⊖φH2, then the contractive

Hilbert space H(P ) satisfies FCKF.

Our last result in this section, focus on replacing a general contractive Hilbert

space with a “particular” contractive Hilbert space, the weighted Hardy spaces on

the unit disk. We shall briefly define these spaces here. For more details refer to [49].

Let {βn} be a sequence of positive numbers with R = lim infβn > 0. Then the

set {∑n anz
n :

∑
n β

2
n|an|2 < ∞} is a RKHS on the disk of radius R with norm

‖∑
n anz

n‖2
β =

∑
n β

2
n|an|2, and kernel kβ(z, w) =

∑
n
w̄nzn

βn
2 . This Hilbert space is

called a weighted Hardy space, and is denoted by H2(β). To see how these are

arising in our work, we let P ∈ B(H2) be a positive, diagonal contraction with nth

diagonal entry pn > 0. Then the contractive Hilbert space H(P ) coincides with the

weighted Hardy space H2(β), where βn = 1√
pn

for every n and the functions in H2(β)

are restricted to the unit disk D.

Theorem 3.2.18. Let P ∈ B(H2) be a positive contraction and D ∈ B(H2) be a

positive, diagonal contraction such that αD ≤ P ≤ βD for some α, β > 0. Then

the contractive Hilbert space H(P ) satisfies the FCKF if and only if the contractive

Hilbert space H(D) satisfies the FCKF. In fact, a sequence of normalized kernel func-

tions in H(P ) satisfies the FC if and only if the corresponding sequence of normalized

kernel funcions in H(D) satisfies the FC.
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Proof. Using the given inequalities between P and D, we can easily deduce that

α‖D1/2x‖2 ≤ ‖P 1/2x‖2 ≤ β‖D1/2x‖2, (3.4)

for all x ∈ H2.

Let {zi} be a sequence in D. Then it follows immediately from the inequalities in

(3.4) that

α
(
〈k̃Dzj , k̃

D
zi
〉D

)n
i,j=1

≤ En
(
〈k̃Dzj , k̃

D
zi
〉P

)n
i,j=1

E∗
n ≤ β

(
〈k̃Dzj , k̃

D
zi
〉D

)n
i,j=1

, (3.5)

where En is an n×n positive, diagonal matrix with ith diagonal entry
‖P 1/2kzi‖
‖D1/2kzi‖

. Note

that the infinite diagonal matrix with ith diagonal entry
‖P 1/2kzi‖
‖D1/2kzi‖

is an invertible

operator in B(ℓ2). Hence the result follows from Proposition 2.1.6 and inequalities

given in (3.5), using the following two facts:

(i) an infinite matrixA = (aij) is a bounded operator on ℓ2 if and only if supn ‖An‖ <

∞, where An = (aij)
n
i,j,

(ii) if A = (aij) and C = (cij) are bounded, self-adjoint operators on ℓ2, then A ≤ C

if and only if An ≤ Cn for all n, where An = (aij)
n
i,j and Cn = (cij)

n
i,j.
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3.3 Operations on Kernels and the Feichtinger Con-

jecture

In this section, we will discuss how various operations on kernel functions affect the

FCKF and hence the FC. For this section, if K is a positive definite function on a

set X, H(K) will denote the corresponding RKHS of functions on X. We start by

investigating the following case of constructing a new kernel from a given kernel.

Let K be a kernel function on a set X, and let f : X → C be a function, then it

is easily checked that Kf (z, w) = f(z)K(z, w)f(w) is also a kernel function on X.

Theorem 3.3.1. The Hilbert space H(K) satisfies the FCKF if and only if the

Hilbert space H(Kf ) satisfies the FCKF.

Proof. Let {xi} be a sequence in X. Then by using the definition of the kernel Kf ,

we obtain

〈k̃fxj , k̃
f
xi
〉 =

f(xi)

|f(xi)|
〈k̃xj , k̃xi〉

f(xj)

|f(xj)|
.

Therefore,
(
〈k̃fxj , k̃

f
xi
〉
)

= D
(
〈k̃xj , k̃xi〉

)
D∗,

where D ∈ B(ℓ2) is an invertible, diagonal operator with ith diagonal entry f(zi)
|f(zi)| ,

and hence the result follows using Proposition 2.1.6.

Note that in the above theorem we do not require f to have any special properties.

If f is an inner function in H2, then the Hilbert space H(Kf ) = fH2, which we have

discussed in Theorem 3.2.7.
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The next theorem addresses, partially, the situation of moving from a smaller

kernel to a bigger one. For this, we need the following result due to Aronszajn

[5, 39].

Theorem 3.3.2 (Aronszajn). Let X be a set and let Ki : X × X → C, i = 1, 2

be kernels with corresponding reproducing kernel Hilbert spaces, H(Ki), and norms,

‖ · ‖i, i = 1, 2. Then H(K1) ⊆ H(K2) if and only if there exists a constant, c > 0

such that, K1(x, y) ≤ c2K2(x, y). In this case, ‖f‖2 ≤ c‖f‖1, for all f ∈ H(K1).

Moreover, if H(K1) is a Hilbert space with the norm it inherits from H(K2), and the

two norms on H(K1) coincides, then the constant c equals 1.

Theorem 3.3.3. Let K1 and K2 be two kernel functions on X, such that K1 ≤ c2K2

for some constant c > 0. Let {zi} be a sequence in X, such that there exists a constant

d > 0 with K2(zi, zi) ≤ d2K1(zi, zi), for all i.

(i) If {k̃2
zi
} is a Bessel sequence, then {k̃1

zi
} is a Bessel sequence.

(ii) If {k̃1
zi
} satisfies the FC, then {k̃2

zi
} satisfies the FC.

Proof. Let ‖.‖i denote the norm on H(Ki), the RKHS corresponding to the kernel

Ki, i = 1, 2. Then using Theorem 3.3.2, H(K1) is a vector subspace of H(K2) with

‖f‖2 ≤ c‖f‖1 for all f ∈ H(K1), since K1 ≤ c2K2.

To prove (i), we first note that

∑

i

|〈f, k̃1
zi
〉1|2 =

∑

i

|f(zi)|2
‖k1

zi
‖2

1

≤ d2
∑

i

|f(zi)|2
‖k2

zi
‖2

2

= d2
∑

i

|〈f, k̃2
zi
〉2|2,

for all f ∈ H(K1), since H(K1) ⊆ H(K2) and ‖k2
zi
‖2

2 ≤ d2‖k1
zi
‖2

1, for all i. Now (i)

follow easily from the above inequality, using ‖f‖2 ≤ c‖f‖1 for all f ∈ H(K1).
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In order to prove (ii), let {k̃2
zi
} be a Bessel sequence in H(K2). Then {k̃1

zi
} is a

Bessel sequence in H(K1), using (i). Observe that

(
〈k̃1
zj
, k̃1

zi
〉1

)
≤ D

(
〈k̃2
zj
, k̃2

zi
〉2

)
D∗,

where D ∈ B(ℓ2) is an invertible, diagonal operator with ith diagonal entry
‖k2
zi
‖2

‖k1
zi
‖1
.

Hence, assuming that the sequence {k̃1
zi
} satisfies the FC, (ii) follows, using the same

ideas as used in the proof of Proposition 2.1.6.

As an application of the above theorem, we get the following result. Recall

(Proposition 2.2.4) that if P ∈ B(H2) is an orthogonal projection, then Ran(P ) is a

RKHS on D with kernel KP (z, w) = Pkw(z), where kw is the kernel function in H2

for the point w.

Corollary 3.3.4. Let L be a Hilbert space and let H be a closed subspace of L with

finite codimension. If H satisfies the FCKF, then L also satisfies the FCKF.

Proof. Let P ∈ B(L) be the orthogonal projection onto H and let {f1, . . . , fN} be an

orthonormal basis for Ker(P ). Now to prove the result, we let {k̃Lzi}i∈N be a Bessel

sequence of normalized kernel functions in L. Observe that,

1 = ‖P k̃Lzi‖
2 +

N∑

m=1

|fm(zi)|2
‖kLzi‖2

.

But {k̃Lzi}i∈N is a Bessel sequence, and therefore

∑

i∈N

|fm(zi)|2
‖kLzi‖2

=
∑

i∈N

|〈fm, k̃Lzi〉|
2 <∞,

for all 1 ≤ m ≤ N. This implies that {∑N
m=1

|fm(zi)|2
‖kLzi‖

2 }i∈N converges to 0. Hence,

{‖P k̃Lzi‖}i∈N converges to 1. Therefore, given a δ > 0, there exists i0 such that
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‖P k̃Lzi‖ ≥ δ, all i ≥ i0, that is, ‖PkLzi‖ ≥ δ‖kLzi‖, for all i ≥ i0. Since P is an

orthogonal projection onto H, therefore PkLzi = kHzi for all i, using Proposition 2.2.4.

Thus we obtain a sequence {k̃Hzi} of normalized kernel functions in H, such that

‖kLzi‖ ≤ 1
δ
‖kHzi‖, for all i ≥ i0. Also by Theorem 3.3.2, KH ≤ KL, since H = H(P )

is a closed subspace of L. Hence by Theorem 3.3.3, {k̃Lzi}i∈J satisfies the FC, where

J = {i : i ≥ i0}, using the hypothesis that H satisfies the FCKF. Further, every

singleton is trivially a Riesz basic sequence, and hence the full sequence {k̃Lzi}i∈N

satisfies the FC. This completes the proof.

As another corollary to Theorem 3.3.3, we get the following generalization of

Theorem 3.2.16.

Corollary 3.3.5. Let Q ∈ B(H2) be an orthogonal projection. If {k̃Qzi} is a Bessel

sequence of normalized kernel functions in Ran(Q), such that there exists an inner

function φ with supi|φ(zi)| < 1 and H2 ⊖ φH2 ⊆ Ran(Q), then {k̃Qzi} satisfies the

FC.

Proof. Let {k̃Qzi} be a Bessel sequence of normalized kernel functions in Ran(Q), such

that there exists an inner function φ with supi|φ(zi)| < 1 and H2 ⊖ φH2 ⊆ Ran(Q).

Now let P ∈ B(H2) be the orthogonal projection ontoH2⊖φH2. Then P = I−TφT ∗
φ ,

where I is the identity operator on H2 and Tφ is the Toeplitz operator with symbol

φ. Further, suppose KP and KQ denote the kernel functions for the Hilbert spaces

Ran(P ) andRan(Q), respectively. Now since P is an orthogonal projection, therefore

using Proposition 2.2.4 together with the fact that T ∗
φ(kzi) = φ(zi)kzi , we get

‖kPzi‖
2 = kPzi(zi) = Pkzi(zi) = (1−TφT ∗

φ)kzi(zi) = (1−|φ(zi)|2)‖kzi‖2 ≥ (1−s2)‖kzi‖2,
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for all i, where s = supi|φ(zi)| < 1 and kzi is the kernel function in H2 for the point

zi. Again, using Proposition 2.2.4 ‖kQzi‖ = ‖Qkzi‖ ≤ ‖kzi‖, since Q is an orthogonal

projection. Thus ‖kPzi‖2 ≥ (1 − s2)‖kQzi‖2, for all i.

Lastly, since Ran(P ) is a closed subspace of Ran(Q), therefore using Theorem

3.3.2, we get KP ≤ KQ. Thus, all the hypotheses of Theorem 3.3.3 are satisfied, and

hence the result follows from Theorem 3.3.3, using Theorem 3.2.16.

The next operation we would like to discuss is the Pull-Backs of RKHS’s. This

technique of constructing new kernel functions from existing ones is discussed by

Paulsen in [39].

Let X be a set and let K : X × X → C be a kernel function on X. If S is any

set and φ : S → X is a function, then we let K ◦ φ : S × S → C denote the function

given by, K ◦ φ(s, t) = K(φ(s), φ(t)). It is straight forward to check that K ◦ φ is

a positive definite function, since K being a kernel function is a positive definite

function. Thus K ◦ φ is a kernel function on the set S. The RKHS H(K ◦ φ) is the

pull-back of the RKHS H(K) along the function φ, in a sense that is depicted by the

following theorem from [39].

Theorem 3.3.6 (Paulsen, [39]). Let X and S be sets, let K : X × X → C be a

positive definite function and let φ : S → X be a function. Then H(K ◦φ) = {f ◦φ :

f ∈ H(K)}, and for g ∈ H(K ◦φ) we have that ‖g‖H(K◦φ) = inf{‖f‖H(K) : g = f ◦φ}.

As we can see that the pull-back H(K ◦ φ) of H(K) along φ is completely char-

acterized by H(K) and the function φ. Thus, it is natural to expect that the FCKF

for H(K ◦ φ) might depend on both, the FCKF for H(K) and the function φ. The

48



3.3. OPERATIONS ON KERNELS AND THE FEICHTINGER CONJECTURE

following theorem is interesting as it not only confirms this, but also shows that we

do not require the function φ to have any special properties. For the purpose of the

next theorem , we let Kφ = K ◦ φ.

Theorem 3.3.7. Let X and S be sets, let K : X × X → C be a positive definite

function and let φ : S → X be a function. If H(K) satisfies the FCKF, then so does

H(Kφ). Moreover, if φ is onto, then the converse is also true.

Proof. By using the definition of the kernel function Kφ, we obtain

kφt (s) = Kφ(s, t) = K(φ(s), φ(t)),

for all s, t ∈ S. The above equation also implies that ‖kφt ‖2
H(Kφ) = kφt (t) = K(φ(t), φ(t)) =

‖kφ(t)‖2
H, for all t ∈ S. Therefore

〈k̃φs , k̃φt 〉 = 〈k̃φ(s), k̃φ(t)〉,

for each pair s, t ∈ S. Now the result follows, using Proposition 2.1.6.

The Pull-backs can be a useful tool to have, as it can prove the FCKF for some

really interesting RKHS’s. The following is one such example.

Example 3.3.8. Let N ∈ N and let P ∈ B(H2) be the orthogonal projection onto

the closed linear span of {zkN : k ≥ 0}. Then using Proposition 2.2.4, the kernel

function for Ran(P ) is given by KP (z, w) = Pkw(z) = K(zN , wN), where K is the

kernel function for H2 and kw is the kernel function in H2 for the point w. Thus

the contractive Hilbert space H(P ) = Ran(P ) is the pull-back of the Hardy space

H2 along the function φ(z) = zN . Hence it follows from Theorem 3.3.7 that H(P )

satisfies the FCKF, since H2 satisfies the FCKF.
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In [39], together with the pull-backs, the author discusses one other interesting

operation associated to kernels, the push-outs of RKHS’s. Unfortunately we do not

have any concrete results in this direction. However, we wish to mention it here to

point out that this discussion leads to the same old questions about transferring the

FCKF from a space to its subspaces and vice-versa.

Given a RKHS H(K) on X and a surjective map ψ : X → S, we would also like to

induce a RKHS on S. To carry out this construction, we first consider the subspace,

H0 = {f ∈ H(K) : f(x1) = f(x2) whenever ψ(x1) = ψ(x2)}. If K0(x, y) denotes the

kernel for this subspace and we set, k0
y(x) = K0(x, y), then it readily follows that,

whenever ψ(x1) = ψ(x2) and ψ(y1) = ψ(y2), we have that, k0
y1

= k0
y2

and k0
w(x1) =

k0
w(x2), for all w ∈ X. Thus, for any such pair of points, K0(x1, y1) = K0(x2, y2). It

follows that there is a well-defined positive definite function onKψ : S×S → C, given

by Kψ(s, t) = K0(ψ
−1(s), ψ−1(t)). We call the RKHS, H(Kψ) on S, the push-out of

H(K) along ψ. The definition of Kψ leads to the following result.

Proposition 3.3.9. The push-out H(Kψ) satisfies the FCKF if and only if H0 sat-

isfies the FCKF.

Proof. For s, t ∈ S,

〈kψt , kψs 〉 = Kψ(s, t) = K0(ψ
−1(s), ψ−1(t)) = 〈k0

ψ−1(t), k
0
ψ−1(s)〉.

The above equalities also imply that ‖kψt ‖H(Kψ) = ‖k0
ψ−1(t)‖H0

for all t ∈ S. Thus

given a sequence {si} in S,
(
〈k̃ψsj , k̃ψsi〉

)
=

(
〈k̃0
ψ−1(sj)

, k̃0
ψ−1(si)

〉
)
, and hence the result

follows, using Proposition 2.1.6.
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Thus, asking the FCKF for the push-out H(Kψ) is the same as asking it for the

subspace H0. Hence, as far as the FCKF is concerened, the case of push-out operation

”more or less” reduces to the case of closed subspaces, .

Lastly, we will discuss the products and the tensor products of kernels. We

will see that these are closely related to the Schur products. We start with some

basic facts and definitions, for detailed discussion on this topic, we refer the reader

to [39].

If X and S are sets and K1 : X×X → C and K2 : S×S → C are kernel functions,

then K : (X × S) × (X × S) → C given by K((x, s), (y, t)) = K1(x, y)K2(s, t), is a

kernel function.

Definition 3.3.10. We call the 4-variable function K((x, s), (y, t)) = K1(x, y)K2(s, t),

the tensor product of the kernels K1 and K2.

The RKHS H(K) is isometrically isomorphic to the Hilbert space H(K1)⊗H(K2),

which justifies the name. For a proof of this statement we refer the reader to [39].

Further, if X is a set and Ki : X×X → C, i = 1, 2 are kernel functions, then their

product, π : X ×X → C given by π(x, y) = K1(x, y)K2(x, y), is a kernel function.

Definition 3.3.11. We call the 2-variable kernel, π(x, y) = K1(x, y)K2(x, y) the

product of the kernels.

Given Ki : X × X → C, i = 1, 2, we have two kernels and two RKHS’s. The

first is the tensor product K : (X × X) × (X × X) → C, which gives a RKHS of

functions on X×X. The second is the product π : X×X → C, which gives a RKHS
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of functions on X. The relationship between these two spaces can be seen as follows.

Let ∆ : X → X × X denote the diagonal map, defined by ∆(x) = (x, x).

Then π(x, y) = K(∆(x),∆(y)), that is, π = K ◦ ∆. Thus, H(π) is the pull-back of

H(K) = H(K1) ⊗H(K2) along the diagonal map ∆.

Hence, with respect to the FCKF, it is enough to address the case of tensor

products of kernels, since the case of products will follows immediately using Theorem

3.3.7.

For the rest of the section, we let X and S be two sets and K1 : X ×X → C and

K2 : S × S → C be two kernel functions. Let K : (X × S) × (X × S) → C, given

by K((x, s), (y, t)) = K1(x, y)K2(s, t) be the tensor product of K1 and K2. Observe

that

(〈k̃(xj ,sj), k̃(xi,si)〉) = (〈k̃1
xj
, k̃1

xi
〉) ∗ (〈k̃2

sj
, k̃2

si
〉). (3.6)

Theorem 3.3.12. Let H(K1) (or H(K2)) satisfy the FCKF. If for every Bessel se-

quence {k̃(xi,si)} of normalized kernel functions in H(K), the corresponding sequence

{k̃1
xi
} (or {k̃2

si
}) is a Bessel sequence in H(K1) (or H(K2)), then H(K) satisfies the

FCKF.

Proof. Let {k̃(xi,si)}i∈N be a Bessel sequence of normalized kernel functions in H(K),

then the corresponding sequence {k̃1
xi
}i∈N of normalized kernels in H(K1) is a Bessel

sequence. Hence, there exist a partition A1, . . . , AN of N and constants c1, . . . , cN

such that,

PAm
(
〈k̃1
xj
, k̃1

xi
〉
)
PAm ≥ cmPAm , (3.7)
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for all 1 ≤ m ≤ N. Also, ‖k̃2
si
‖ = 1, for all i ∈ N. Hence the result follows from

Theorem 2.3.2, using Equations (3.6) and (3.7).

Next is a little surprising result about the tensor products. To prove this result,

we need the following few results from the literature. The first result that we need

is a beautiful theorem due to Schur [50].

Theorem 3.3.13 (Schur, [50]). Let A = (aij) and C = (cij) be two bounded operators

in B(ℓ2). Then
(
|aijcij|

)
∈ B(ℓ2).

Now we recall a definition from the literature, which we need for the following

result. Given a bounded operator T ∈ B(ℓ2), for each m ∈ N,

αm(T ) = inf

{
‖

m∑

i=1

PAi(T − E(T ))PAi‖ : {Ai}mi=1 is a partition of N

}
,

where E is bounded operator on B(ℓ2), which maps a S ∈ B(ℓ2) to its diagonal, that

is, to the the bounded, diagonal operator with ith diagonal entry 〈Sei, ei〉 .

The following is an interesting theorem due to Berman, Halpern, Kaftal, and Weiss

from [12].

Theorem 3.3.14 (BHKW, [12]). Let T ∈ B(ℓ2) be a self adjoint operator with

non-negative entries, then for every m ∈ N, αm(T ) ≤ 1
m
‖T‖.

Lastly, we need the Perron-Fronbenius theorem [51, Theorem 2.8], which states

that if B and C are n × n matrices with non-negative entries, then ‖B‖ ≤ ‖B +

C‖. Thus, given an operator T ∈ B(ℓ2) with non-negative entries and a partitions
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A1, . . . , Am of N,

‖PAj(T − E(T ))PAj‖ ≤ ‖
m∑

i=1

PAi(T − E(T ))PAi‖, (3.8)

for all 1 ≤ j ≤ m.

We exploit the above results as follows.

Proposition 3.3.15. Let T = (tij) ∈ B(ℓ2) be self-adjoint such that (|tij|) ∈ B(ℓ2)

and tii > 0 for all i with infi tii > 0. Then there exist a partition A1, . . . , AN of N

and constants c1, . . . , cN , such that PAiTPAi ≥ ciPAi , for all 1 ≤ i ≤ N.

Proof. Set S = (|tij|). Let δ = infi tii > 0. Choose a N ∈ N so that 1
N
‖S‖ < δ

2
. Thus,

αN(S) < δ
2
, by using Theorem 3.3.14. Hence, by the definition of αN(S) , there

exists a partition A1, . . . , AN of N such that

‖
N∑

i=1

PAi(S − E(S))PAi‖ <
δ

2
.

This yields that ‖PAi(S − E(S))PAi‖ < δ
2

for all 1 ≤ i ≤ N, using Equation 3.8.

Thus, ‖PAi(T − E(T ))PAi‖ < δ
2
, since S = (|tij|). Further, note that the operator

T − E(T ) is self-adjoint, thus we can write:

−δ
2
PAi ≤ PAi(T − E(T ))PAi ≤

δ

2
PAi ,

for all 1 ≤ i ≤ N. Also, δPAi ≤ PAiE(T )PAi ≤ ‖T‖PAi , for all 1 ≤ i ≤ N. Hence, we

get

δ

2
PAi ≤ PAiTPAi ≤ (δ/2 + ‖T‖)PAi ,

for all 1 ≤ i ≤ N, which concludes the proof.
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Theorem 3.3.16. Given a Bessel sequence {k̃(xi,si)} of normalized kernel functions

in H(K), if the corresponding sequences {k̃1
xi
} and {k̃2

xi
} of normalized kernel func-

tions are Bessel sequence in H(K1) and H(K2), respectively, then {k̃(xi,si)} satisfies

the FC.

Proof. Let {k̃(xi,si)} be a Bessel sequence in H(K) so that the corresponding se-

quences {k̃1
xi
} and {k̃2

xi
} of normalized kernel functions are Bessel sequence in H(K1)

and H(K2), respectively. Then (〈k̃1
xj
, k̃1

xi
〉) and (〈k̃2

sj
, k̃2

si
〉) are bounded operators on

ℓ2. Hence, by Theorem 3.3.13

(∣∣〈k̃(xj ,sj), k̃(xi,si)〉
∣∣
)

is a bounded operator on ℓ2. Also, the diagonal enteries 〈k̃(xi,si), k̃(xi,si)〉 are positive

and all equal to 1. Thus, by Proposition 3.3.15 we get a partition A1, . . . , AN of N

and constants c1, . . . , cN such that,

PAm
(
〈k̃(xj ,sj), k̃(xi,si)〉

)
PAm ≥ cmPAm ,

for all 1 ≤ m ≤ N. Hence by Proposition 2.1.3, each {k̃(xi,si)}i∈Am is a Riesz basic

sequence. This completes the proof.

We end this section with the note that we will see some interesting applications

of Theorem 3.3.12 and Theorem 3.3.16 in the last section of Chapter 4.
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3.4 Summary

We conclude this chapter with a list of contractive Hilbert spaces, which satisfies the

FCKF or RFCKF, completely or partially.

(1) The Hardy space H2 satisfies the FCKF (Theorem 3.0.6). Note that H2 = H(I),

where I is the identity operator on ℓ2.

(2) If P ∈ B(H2) is a positive, invertible contraction, then H(P ) satisfies the FCKF.

(3) Given a one-component inner function φ, the contractive Hilbert space H(P )

satisfies the FCKF, where P is the orthogonal projection ontoH2⊖φH2 (Baranov

and Dykanov, [8]).

(4) If φ is an inner function and P is the orthogonal projection onto H2⊖φH2, then

every Bessel sequence {k̃Pzi} of normalized kernel functions in H(P ), such that

supi |φ(zi)| < 1, satisfies the FC (Baranov and Dykanov, [8]).

(5) Theorem 3.3.3 generalizes the second result of Baranov and Dyakonov. This

generalization states that if Q ∈ B(H2) is an orthogonal projection and {k̃Qzi} is

a Bessel of normalized kernel functions in H(Q), such that there exists an inner

function φ, with H2 ⊖ φH2 ⊆ Ran(Q), supi |φ(zi)| < 1, then {k̃Qzi} satisfies the

FC (Corollary 3.3.5).

(6) If φ is an inner function and P ∈ B(H2) is the orthogonal projection onto φH2,

then H(P ) satisfies the FCKF (Theorem 3.2.4). As an application, we get that

when P is an orthogonal projection such that Ker(P ) is spanned by finitely
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many kernel functions in H2, then the contractive Hilbert space H(P ) satisfies

the FCKF (Example 3.2.5).

(7) If P ∈ B(H2) is an orthogonal projection and {k̃Pzi} is a Bessel sequence of

normalized kernel functions in H(P ) such that there exists an inner function φ

with φH2 ⊆ Ran(P ), |φ(zi)| ≥ δ > 0, for all i, then k̃Pzi satisfies the FC (Remark

3.2.10). Following are some examples of such projections.

(a) Let P ∈ B(H2) be the orthogonal projection onto [C + φH2], where φ is an

inner function (Example 3.2.14).

(b) Let P ∈ B(H2) be the orthogonal projection such that Ker(P ) is spanned

by finitely many inner functions (Example (3.2.12)).

(8) If P ∈ B(H2) is an orthogonal projection such thatKer(P ) = span{zi1 , . . . , zin},

for some i1, . . . , in, then H(P ) satisfies the RFCKF (Remark 3.2.15).

(9) If P ∈ B(H2) is an orthogonal projection onto span{zNk : k ≥ 0}, for some

non-negative integer N. Then H(P ) satisfies the FCKF (Example 3.3.8).
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Chapter 4

The Feichtinger Conjecture for Kernel

Functions for Some Well-known Spaces

In this chapter, we prove the Feichtinger conjecture for kernel functions(FCKF) for

some well-known spaces. The list includes:

(i) Hardy space H2 on the unit disk.

(ii) H2
α,β spaces on the unit disk.

(iii) Weighted Bergman Spaces on the unit ball (with a mild restriction in the several

variable case).

(iv) Bargmann-Fock spaces on the n-dimensional complex plane.

Our proof of the FCKF for the above listed spaces, except for the Hardy space,

are new and are based on the results presented in the last two sections of Chapter
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3. In the first section, we present Nikolski’s proof of the fact that H2 satisfies the

FCKF. We include the proof here as this fact is indispensable for our proofs in the

next two sections, and besides, this particular proof is not known to many people.

In the next section we prove the FCKF for the H2
α,β spaces on the unit disk. Last

two sections are devoted to the weighted Bergman spaces on the unit ball and the

Bargmann-Fock spaces on the n-dimensional complex plane. Both of these classes

carry a very rich theory, and one can combine results therein to prove the FCKF

for them. For several variable case, these results also imply the FCKF only for a

subclass of weighted Bergman spaces, which coincides with the class we obtain with

our approach.

4.1 Notations and Terminology

Let C
n denote the n dimensional complex plane. For z = (z1, . . . , zn), w = (w1, . . . , wn)

in C
n, we define 〈z, w〉 =

∑n
i=1 ziwi and |z|2 =

∑n
i=1 |zi|2. Let ν be the Lebesgue mea-

sure on C
n, normalized so that ν(Bn) = 1, where Bn is the open unit ball of C

n, and

let σ be the surface measure on Sn = {z ∈ C
n : |z| = 1}.

Recall that to every β in the open unit disk of C corresponds an automorphism

φβ of the open unit disk that interchanges β and 0, namely φβ(z) = β−z
1−zβ (an

automorphism of an open set Ω ⊆ C
n is a holomorphic map from Ω onto itself

with holomorohic inverse). The same can be done for the unit ball Bn of C
n. To see

this, let Pa be the orthogonal projection of C
n onto the one-dimensional subspace [a]

generated by a ∈ Bn, a 6= 0, and let Qa = I − Pa be the orthogonal projection from
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C
n onto the orthogonal complement of [a]. To be more explicit, P0 = 0 and

Pa(z) =
〈z, a〉
|a|2 a if a 6= 0.

Put sa =
√

1 − |a|2 and define

φna(z) =
a− Pa(z) − saQa(z)

1 − 〈z, a〉 , z ∈ Bn.

Note that for n = 1, φna(z) = z−a
1−za = φa(z).

The map φna is an automorphism of Bn and it also interchanges a and 0. We will

record this, along some other important properties of these maps, formally in Section

4.4. From this point forward, we shall write z · w to denote 〈z, w〉 , z, w ∈ C
n.

These automorphisms of Bn lead to a metric on Bn, as follows. For each z, w ∈ Bn,

let

ρn(z, w) = |φnw(z)|.

Then ρn defines a metric on Bn, known as the pseudo-hyperbolic metric on Bn.

Lastly, given a holomorphic mapping F (z) = (f1(z), . . . , fn(z)) from C
n into C

n,

we shall write F
′
(z) to denote the n×n complex matrix

(
∂fi
∂zj

(z)
)
. By writing each fm

as fm = um+ ivm, where um and vm are real and imaginary parts of fm, respectively,

and writing the coordinates zm of each z = (z1, . . . , zn), as zm = xm + iym, where xm

and ym are real and imaginary parts of zm, respectively, the mapping F, can also be

regarded as a map that takes the real numbers x1, . . . , xn, y1, . . . , yn to real-valued

functions u1, . . . , un, v1, . . . , vn. In this case, F has a real Jacobian at z, which we

shall denote by JRF (z). Note that JRF (z) is a 2n × 2n matrix of reals. It is well-

known that det(JRF (z)) =
∣∣det(F

′
(z))

∣∣2, where det(A) denotes the determinant of a
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matrix A.

Definition 4.1.1. A sequence {zi} in C
n is said to be weakly separated if there

exists a δ > 0, such that ρn(zi, zj) ≥ δ, for all i 6= j.

The following enumeration technique is used by McKenna [31] in his characterization

of Bessel sequences of normalized kernel functions in H2.

Lemma 4.1.2 (McKenna, [31]). Let {xi}i∈N be a sequence in a Hilbert spaces H,

such that there exists a constant B > 0 with

∑

i∈N

| 〈xi, xj〉 | ≤ B, (4.1)

for all j ∈ N. Then given a constant α, 0 < α < 1, there exists a partition A1, . . . , AN

of {xi} such that

| 〈xi, xj〉 | < α, (4.2)

for all xi, xj ∈ Am, xi 6= xj, 1 ≤ m ≤ N.

Proof. Fix α, 0 < α < 1, and choose N ∈ N so that N > B/α. We will partition

{xi} into N subsequences, where each subsequence satisfies the required condition.

Let xn,1 = xn, for 1 ≤ n ≤ N.We take xn,i as the first term of the ith subsequences.

Suppose we have already partitioned {xi : i ≤ m} into N subsequences, so that within

each subsequence we have

| 〈xi, xj〉 | < α,

whenever xi 6= xj.
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We now have to allocate xm+1 to one of the N subsequences. By the virtue of

Inequality (4.1) and by the choice of N, we know that Inequality (4.2) can be violated

for at most N − 1 values of i, if j = m. Thus zm+1 can be made the next term of at

least one of the subsequences in such a way that each subsequence still satisfies the

Inequality (4.2). Now the proof follows by induction.

4.2 Hardy Space H2

In this section, we present Nikolski’s proof of the fact that H2 satisfies the FCKF,

which he gave in an AIM workshop in 2006. By collecting some results from [32], one

can obtain another proof of the same result. The outline of the two proofs are the

same, but perhaps, the construction of the partition is simpler in the proof presented

at the workshop.

Recall that H2 is a RKHS with kernel function K(z, w) = 1
1−zw , z, w ∈ D.

There is a crucial relationship between the normalized kernel functions in H2 and

pseudo-hyperbolic metric ρ1, namely

|〈k̃w, k̃z〉|2 = 1 − (ρ1(z, w))2 (4.3)

A characterization of Riesz basic sequences due to Bari is an essential ingredient

of the proof. To state this result, we need the following definition.

Definition 4.2.1. A sequence {xi} in a Hilbert spaces is said to be biorthogonal

to another sequence {yi} in H if 〈xi, yj〉 = δi,j for all i, j, where δi,j is the Kronecker

delta.
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4.2. HARDY SPACE H2

Theorem 4.2.2 (Bari). Let {xi}i∈J be a Bessel sequence in a Hilbert space H, with

span{xi : i ∈ J} = H. Then {xi}i∈J is a Riesz basis for H if and only if there exists

a Bessel sequence {yi}i∈J in H, such that {yi}i∈J is biorthogonal to {xi}i∈J .

Proof. Let {xi}i∈J be a Riesz basis of H. Then there exists an orthonormal basis

{ui}i∈J of H and an invertible operator S ∈ B(H), such that S(ui) = xi, for all i.

Now for each i, set yi = (S∗)−1(ui). Then 〈yi, xj〉 = 〈ui, S−1xj〉 = 〈ui, uj〉 = δij, for

all i, j. Hence it follows that the sequence {yi}i∈J is biorthogonal to the sequence

{xi}i∈J .

Conversely, let {yi}i∈J be a Bessel sequence in H, such that {y}i∈J is biorthogonal

to {xi}i∈J . Thus for each i, j, we have 〈yj, xi〉 = δi,j, which implies that 〈G∗ej, F
∗ei〉 =

δi,j, where G : H → ℓ2(J) and F : H → ℓ2(J) are the analysis operators correspond-

ing to the Bessel sequences {yi}i∈J and {xi}i∈J , respectively. Therefore, FG∗ = Iℓ2(J),

and thus it follows that F is onto. Also, F is one-to-one, by definition. Hence, F is

invertible, from which it follows that the Bessel sequence {xi}i∈J is a Riesz basis for

span{xi : i ∈ J} = H.

The next result is an important part of the proof, we are presenting it separately

for reader’s convenience.

Lemma 4.2.3. Let {k̃zi}i∈J be a Bessel sequence of normalized kernel functions in

H2. If there exists a δ > 0, such that
∏

j 6=i

∣∣∣ zi−zj1−z̄izj

∣∣∣ ≥ δ for all i ∈ J, then {k̃zi}i∈J is

a Riesz basic sequence.

Proof. LetB be the Blaschke product with zeroes at {zi}i∈J . Then span{k̃zi : i ∈ J} =
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4.2. HARDY SPACE H2

H2 ⊖ BH2, using Proposition 3.1.2. We show that {k̃zi}i∈J is a Riesz basis for

H2 ⊖BH2. To accomplish this, set

fi =
Bikzi

Bi(zi)‖kzi‖
,

for all i ∈ J, where Bi is the Blaschke product with zeroes at {zj : j 6= i}. Then

{fi}i∈J ⊆ H2 ⊖BH2, and it is biorthogonal to {k̃zi}i∈J . Now to complete the proof,

all we need to show is that {fi}i∈J is a Bessel sequence. For this, let f ∈ H2 ⊖BH2

and consider

∑

i∈J
|〈f, fi〉|2 =

∑

i∈J

∣∣∣∣
〈
f,

Bikzi
Bi(zi)‖kzi‖

〉∣∣∣∣
2

=
∑

i∈J

∣∣∣∣
〈
φif,

φiBikzi
Bi(zi)‖kzi‖

〉∣∣∣∣
2

, (4.4)

where φi(z) = zi−z
1−ziz , which is an inner function in H2. Now note that

B =
zi
|zi|

zi − z

1 − ziz
Bi =

zi
|zi|

φiBi,

therefore Equation (4.4) can be written as

∑

i∈J
|〈f, fi〉|2 =

∑

i∈J

∣∣∣∣
〈
φif,

Bkzi
Bi(zi)‖kzi‖

〉∣∣∣∣
2

=
∑

i∈J

|〈(zi − z)fkzi , Bkzi〉|2
|Bi(zi)|2‖kzi‖2

=
∑

i∈J

|〈k̃zi , zfB〉|2
|Bi(zi)|2

,

where the last equality on the right hand side follows from the fact that fB, zfB,

fBkzi , and zfBkzi are all functions in H2, and the observation that zi(fB)(zi) =

|zi|2(zfB)(zi). Finally, the last term on the right hand side of the above set of

equations is less than or equal to a constant (independent of i) times the norm of

f, since {k̃zi} is a Bessel sequence and |Bi(zi)| =
∏

j 6=i

∣∣∣ zj−zi1−zjzi

∣∣∣ ≥ δ, for all i. Thus

{fi}i∈J is a Bessel sequence. Hence the result follows, using Theorem 4.2.2.
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4.2. HARDY SPACE H2

Now we are ready to present the Nikolski’s proof of the following result.

Theorem 4.2.4. Every Bessel sequence of normalized kernel functions in H2 splits

into finitely many Riesz basic sequences.

Proof. Let {k̃zi}i∈N be a Bessel sequence of normalized kernel functions in H2. Then

there exists a constant B > 0, such that

∑

j∈N

|〈k̃zj , k̃zi〉|2 ≤ B, (4.5)

for all i ∈ N. Then using Equation (4.3), we get

∑

j∈N

(
1 − (ρ1(zi, zj))

2
)
≤ B, (4.6)

for all i ∈ N. We claim that for each fixed r > 0 there exists N ∈ N, such that each

disk Dρ1(zi, r) = {z : ρ1(z, zi) < r} can have at most N z′js (including zi). To settle

the claim, we fix a zm and a r > 0. Now from Equation (4.6), we can deduce that

∑

j,zj∈Dρ1 (zm,r)

(
1 − (ρ1(zm, zj))

2
)
≤ B

Note that zj ∈ Dρ1(zm, r) implies that ρ1(zj, zm) < r, which further implies that

1− (ρ1(zm, zj))
2 > 1−r2. Thus choosing N to be the lagest positive integer less than

or equal to B
1−r2 , we get that Dρ(zm, r) can have at most N zj

′s. Hence each disk

Dρ1(zi, r) can have at most N zj
′s(including zi).

Finally, we shall construct a partition A1, . . . , At of N, with t ≤ N, so that each

subsequence {k̃zi}i∈Aj is a Riesz basic sequence. We will accomplish this in two steps.

First we will obtain a partition A1, . . . , At of N, so that in each of the corresponding

subsequence ρ1- distance between any zi, zj is at least r, whenever i 6= j. Then in
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4.2. HARDY SPACE H2

the second step we will show that each of the corresponding subsequence {k̃zi}i∈Aj
is a Riesz basic sequence.

Step 1. To construct the first set A1, we start by taking 1 in A1. Then we will put

2 in A1 if ρ1(z1, z2) ≥ r, otherwise will move to the positive integer 3. Continuing

like this, suppose we have we decided till m and out of these positive integers we

have 1, i1, . . . , iq in A1, then we will take m+ 1 in A1 if ρ1(zm+1, zj) ≥ r for all

j = 1, i1, . . . , iq, otherwise we will move on to the next positive integer, which will

be m + 2. Proceeding like this we get our first subsequence A1. Now to construct

the second subsequence A2, we will start by taking l in A2, where l is the least

positive integer so that l /∈ A1. Then we continue to add j′s in A2 from the set

{i ∈ N : i /∈ A1}, as we did in A1. This way we get A2. We will keep constructing

Ai
′s until all the zj

′s get exhausted.

Lastly, we claim that by the above construction we can get at most N Aj
′

s. On

the contrary, suppose we get sets A1, . . . , AN+1 using the above construction. Now

choose a positive integer s ∈ AN+1. Then s /∈ Aj, 1 ≤ j ≤ N, and thus for each

j, 1 ≤ j ≤ N, there exists sj ∈ Aj such that ρ1(zs, zsj) < r. This implies that

zsj ∈ Dρ1(zs, r). Also zs 6= zsj for all 1 ≤ j ≤ N, and therefore the disk Dρ1(zs, r)

contains at least N + 1 zl
′s. This is a contradiction, and hence we can get at most

N Aj
′

s in the above construction, and let these be A1, . . . , At. Thus, A1, . . . , At is a

partition of N, so that ρ1(zi, zj) ≥ r, for all i, j ∈ Am, i 6= j, 1 ≤ m ≤ t.

Step 2. We now show that each subsequence {k̃zi}i∈Am is a Riesz basic sequence.
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Fix m and consider {k̃zi}i∈Am . Then

ρ1(zi, zj) ≥ r, (4.7)

for i, j ∈ Am, i 6= j. Also using Equation (4.6), we get

∑

j∈Am
j 6=i

(
1 − (ρ1(zi, zj))

2
)
≤ B, (4.8)

for all i ∈ Am. Using the simple fact from calculus −ln(x) ≤ 1−x
x

for all 0 < x < 1,

and the estimates from Equations (4.7) and (4.8) we deduce that

∏

j∈Am
j 6=i

∣∣∣∣
zi − zj
1 − zizj

∣∣∣∣
2

≥ e−B/r
2

, (4.9)

for all i ∈ Am. Hence {k̃zi}i∈Am is a Riesz basic sequence, using Lemma 4.2.3.

4.3 H2
α,β Spaces

These spaces were introduced in [23], where the authors studied some constrained

Nevanlinna-Pick interpolation problems. We begin by formally defining these RKHS’s.

Given complex numbers α and β with |α|2 + |β|2 = 1, we let H2
α,β denote the

codimension one subspace of H2,

H2
α,β = span{α+ βz, z2H2}.

It is easily checked that H2
α,β is a RKHS with kernel

Kα,β(z, w) = (α+ βz)(α+ βw) +
z2w2

1 − zw
.
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Recall that for the above notation of the kernel, the kernel function for a point w ∈ D

is denoted by kα,βw , and in case kα,βw 6= 0, the corresponding normalized kernel function

kα,βw
‖kα,βw ‖ = kα,βw√

Kα,β(w,w)
is denoted by k̃α,βw .

Theorem 4.3.1. H2
α,β satisfies the FCKF.

Proof. If α = 0, then |β| = 1, and hence K0,β(z, w) = zK(z, w)w, where K is the

kernel function for H2. Thus in this case, the result follows from Theorem 3.3.1, since

H2 satisfies the FCKF. We now assume α 6= 0. Let φ(z) = z2. Then φ ∈ H2 is an

inner function, and φH2 = z2H2 ⊆ H2
α,β. We show that if {k̃α,βzi } is a Bessel sequence,

then {|φ(zi)|} is bounded away from zero, for all but finitely many z
′

is. Once this is

done, the proof follows from Theorem 3.2.11.

Let {k̃α,βzi }i∈N be a Bessel sequence in H2
α,β. Then there exists a constant B > 0,

such that

B ≥
∑

j∈N

|〈k̃α,βzj , k̃
α,β
zi

〉|2

=
∑

j∈N

|Kα,β(zi, zj)|2
‖kα,βzi ‖2‖kα,βzj ‖2

=
∑

j∈N

∣∣∣(α+ βzi)(α+ βzj)(1 − zizj) + z2
i zj

2
∣∣∣
2

(1 − |zi|2)(1 − |zj|2)
|1 − zizj|2(|α+ βzi|2(1 − |zi|2) + |zi|4)(|α+ βzj|2(1 − |zj|2) + |zj|4)

,

for all i ∈ N. Note that |α+βzm|2(1−|zm|2)+ |zm|4 ≤ 1−|zm|4 ≤ 1, for each m ∈ N,

since |α|2 + |β|2 = 1. Thus the above inequality implies that

∑

j∈N

∣∣∣(α+ βzi)(α+ βzj)(1 − zizj) + z2
i zj

2
∣∣∣
2

(1 − |zi|2)(1 − |zj|2)
|1 − zizj|2

≤ B, (4.10)
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for all i ∈ N. Further, note that the function f(x) = (|α| − |β|x)
√

1 − x2 − x2 is a

continuous function on [0, 1] and f(0) = |α| > 0. Thus there exists a 0 < δ < 1,

such that f(x) > 0, for all x ∈ [0, δ]. Choose 0 < δ0 ≤ δ, so that |α| − δ0|β| > 0.

Recall that we want to show that {zi}i∈N is eventually bounded away from zero. On

the contrary, suppose {zi}i∈N is not eventually bounded away from zero, then there

exists a subsequence {znm}m∈N, such that |znm| ≤ δ0, for all m ∈ N. This implies

that

|(α+ βzni)(α+ βznj)(1− zniznj) + z2
ni
znj

2| ≥ (|α| − |β|δ0)2(1− δ2
0)− δ4

0 > 0, (4.11)

for all i, j ∈ N, where the right-hand side term is positive, since 0 < δ0 ≤ δ. Using

this estimate and Equation (4.10) we obtain,

B

K2
≥

∑

j∈N

(1 − |zni|2)(1 − |znj |2)
|1 − zniznj |2

≥ (1 − |zni|2)
4

∑

j∈N

(1 − |znj |2),

for all i ∈ N, where K = (|α| − |β|δ0)2(1 − δ2
0) − δ4

0. This implies that the sequence

znj → 1, as j → ∞, which is a contradiction to the fact that |znj | ≤ δ0 < 1 for all

j ∈ N. Hence the sequence {zi}∈N is bounded away from zero, except may be for

finitely many z
′

is.

Let γ > 0 such that |zi| ≥ γ for all i ≥ i0. Then |φ(zi)| = |zi|2 ≥ γ2. Hence by

Theorem 3.2.11, the sequence {k̃α,βzi }i≥i0 satisfies the FC. Lastly, since every singleton

is, trivially, a Riesz basic sequence, therefore the full sequence {k̃α,βzi }i∈N satisfies the

FC. Hence, H2
α,β satisfies the FCKF.
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4.4 Weighted Bergman Spaces

In this section, we focus on weighted Bergman spaces [25, 52]. There is a lot of

research on these spaces in relation to interpolation and sampling problems. For

details refer to [27, 45, 43, 48] and the references therein. One interesting thing is that

the notion of interpolation and sampling are just reformulation of some concepts in

frame theory. More precisely, a sequence {zi} ⊆ C
n is called a sampling sequence

for a weighted Bergman space, if the corresponding sequence of normalized kernel

functions is a frame for the weighted Bergman space. Furthermore, a sequence

{zi} ⊆ C
n is called an interpolating sequence for a weighted Bergman space, if the

synthesis operator (adjoint of the analysis operator) for the corresponding sequence of

normalized kernel functions is onto, here the sequence of normalized kernel functions

is not assumed to be a Bessel sequence, that is, the synthesis operator is not assumed

to be bounded. Consequently, results in [45, 46, 48] can be reformulated to conclude

that weighted Bergman spaces for one variable satisfies the FCKF. For the same

reason, a result from [27] can be used to conclude that a “large” class of weighted

Bergman spaces for several variable also satisfies the FCKF. We specify this class

later in the section.

An essential ingredient for our proof of these results is a characterization of Bessel

sequences of normalized kernel functions in these spaces (Theorem 4.4.4). As we shall

see, in Lemma 4.4.3, that the analytic nature of functions in these spaces is crucial

to obtain this characterization. We begin by formally defining these spaces.

For α > −1, the weighted Bergman space A2
α,n is the RKHS consisting of functions
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f analytic in the unit ball Bn, such that

‖f‖2
α =

Γ(n+ α+ 1)

n! Γ(α+ 1)

∫

Bn

|f(z)|2(1 − |z|2)αdν(z) <∞,

where Γ denote the Gamma function. The kernel function for A2
α,n is

Kα,n(z, w) =
1

(1 − z · w)α+n+1
, z, w ∈ Bn.

When n = 1 and α = 0, the RKHS A2
α,n is better known as the Bergman space.

For the rest of this section we fix Kα,n to denote the kernel function for the

weighted Bergman space A2
α,n. Recall that given a kernel function Kα,n, we denote

the kernel function for a point w ∈ Bn by kα,nw , and in case kα,nw 6= 0, the corresponding

normalized kernel kα,nw√
Kα,n(w,w)

= (1 − |w|2) 1+α+n
2 kα,nw is denoted by k̃α,nw .

From [31] and [48], we have the following characterization of Bessel sequences in

the Bergman space A2
0,1.

Theorem 4.4.1. A sequence {k̃0,1
zi
} of normalized kernel functions in the Bergman

space A2
0,1 is a Bessel sequence if and only if the sequence {zi} is a finite union of

weakly separated sequences.

We shall see that the same characterization holds in the weighted Bergman spaces

A2
α,n, for a general n. To prove this result we need the following two lemmas. The first

lemma is proved in [42] and [52], which lists some basic properties of the mappings

φnw (defined in Section 4.1).

Lemma 4.4.2. For each w ∈ Bn the mapping φnw satisfies the following properties:

(i) φnw(w) = 0 and φnw(0) = w,

71



4.4. WEIGHTED BERGMAN SPACES

(ii) 1 − |φnw(z)|2 = (1−|w|2)(1−|z|2)
|1−z·w|2 , z ∈ Bn,

(iii) φnw ◦ φnw(z) = z, z ∈ Bn,

(iv) φnw is an automorphism of Bn,

(v) JRφ
n
w(z) = |(φnw)

′
(z)|2 =

(
1−|w|2
|1−z·w|2

)n+1

, z ∈ Bn.

The following lemma for the case n = 1 is proved in [25]. Using the same

techniques as used in [25], we extend the result to higher dimensions.

Lemma 4.4.3. Let {zi} be a weakly separated sequence in Bn with constant δ > 0.

Then for any real number t there exists a constant C > 0 (depending on t and δ),

such that
∑

i

(1 − |zi|2)t+n+1|f(zi)|2 ≤ C

∫

T

(1 − |z|2)t|f(z)|2dν(z),

for every function f analytic in Bn, where T = {z ∈ Bn : infi ρn(z, zi) < δ}.

Proof. Since the sequence {zi} is weakly separated, any two pseudo-hyperbolic disks

Dρn(zi, δ/2) and Dρn(zj, δ/2) are disjoint, whenever i 6= j. Also for each i, the disk

Dρn(zi, δ/2) ⊆ T. Thus,

∫

T

(1 − |z|2)t|f(z)|2dν(z) ≥
∑

i

∫

Dρn (zi,δ/2)

(1 − |z|2)t|f(z)|2dν(z) (4.12)

To simplify notation, for the rest of the proof we will use D(w) to denote the

pseudo-hyperbolic disk Dρn(w, δ/2). Now implementing the change of variable z =

φnzi(a), a ∈ D(0) = Dρn(0, δ/2) in the ith integral on the right-hand side of the above

inequality, we obtain
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∫

D(zi)

(1 − |z|2)t|f(z)|2dν(z) =

∫

D(0)

(
1 − |φnzi(a)|

2
)t |f(φnzi(a))|

2JRφ
n
zi
(y)dν(a),

=

∫

D(0)

(1 − |a|2)t(1 − |zi|2)t+n+1

|1 − a · zi|2(t+n+1)
|f(φnzi(a))|

2dν(a)

= (1 − |zi|2)t+n+1

∫

D(0)

(1 − |a|2)t
|1 − a · zi|2(t+n+1)

|f(φnzi(a))|
2dν(a)

≥ M(1 − |zi|2)t+n+1

∫

D(0)

|f(φnzi(a))|2
|1 − a · zi|2(t+n+1)

dν(a),

using (ii) and (v) of Lemma 4.4.2, where the constant M equals (1− (δ/2)2)t, when

t > 0, and equals 1, when t ≤ 0. Further,

∫

D(0)

|f(φnzi(a))|2
|1 − a · zi|2(t+n+1)

dν(a) ≥ |f(φnzi(0))|2 = |f(zi)|2,

using the fact that φnzi(0) = zi, since the integrand is a subharmonic function and

D(0) = Dρn(0, δ/2) = {w ∈ C
n : |φnw(0)| < δ/2} = (δ/2)Bn. Therefore,

∫

D(zi)

(1 − |z|2)t|f(z)|2dν(z) ≥M(1 − |zi|2)t+n+1|f(zi)|2 (4.13)

Lastly, using Inequality (4.13) in Equation (4.12) we get

∑

i

(1 − |zi|2)t+n+1|f(zi)|2 ≤
1

M

∫

T

(1 − |z|2)t|f(z)|2dν(z),

where M =





(1 − (δ/2)2)t if t > 0

1 if t ≤ 0
.

The following is an extension of Theorem 4.4.1 to all weighted Bergman spaces.

Theorem 4.4.4. A sequence {k̃α,nzi }i∈N of normalized kernel functions is a Bessel

sequence in A2
α,n if and only if the sequence {zi} can be partitioned into finitely many

weakly separated sequences.
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Proof. Let {k̃α,nzi } be a Bessel sequence in A2
α,n. Then there exists a constant B > 0,

such that
∑

j∈N

|〈k̃α,nzj , k̃
α,n
zi

〉|2 ≤ B,

for all i ∈ N. Thus by Lemma 4.1.2, given a constant 0 < β < 1 there exists a

partition A1, . . . , AN of the N, such that

|〈k̃α,nzj , k̃
α,n
zi

〉|2 < β,

for all i, j ∈ Am, i 6= j, 1 ≤ m ≤ N. Lastly, note that

|〈k̃α,nzj , k̃
α,n
zi

〉|2 =

(
(1 − |zi|2)(1 − |zj|2)

|1 − zi · zj|2
)n+α+1

= (1 − |φnzj(zi)|
2)n+α+1

= (1 − ρn(zi, zj)
2)n+α+1.

Thus, (1 − ρn(zi, zj)
2)n+α+1 < β, for all i, j ∈ Am, i 6= j, 1 ≤ m ≤ N. Hence

ρn(zi, zj) >
√

1 − β2/(n+α+1), whenever i, j ∈ Am, i 6= j, 1 ≤ m ≤ N, from which it

follows that each subsequence {k̃α,nzi }i∈Am is weakly separated.

Conversely, suppose {zi} splits into finitely many weakly separated subsequences.

Then taking t = α in Lemma 4.4.3, it follows that each of the corresponding sub-

sequence of normalized kernel functions is a Bessel sequence. Hence {k̃α,nzi } being a

finite union of Bessel sequences is a Bessel sequence.

Remark 4.4.5. By Theorem 4.4.4, a sequence of normalized kernel functions in a

weighted Bergman space A2
α,n is a Bessel sequence if and only if the corresponding

sequence of normalized kernel functions in every other weighted Bergman space A2
β,n

(for the same n) is a Bessel sequence. In the one variable case (n = 1), we can
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add more to this statement. In [31], McKenna showed that a sequence {k̃zi} of

normalized kernel functions in H2 is a Bessel sequence if and only if {zi} ⊆ D splits

into weakly separated subsequences. Thus it follows that a sequence of normalized

kernel functions in a weighted Bergman space A2
α,1 is a Bessel sequence if and only if

the corresponding sequence of normalized kernel functions in H2 is a Bessel sequence.

Following are the main results of this section. Our first result proves the FCKF

for all weighted Bergman spaces in the one variable situation. In the second result

we work with the several variable case, where we prove that the weighted Bergman

space A2
α,n satisfies the FCKF, whenever α > n − 1. The main ingredient in the

proof of the one variable case is that the Hardy space H2 on the unit disk satisfies

the FCKF. Since it is not known that the Hardy space on the n-dimensional unit

ball Bn satisfies the FCKF, we could not extend the same proof for the several

variable situation. To prove the result in the several variable situation we uses a

slightly different idea, which unfortunately works only for the above mentioned class

of weighted Bergman spaces. Both the proofs uses results about the products of

kernel functions from Section 3.3 and they both rely on the fact that H2 and the

weighted Bergman spaces A2
α,n have the same characterization of Bessel sequences of

normalized kernel functions.

Note that for each fixed α > −1 and w ∈ D, the function 1
(1−z·w)α+1 is a holomor-

phic function on D. We can also easily verify that the jth coefficient, with j ≥ 1, in

the power series of this function is (α+1)...(α+j)wj

j!
, and the constant term of the power
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series is 1. Hence for each α > −1, we obtain a function Φα : D × D → C given by

Φα(z, w) =
1

(1 − z · w)α+1
= 1 +

∞∑

j=1

(α+ 1) . . . (α+ j)

j!
zjwj, z, w ∈ D

Now since α > −1, all the coefficients (α+1)...(α+j)
j!

are positive. Therefore it can be

checked that Φα is a positive definite function on D × D, and hence it is a kernel

function on D.

Further, recall that K(z, w) = 1
1−z·w is the kernel for H2. Thus for any fixed

α > −1, we can write the kernel function Kα,1 as a product of two kernel function,

namely

Kα,1(z, w) = K(z, w)Φα(z, w), (4.14)

Theorem 4.4.6. The weighted Bergman space A2
α,1 satisfies the FCKF, for every

α > −1.

Proof. For every Bessel sequence {k̃α,1zi
} of normalized kernel functions in A2

α,1, the

corresponding sequence {k̃zi} of normalized kernel functions in H2 is also a Bessel

sequence, using Remark 4.4.5. Hence the result follows from Theorem 3.3.12, using

Equation (4.14) and the fact that H2 satisfies the FCKF.

Theorem 4.4.7. If α > n− 1, then the weighted Bergman spaces A2
α,n satisfies the

FCKF.

Proof. Let α > n−1. Then β = α−n−1
2

> −1, and thus we get the weighted Bergman

space A2
β,n. Moreover, we can write

Kα,n(z, w) = Kβ,n(z, w)Kβ,n(z, w).
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Also by Remark 4.4.5, if a sequence of normalized kernel function in A2
α,n is a Bessel

sequence, then the corresponding sequence of normalized kernel functions in A2
β,n is

also a Bessel sequence. Hence the result follows from Theorem 3.3.16.

Note that the proof of Theorem 4.4.7 for n = 1 gives an alternate proof of the

fact that the weighted Bergman spaces A2
α,1, α > 0, satisfy the FCKF.

By using the reformulation of interpolating sequences in our setting, which we

mentioned in the beginning of the section, we see that Corollary 4.6(d) in [27] also

proves the FCKF for the weighted Bergman spaces A2
α,n, with α > n−1. Though the

proof in [27] uses completely different techniques to get this result. As far as we know,

the FCKF is still open for the weighted Bergman space A2
α,n for n > 1, α ≤ n− 1.

4.5 Bargmann-Fock Spaces

In this section, we show that the Bargmann-Fock spaces satisfy the FCKF. There

is an extensive literature on these spaces. For general information on theses spaces

we refer the reader to [16, 13, 30, 37, 44, 43, 47] and the references therein. Like

weighted Bergman spaces, there is a lot of research about sampling and interpo-

lating sequences in these spaces. Again, like weighted Bergman spaces in these

spaces as well, a sequence {zi} ⊆ C
n is a sampling sequence for a Bargmann-Fock

space if the corresponding sequence of normalized kernel functions is a frame for the

Bargman-Fock space. Also, a sequence {zi} ⊆ C
n is an interpolating sequence for

a Bargmann-Fock space if the synthesis operator (adjoint of the analysis operator)
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for the corresponding sequence of normalized kernel functions is onto, here the se-

quence of normalized kernel functions is not assumed to be a Bessel sequence, that is

the synthesis operator is not assumed to be bounded. Consequently, results from this

area can easily be transferred to our setting. Interpolating sequences for Bargmann-

Fock spaces for one variable have been completely characterized in [44], [47]. Later,

a sufficient condition for interpolating sequences for Bargmann-Fock space in several

variable is given in [30]. One can use these results to conclude that Bargmann-Fock

spaces satisfies the FCKF.

Our proof of the FCKF for Bargman-Fock spaces, like in the case of the weighted

Bergman spaces, is completely based on a characterization of Bessel sequences of

normalized kernel functions in these spaces (Theorem 4.5.2). As we shall see that

the fact that the functions in these spaces are analytic is crucial to obtain this

characterization. We begin by formally defining these spaces.

For α > 0, the Bargmann-Fock space F 2
α,n is the RKHS consisting of entire

functions f in C
n, for which

‖f‖2
α,n =

∫

Cn

|f(z)|2e−α|z|2dν(z) <∞,

with the kernel function

Kα,n(z, w) = eαz·w, z, w ∈ C
n.

For the rest of the section, we fixKα,n to denote the kernel for the Bargmann-Fock

space F 2
α,n. Recall that with this notation for the kernel, the kernel function for a

point w ∈ C
n is denoted by kα,nw , and in case kα,nw 6= 0, the corresponding normalized

kernel function kα,nw√
Kα,n(w,w)

= e
−α|w|2

2 kα,nw for the point w is denoted by k̃α,nw .
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Our proof of FCKF for the Bargmann-Fock spaces is based on a characterization

of Bessel sequences in theses spaces. To explain this characterization the following

definition is essential.

Definition 4.5.1. A sequence {zi} in C
n is said be uniformly discrete if there

exists a constant δ > 0, such that |zi − zj| ≥ δ, whenever i 6= j.

Theorem 4.5.2. A sequence {k̃α,nzi } of normalized kernel functions in F 2
α,n is a Bessel

sequence if and only if it can partitioned into finitely many uniformly discrete subse-

quences.

Proof. Let {k̃α,nzi }i∈N be a Bessel sequence of normalized kernel functions in F 2
α,n.

Then there exists a constant B > 0, such that

∑

i∈N

|〈k̃α,nzj , k̃
α,n
zi

〉|2 ≤ B,

for all j ∈ N. Thus by using Lemma 4.1.2, given a 0 < β < 1 there exist a N ∈ N

and a partition A1, . . . , AN of N, such that

∣∣〈k̃α,nzj , k̃
α,n
zi

〉
∣∣2 < β,

for all i, j ∈ Am, i 6= j, 1 ≤ m ≤ N. Now note that
∣∣〈k̃α,nzj , k̃α,nzi 〉

∣∣2 = e−α|zi−zj |
2

.

Therefore |zi − zj|2 > 1
α
ln( 1

β
) > 0, for all i, j ∈ Am, i 6= j, 1 ≤ m ≤ N. Hence, each

sequence {zi}i∈Ak is uniformly discrete.

Conversely, let {zi}i∈N be a sequence in C
n and A1, . . . , AN be a partition of N,

such that each subsequence {zi}i∈Am is uniformly discrete. Then there exists a δ > 0,

such that

|zi − zj| ≥ δ,
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for all i, j ∈ Am, i 6= j, 1 ≤ m ≤ N. We show that {k̃α,nzi }i∈Am is a Bessel sequence,

for every 1 ≤ m ≤ N. First note that, for each a ∈ C
n, the translation operator

(Taf)(z) = eαa·z−α
|a|2

2 f(z − a)

acts isometrically on F 2
α,n. Therefore for a fixed zi, T−zif is an entire function for

every f ∈ F 2
α,n, and hence |T−zif |2 is a subharmonic function in C

n for every f ∈ F 2
α,n.

Thus for f ∈ F 2
α,n and 0 < r ≤ δ/2 we get

|(T−zif)(0)|2 ≤
∫

Sn

|T−zif(rζ)|2dσ(ζ),

that is, |e−α
|zi|

2

2 f(zi)|2 ≤
∫

Sn

|e−αrζ·z̄i−α
|zi|

2

2 f(rζ + zi)|2dσ(ζ),

that is, e−α|zi|
2|f(zi)|2 ≤

∫

Sn

|f(rζ + zi)|2e−α[2Re(rζ·z̄i)+|zi|2]dσ(ζ).

Thus,

∫ δ/2

0

r2n−1e−αr
2

e−α|zi|
2|f(zi)|2dr =

∫ δ/2

0

∫

Sn

|f(rζ + zi)|2e−α|rζ+zi|
2

r2n−1dσ(ζ)dr

Hence,

e−α|zi|
2|f(zi)|2 ≤ C

∫

Bn(zi,δ/2)

|f(z)|2e−α|z|2dν(z), (4.15)

where C−1 =
∫ δ/2

0
r2n−1e−αr

2

dr and Bn(zi, δ/2) = {z ∈ C
n : |z − zi| < δ/2}.

Lastly, since for any fixed 1 ≤ m ≤ N, if j, l ∈ Am and j 6= l, then |zj − zl| ≥ δ,

and hence Bn(zj, δ/2) and Bn(zl, δ/2) are disjoint sets. Thus, summing Equation

(4.15) over i ∈ Am on both sides we get

∑

i∈Am

e−α|zi|
2|f(zi)|2 ≤ C

∑

i∈Am

∫

Bn(zi,δ/2)

|f(z)|2e−α|z|2dν(z)

≤ C

∫

Cn

|f(z)|2e−α|z|2dν(z)

= C‖f‖2
α,n ,
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But
∑

i∈Am e
−α|zi|2|f(zi)|2 =

∑
i∈Am |〈f, k̃α,nzi 〉|2, and hence it follows that {k̃α,nzi }i∈Am

is a Bessel sequence. Finally, {k̃α,nzi }i∈N being a finite union of Bessel sequences is a

Bessel sequence.

Remark 4.5.3. By Theorem 4.5.2, a sequence {k̃α,nzi }i∈N of normalized kernel func-

tion in F 2
α,n is a Bessel sequence if and only if the corresponding sequence {k̃β,nzi }i∈N

of normalized kernel functions in F 2
β,n (for the same n) is a Bessel sequence.

Theorem 4.5.4. The Bargmann-Fock spaces F 2
α,n satisfy the FCKF, for all α > 0.

Proof. For a fixed α > 0, we can write

Kα(z, w) = Kβ(z, w)Kγ(z, w),

where β, γ > 0 such that β + γ = α. Hence, Kα(z, w) = eαz·w is the product of

two kernel functions, namely Kβ(z, w) = eβz·w and Kγ(z, w) = eγz·w. Also using

Remark 4.5.3, if {k̃α,nzi }i∈N is a Bessel sequence in F 2
α,n, then {k̃β,nzi }i∈N and {k̃γ,nzi }i∈N

are also Bessel sequences in F 2
β,n and F 2

γ,n, respectively. Hence the result follows,

using Theorem 3.3.16.
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Chapter 5

The Feichtinger Conjecture and a

Factorization of Positive Operators in

B(ℓ2)

In this chapter, we introduce two new directions to investigate the FC. This study

is motivated by a factorization of positive operators in B(ℓ2), discussed in [1]. To

explain these new directions, the above mentioned factorization, and how this factor-

ization leads to these new directions, we first need to recall the following definition

from [1].

Definition 5.0.5. A positive operator R in B(ℓ2) is said to be completely non-

factorizable if UU∗ ≤ R implies U = 0, for every upper triangular U in B(ℓ2).

In [1], it is proved that every positive operator P in B(ℓ2) can be written uniquely

as P = UU∗ +R, where U ∈ B(ℓ2) is upper triangular and R ∈ B(ℓ2) is completely
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non-factorizable. We will use this factorization in our setting as follows. Given a

Bessel sequence, the associated Grammian FF ∗ is a positive operator in B(ℓ2). Then

by invoking the above factorization, there exist an upper triangular U ∈ B(ℓ2) and

a completely non-factorizable R ∈ B(ℓ2), such that FF ∗ = UU∗ + R. Thus, this

factorization divides an arbitrary Grammian operator into two positive operators,

one completely non-factorizable and the other of the form UU∗, where U ∈ B(ℓ2) is

upper traingular. In this chapter, we focus on Grammian operators which contains

only one of the two pieces. One obvious reason to study the FC for norm-bounded

below Bessel sequences for which the Grammian operator has one of the above two

specific forms is that in such a case we get more structure to exploit, which might

help in better understanding of the FC. There is one another reason behind this

approach, which we explain below.

Suppose, we could prove that a norm-bounded below Bessel sequence satisfies

the FC if its Grammian operator has one of these special forms, that is, either it

is UU∗ for some upper triangular U ∈ B(ℓ2) or it is a completely non-factorizable

operator. Then given an arbitrary norm-bounded below Bessel sequence {fi}i∈N,

we write the corresponding Grammian operator FF ∗ as FF ∗ = UU∗ + R, for some

upper triangular U ∈ B(ℓ2) and a completely non-factorizable R ∈ B(ℓ2). Now

since both the factors are positive, we get FF ∗ ≥ UU∗ and FF ∗ ≥ R. Further,

since UU∗ ∈ B(ℓ2), R ∈ B(ℓ2) and UU∗ = (〈U∗ej, U
∗ei〉), R = (〈R1/2ej, R

1/2ei〉),

therefore the sequences {U∗ei}i∈N and {R1/2ei}i∈N are Bessel sequences with the

Grammian operators UU∗ and R, respectively. Now, if any one of these two Bessel

sequences is norm-bounded below, then that sequence satisfies the FC, using the
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hypothesis. For instance, suppose {U∗ei} is norm-bounded below, then it satisfes

the FC. Therefore there exists a partition A1, . . . , AN of N and positive constants

c1, . . . , cN , such that PAmUU
∗PAm ≥ cmPAm , for all 1 ≤ m ≤ N, using Corollary

2.1.5. Thus PAmFF
∗PAm ≥ cmPAm , for all 1 ≤ m ≤ N, and from this it follows that

{fi} satisfies the FC, using Corollary 2.1.5. Hence, there is a possibility that once

we prove the FC for norm-bounded below Bessel sequences for which the Grammian

operator is either of the above two forms, then we can prove it for general norm-

bounded below Bessel sequences, as well. However, in this process, we assumed that

either {U∗ei} is norm-bounded below or {R1/2ei} is norm-bounded below. But, we

do not know if one can do that always or not. Because, ‖fi‖2 = ‖U∗ei‖2 + ‖R1/2ei‖2,

and in general there is no reason why the existence of a lower bound for the sequence

{‖fi‖} would guarantee a lower bounded for any of the two sequences {‖U∗ei‖} and

{‖R1/2ei‖}.

This chapter is an attempt to initiate the investigation along these two directions.

The results presented here are mainly about frame sequences, for no specific reason

except that they have more structure for our use. We hope to gather more informa-

tion about the FC using these directions in future. We divide the chapter into two

sections. The first section deals with the case of completely non-factorizable Gram-

mian operators, and the second section examines the situation when a Grammian

operator is of the form UU∗ for an upper triangular operator U ∈ B(ℓ2).
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5.1 Completely Non-factorizable Grammian

Our main result (Theorem 5.1.9) of this section brings out an interesting fact about

frames with completely non-factorizable Grammian. To realize this property we

state some more characterizations of Riesz basic sequences. First we recall a few

definitions.

Definition 5.1.1. A sequence {fi} in a Hilbert space is said be ω-independent if

whenever the series
∑

i αifi = 0 for some scalars αi, then αi = 0, for all i.

Notice that a Bessel sequence is w-independent if F ∗ has zero kernel. Further,

note that an w-independent sequence is linearly independent. Though, the converse

is not true [22]. By linear independence of an infinite set, we mean every finite subset

is linearly independent.

Definition 5.1.2. A sequence {fi} in a Hilbert space is said be minimal if fj /∈

span{fi : i 6= j}, for all j.

Definition 5.1.3. A frame {fi} is said to be exact if it ceases to be a frame when

an arbitrary element is removed from it.

The following result discloses the connection of all of the above concepts with Riesz

basic sequences. For a proof of this result, we refer the reader to [17, 22].

Theorem 5.1.4. Let {fi} be a frame sequence for a Hilbert space H. Then the

following are equivalent:

(i) {fi} is a Riesz basis for H.
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(ii) {fi} is exact.

(iii) {fi} is minimal.

(iv) {fi} is ω-independent.

Thus, in a Riesz basic sequences there is lot of “independency” among the sequence

elements.

To get to the main result of this section, we first prove some preliminary results.

The following is an interesting observation about 2×2 positive matrices of operators.

First recall that a net {Tλ}λ∈Λ of bounded operators on a Hilbert space H converges

to a bounded operator T ∈ B(H) in the weak operator topology if and only if

〈Tλh, k〉 → 〈Th, k〉, for all h, k ∈ H.

Proposition 5.1.5. Let H and K be Hilbert spaces, and let T ∈ B(K,H), V ∈ B(K)

with V positive. Then:

(i) T (V + ǫI)−1T ∗ ≤ A for all ǫ > 0, and for every A ∈ B(H) such




A T

T ∗ V


 ∈

B(H⊕K) is a positive operator,

(ii) there exists a positive X ∈ B(H), such that 〈Xh, h〉 = limǫ→0〈T (V + ǫI)−1T ∗h, h〉,

for every h ∈ H,

(iii) X ≤ A, for every positive A ∈ B(H) such




A T

T ∗ V


 ∈ B(H⊕K) is a positive

operator,
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(iv)




X T

T ∗ V


 is the smallest positive operator in B(H⊕K) of the form




∗ T

T ∗ V


 .

Proof. To prove (i), let ǫ > 0 and A ∈ B(H) such that




A T

T ∗ V


 ∈ B(H⊕K) is

a positive operator. Note that




A T

T ∗ V


 ≥ 0 ⇔




A+ δI T

T ∗ V + ǫI


 ≥ 0 ∀ ǫ, δ > 0

⇔




I W

W ∗ I


 ≥ 0 ∀ ǫ, δ > 0,

where W = (A+δI)−1/2T (V + ǫI)−1/2. But the last inequality on the right hand side

holds if and only if ‖W‖ ≤ 1 [38, Lemma 3.2]. Further note that

‖W‖ ≤ 1 ⇔ (A+ δI)−1/2T (V + ǫI)−1T ∗(A+ δI)−1/2 ≤ I ∀ ǫ, δ > 0

⇔ T (V + ǫI)−1T ∗ ≤ A+ δI ∀ ǫ, δ > 0

⇔ T (V + ǫI)−1T ∗ ≤ A ∀ ǫ > 0.

We now prove (ii). Note that {T (V +ǫI)−1T ∗}ǫ is a bounded net in B(H) and the

closed balls in B(H) are compact in the weak operator topology. Thus there exists

a X ∈ B(H), such that a subnet {T (V + ǫI)−1T ∗}ǫλ of {T (V + ǫI)−1T ∗}ǫ converges

to X in the weak operator topology. Hence 〈Xh, h〉 = limǫλ→0〈T (V + ǫI)−1T ∗h, h〉,

for every h ∈ H. Now since {T (V + ǫI)−1T ∗}ǫ>0 is an increasing net, therefore it

follows that 〈Xh, h〉 = limǫ→0〈T (V + ǫI)−1T ∗h, h〉, for every h ∈ H. In addition, we

get that X is positive, since each T (V + ǫI)−1T ∗ is positive.
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Clearly, (iii) follows from (i) and (ii). Lastly, we prove (iv). From (iii) it read-

ily follows that the self-adjoint operator




X T

T ∗ V


 is smaller than every positive

operator of the form




∗ T

T ∗ V


 in B(H ⊕K). Thus to complete the proof of (iv)

all it remains is to show that




X T

T ∗ V


 ≥ 0. Note that for this, it is enough to

prove that




X T

T ∗ V + δI


 ≥ 0, for all δ > 0, which can be easily deduced from

some simple calculations, using the fact that 〈Xh, h〉 = limǫ→0
ǫ<δ

〈T (V + ǫI)−1T ∗h, h〉,

for every h ∈ H and δ > 0.

For notational convenience, we shall denote the operator X, obtained in Theorem

5.1.5, by TV −1T ∗. Next is an interesting observation about Grammians.

Theorem 5.1.6. Let {fi}i∈N be a Bessel sequence in a Hilbert space H and let F be

the associated analysis operator. If we write,

FF ∗ = (〈fj, fi〉) =




R11 R12

R21 R22


 ,

then

R12R
−1
22 R21 =

(
〈Pnfj, Pnfi〉

)n
i,j=1

,

where R11 = (〈fj, fi〉)ni,j=1 , n ∈ N, and Pn is the orthogonal projection onto Hn =

span{fi : i ≥ n+ 1}.
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Proof. Let Q ∈ B(ℓ2) be the smallest positive operator of the form




∗ R12

R21 R22


 .

Then using (iv) of Theorem 5.1.5, we get

Q =




R12R
−1
22 R21 R12

R21 R22


 .

Now since Q ≥ 0, we can write Q = (〈hj, hi〉), for a sequence {hi} in ℓ2. Let

K = span{hi : i ∈ J}, where J = {i ∈ N : i ≥ n+ 1}. Then

(
〈PKhj, PKhi〉

)
≤

(
〈hj, hi〉

)
= Q,

where PK is the orthogonal projection onto K. But

(
〈PKhj, PKhi〉

)
=




∗ R12

R21 R22


 ,

and Q is the smallest positive operator in B(ℓ2) of this form; therefore it follows

that Q = (〈PKhj, PKhi〉). This implies that hj ∈ K, for all 1 ≤ j ≤ n, and hence

span{hi : i ∈ N} = K. Also, Q ≤ R. Thus the map, C : span{fi : i ∈ N} → K,

given by C(
∑

i∈N
λifi) =

∑
i∈N

λihi, is a well-defined contraction. Further, note that

C|Hn : Hn → K is an onto isometry, since (〈fj, fi〉)i,j∈J = (〈hj, hi〉)i,j∈J . Therefore,

C|Hn
⊥ = 0.

Lastly, note that (C|Hn)
∗C|Hn is the orthogonal projection onto Hn, and Q =

(〈hj, hi〉) = (〈Cfj, Cfi〉) . Hence,

R12R
−1
22 R21 = (〈hj, hi〉)ni,j = (〈Pnfj, Pnfi〉)ni,j .
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Next is a standard fact about frames, for proof we refer the reader to [17, 22].

Proposition 5.1.7. Let {fi} be a frame for a Hilbert space H. Then the removal of

a vector from {fi} leaves either a frame for H or an incomplete set.

The following is a useful observation about completely non-factorizable operators.

Lemma 5.1.8. Let R ∈ B(ℓ2) be a completely non-factorizable operator. If we

decompose R as

R =




A T

T ∗ V


 ,

then A = TV −1T ∗, where A = (〈Rej, ei〉)ni,j=1.

Proof. We factor R as

R =




TV −1T ∗ T

T ∗ V


 +




A− TV −1T ∗ 0

0 0




≥




A− TV −1T ∗ 0

0 0


 ,

since




TV −1T ∗ T

T ∗ V


 is positive, using (iv) of Theorem 5.1.5. Further, from (iii) of

Theorem 5.1.5, A−TV −1T ∗ ≥ 0. Also it a finite matrix, therefore using the Cholesky

factorization there exists an upper triangular matrix U, such that A − TV −1T ∗ =

UU∗. Thus

R ≥




UU∗ 0

0 0


 = WW ∗,
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where W =




U 0

0 0


 is an upper triangular operator in B(ℓ2). But R is completely

non-factrizable, therefore W = 0. Thus U = 0, which implies that A − TV −1T ∗ =

UU∗ = 0. Hence A = TV −1T ∗.

We are now ready to prove the main result of the section.

Theorem 5.1.9. Let {fi}i∈N be a frame for a Hilbert space H with frame bounds

A,B, such that FF ∗ = (〈fj, fi〉) is completely non-factorizable. Then for each n ∈

N, {fi}i∈Jn is again a frame for H, with frame bounds A
B2n‖(F ∗

nFn)−1‖2+1
, B, where

Jn = {i ∈ N : i ≥ n+1} and Fn : H → ℓ2(Jn) is the corresponding analysis operator.

Proof. For a fixed n ∈ N, we write

FF ∗ =




An Bn

B∗
n Cn


 ,

where An = (〈fj, fi〉)ni,j=1. Then by Theorem 5.1.6,

BnC
−1
n B∗

n =
(
〈Pnfj, Pnfi〉

)n
i,j
,

where Pn is the orthogonal projection onto K = span{fi : i ∈ Jn}. Now since FF ∗ is

completely non-factorizable, therfore

An = BnC
−1
n B∗

n,

using Lemma 5.1.8. Hence, An = (〈Pnfj, Pnfi〉)ni,j, which implies that ‖fi‖2 =

〈fi, fi〉 = 〈Pnfi, Pnfi〉 = ‖Pnfi‖2, for all 1 ≤ i ≤ n. Thus fi ∈ K, for all 1 ≤ i ≤ n.
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So, H = span{fi : i ∈ Jn} = K, and from this it follows that {fi}i∈Jn is a frame for

H, using Proposition 5.1.7.

In order to complete the proof, we now verify that this frame has the desired

frame bounds. Recall, Fn(x) = (〈x, fi〉)i∈Jn , x ∈ H. Since {fi}i∈Jn is a frame for H,

we can write fi =
∑

j∈Jn α
i
jfj, for all 1 ≤ i ≤ n, where αij = 〈fi, (F ∗

nFn)
−1fj〉. Then

for x ∈ H and 1 ≤ i ≤ n

|〈x, fi〉|2 =
∣∣〈x,

∑

j∈Jn

αijfj〉
∣∣2

=
∣∣ ∑

j∈Jn

αij〈x, fj〉
∣∣2

≤
( ∑

j∈Jn

|αij|2
)( ∑

j∈Jn

|〈x, fj〉|2
)

≤ B‖(F ∗
nFn)

−1fi‖2
∑

j∈Jn

|〈x, fj〉|2

≤ B2‖(F ∗
nFn)

−1‖2
∑

j∈Jn

|〈x, fj〉|2.

Thus,
n∑

i=1

|〈x, fi〉|2 ≤ B2n‖(F ∗
nFn)

−1‖2
∑

j∈Jn

|〈x, fj〉|2.

So,

A‖x‖2 ≤
n∑

i=1

|〈x, fi〉|2 +
∑

i∈Jn

|〈x, fi〉|2

≤
(
B2n‖(F ∗

nFn)
−1‖2 + 1

) ∑

i∈Jn

|〈x, fi〉|2.

Therefore,

A‖x‖2

B2n‖(F ∗
nFn)

−1‖2 + 1
≤

∑

i∈Jn

|〈x, fi〉|2.
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Also,
∑

i∈Jn

|〈x, fi〉|2 ≤
∑

i∈N

|〈x, fi〉|2 ≤ B‖x‖2.

Hence {fi}i∈Jn is a frame with frame bounds

A

B2n‖(F ∗
nFn)

−1‖2 + 1
, B.

The above theorem points out that in a frame with completely non-factorizable

Grammian, vectors are “dependent” on one another in such a way that no matter

which finite set you remove, you end up with a frame whose span is still dense in

the whole space. Thus, keeping in mind Theorem 5.1.4, Theorem 5.1.9 suggests that

a frame with completely non-factorizable Grammian might be a good candidate for

constructing a counter example to the FC.

Next is an application of the above theorem. For this we need the following result

from [14], which points out a complementarity behavior between spanning and linear

independence.

Proposition 5.1.10 (BCPS, [14]). Let H be a Hilbert space with orthonormal basis

{fi}i∈S, let P ∈ B(H) be the orthogonal projection onto a closed subspace of H, and

let B ⊆ S. Then the linear span of {Pfi}i∈B is dense in Ran(P ) if and only if the

operator
(
〈(I − P )fj, (I − P )fi〉

)
i,j∈Bc on ℓ2(Bc) is one-to-one.

Theorem 5.1.11. Let P ∈ B(ℓ2) be an orthogonal projection. If P is completely

non-factorizable, then the Parseval frame {(I − P )ei} is linearly independent.
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Proof. Since P is an orthogonal projection, {Pei} is a Parseval frame for Ran(P )

and P is the Grammian for {Pei}. Also, P is completely non-factorizable. Thus

using Theorem 5.1.9, span{Pei : i ∈ F c} = Ran(P ), for every finite set F ⊆ N.

Then by Proposition 5.1.10, we get that the matrix (〈(I − P )ej, (I − P )ei〉)i,j∈F is

one-to-one, for every finite subset F of N. This further implies that {(I − P )ei}i,j∈F

is a linearly independent set, for every finite subset F of N. Hence {(I − P )ei} is a

linearly independent set.

We end this section with a concrete example of a frame with completely non-

factorizable Grammian. This completely non-factorizable operator is discussed in

[1]. First we recall a result from [1], which characterizes completely non-factorizable

operators.

In [1], it is shown that given a positive operator A = (aij) ∈ B(ℓ2), the function

KA(z, w) =
∑∞

i,j=0 aijz
iwj defines a positive definite function on D×D. Hence KA is

a kernel function on D. We denote the RKHS corresponding to the kernel function

KA by H(A). We can verify that when P ∈ B(H2) is a positive contraction and A =

(〈Pzj, zi〉), then the RKHS H(A) coincides with the contractive Hilbert space H(P ).

In particular, when P ∈ B(H2) is an orthogonal projection and A = (〈Pzj, zi〉),

then H(A) coincides with Ran(P ), since in this case H(P ) and Ran(P ) are the same

Hilbert space.

Theorem 5.1.12 (AFMP, [1]). A positive operator A ∈ B(ℓ2) is completely non-

factorizable if and only if the RKHS H(A) contains no polynomials.
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Example 5.1.13. Let b be an infinite Blaschke product in H2. Let P be the orthog-

onal projection onto bH2. Set fi = Pzi, for all i ≥ 0. Then {fi} is a Parseval frame

for bH2 and FF ∗ = (〈Pzj, zi〉). Since b has infinitely many zeroes, therefore bH2

contains no polynomial. But, bH2 = Ran(P ) = H(FF ∗). Hence by Theorem 5.1.12,

FF ∗ is completely non-factorizable..

A closer look reveals more interesting and a bit surprising facts about this exam-

ple. Let b =
∑∞

i=0 αiz
i. Then, P = TbT

∗
b , and so fi = bgi, where gi =

∑i
j=0 αi−jz

j

is a polynomial of degree at most i. Further, since b is an inner function, therefore

〈fj, fi〉 = 〈gj, gi〉. Hence, we can replace our original Parseval frame {fi} with the

Parseval frame {gi}, which consists of polynomials. In addition, gi = S∗(gi+1) for all

i, where S∗ ∈ B(H2) is the backward shift operator. Moreover, if we assume that

α0 6= 0, then {gi} is a linearly independent set, and the degree of the ith polynomial

gi is exactly i.

Furthermore, the linear independence of {gi}i≥0 forces the matrix (〈gj, gi〉)i,j∈F

to be one-to-one, for every finite set F ⊆ N ∪ {0}. This implies that the matrix

(〈fj, fi〉)i,j∈F is one-to-one, since 〈fj, fi〉 = 〈gj, gi〉. Hence span{(I − P )zi : i ∈ F c} =

Ran(I−P ), for every finite subset F of N∪{0}, using Proposition 5.1.10. Also, since

FF ∗ = (〈Pzj, Pzi〉) is completely non-factorizable, therefore using Theorem 5.1.9,

span{Pzi : i ∈ F c} = Ran(P ), for every finite set F ⊆ N∪{0}. Hence by Proposition

5.1.10, it follows that {(I − P )zi} is a linearly independent set.

To summarize, we have got a linearly independent (assuming α0 6= 0) Parseval

frame {gi}, for Ran(P ), where each gi is a polynomial of degree i. Though the frame
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vectors are independent, there is still a lot of “dependency” among them in the sense

that gi = S∗(gi+1), for all i and span{gi : i ∈ F c} = Ran(P ), for every finite subset

F of N ∪ {0}. In addition, we have got that the Parseval frame {(I − P )zi}, for

Ran(I − P ), is also linearly independent, and satisfies that {(I − P )zi : i ∈ F c} =

Ran(I − P ), for every finite set F ⊆ N ∪ {0}.

5.2 Grammian and the Upper Triangular Opera-

tors

In this section, we will discuss some results concerning frames with Grammian of the

form UU∗, where U ∈ B(ℓ2) is upper triangular. We begin with some preliminary

results, which might be interesting in their own right.

Theorem 5.2.1. Let {fi} be a frame for a Hilbert space. If dim(Ker(F ∗)) = 1,

then there exists i0 such that {fi}i6=i0 is a Riesz basic sequences, where F is the

corresponding analysis operator. In fact, {fi}i6=i0 is a Riesz basis for H.

Proof. Let x = {xi} ∈ Ker(F ∗), x 6= 0. Let i0 be the first index such that xi 6= 0.

Then, 0 = xi0fi0 +
∑

i>i0
xifi, which implies that

fi0 =
∑

i>i0

yifi,

where yi = −xi/xi0 .

Thus H = span{fi : i ∈ J}, that is, {fi}i∈J is a complete set, where J = {i : i 6=

i0}. Hence, it is a frame for H, using Proposition 5.1.7. Let G : H → ℓ2(J) be the
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analysis operator for the frame {fi}i∈J . We claim that {fi}i∈J is a Riesz basis for H.

To accomplish this we will show that Ker(G∗) = 0.

Let {αi} ∈ Ker(G∗). Then
∑

i∈J αifi = 0. This gives an element {βi} inKer(F ∗),

where βi = αi if i ∈ J and βi0 = 0. Then there exists a scalar c, such that βi = cxi

for all i, since Ker(F ∗) is spanned by x. In particular, 0 = βi0 = cxi0 , which implies

that c = 0, since xi0 6= 0. Thus βi = 0, for all i. This makes αi = 0, for all i. Thus

Ker(G∗) = 0, and hence {fi}i∈J is a Riesz basis for H.

Theorem 5.2.2. Let {fi}i∈N be a frame for a Hilbert space H. If dim(Ker(F ∗))

is finite, then the frame splits into finitely many Riesz basic sequences. In fact, if

dim(Ker(F ∗)) = m then there exist i1, i2, . . . , im ∈ N such that {fi}i∈L is a Riesz

basis for H, where L = {i ∈ N : i 6= i1, . . . , im}.

Proof. We prove the result by induction on dim(Ker(F ∗)). If dim(Ker(F ∗)) = 0,

then Ker(F ∗) = {0} and so {fi}i∈N is a Riesz basis for H. By Theorem 5.2.1 the

result is also true, when dim(K(F ∗)) = 1. We assume the result is true for every

frame for which dim(Ker(F ∗)) ≤ m, and we will prove the result for the case when

dim(Ker(F ∗)) = m+ 1.

Let x = {xi}i∈N ∈ Ker(F ∗), x 6= 0. Let i0 be the first index such that xi 6= 0.

Then, 0 = xi0fi0 +
∑

i>i0
xifi which implies that

fi0 =
∑

i>i0

yifi, (5.1)

where yi = −xi/xi0 .

Thus {fi}i∈J is a complete set in H, where J = {i ∈ N : i 6= i0}. Therefore,
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{fi}i∈J is a again a frame for H, using Proposition 5.1.7. Let G : H → ℓ2(J) be the

corresponding analysis operator. We claim that the dimension of Ker(G∗) is m.

Note that if {αi}i∈N ∈ Ker(F ∗), then the sequence {αi+αi0yi}i∈J is in Ker(G∗),

using equation (5.1), where yi = 0, for i < i0. Thus we obtain a well-defined linear

map T : Ker(F ∗) → Ker(G∗), given by T ({αi}i∈N) = {αi + αi0yi}i∈J . Clearly, T is

onto. Further, note that Ker(T ) is a one-dimensional subspace of Ker(F ∗), spanned

by the vector {zi}i∈N, where zi = −yi, if i ∈ J and equals 1, if i = i0. Therefore

the dimension for Ker(T )⊥ is m. Hence, dim(Ker(G∗)) = m, since T : Ker(T )⊥ →

Ker(G∗) is an isomorphism. Thus by induction hypothesis there exist i1, . . . , im ∈ J,

such that {fi}i∈J1
is Riesz basis for H, where J1 = {i ∈ J : i 6= i1, . . . , im}. Clearly, a

singleton is a Riesz basis for its span. Hence the frame {fi}i∈N is divided into m+ 1

Riesz basic sequences, namely {fi0}, {f1}, . . . , {fm} and {fi}i∈L, where L = {i ∈ N :

i 6= i0, i1 . . . , im} and {fi}i∈L is a Riesz basis for H.

Recall that a frame is a Riesz basis if Ker(F ∗) = 0. Hence the above theorem

is interesting as it justifies the intuition that a frame for which Ker(F ∗) is finite

dimensional should not be too far from being a Riesz basis. Moreover, it also gives a

count on the number of vectors that must be removed to make such a frame a Riesz

basis. In addition, it also tells us that such frames satisfy the FC.

As we mentioned earlier, there are many equivalent conjectures to the Kadison-

Singer Problem and hence to the FC. One such equivalent conjecture, perhaps one

of the most famous ones, is the paving conjecture [2, 3, 4]. Our next result is related

to this conjecture and it comes up as an application to our previous theorem. To
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state this result, we recall the following definition.

Definition 5.2.3. A bounded operator T ∈ B(ℓ2) is said to be (δ, r)-pavable if there

exists a partition A1, . . . , Ar of N such that ‖PAi(T−E(T ))PAi‖ ≤ δ, for all 1 ≤ i ≤ r.

Recall that E : B(ℓ2) → B(ℓ2) is the bounded operator which maps an operator

T to its diagonal, that is, to the diagonal operator with ith diagonal entry 〈Tei, ei〉.

Theorem 5.2.4. Let P ∈ B(ℓ2) be an orthogonal projection with finite codimension.

Then P is (r,m+ 2)-pavable for some 0 < r < 1, where m ≤ dim(Ker(P )).

Proof. Let fi = P (ei), then {fi}i∈N is a frame for Ran(P ). Since kernel of P is finite

dimensional, therefore at most finitely many fi
′

s can be zero. Finite codimension of P

also implies that ‖fi‖ = ‖P (ei)‖ → 1. Thus there exist a 0 < δ < 1 and i1, . . . , it ∈ N,

such that ‖Pei‖ ≥ δ for all i 6= i1, . . . it and P (ei) = 0, for i = i1, . . . , it.

Let J = {i ∈ N : i 6= i1, . . . , it} and let F : Ran(P ) → ℓ2(J) be the analysis

operator for the frame {fi}i∈J . Then we can easily verify that dim(Ker(F ∗)) ≤

dim(Ker(P )). Thus Kernel of F ∗ is finite dimensional, let dim(Ker(F ∗)) = m.

Therefore by Theorem 5.2.2, there exist a partition A1, . . . Am+1 of J and constants

0 < c1, . . . , cm+1 < 1, such that

PAlFF
∗PAl ≥ clPAl ,

for all 1 ≤ l ≤ m + 1. Thus, PAlPPAl ≥ clPAl for all 1 ≤ l ≤ m + 1. Also, for each

1 ≤ l ≤ m+ 1, δ2PAl ≤ PAlE(P )PAl ≤ PAl , since ‖fi‖ ≥ δ, for all i ∈ J. Hence,

−(1 − cl)PAl ≤ PAl(P − E(P ))PAl ≤ (1 − δ2)PAl ,
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for all 1 ≤ l ≤ m+ 1. Lastly, let r = maxl{1 − cl, 1 − δ2}. Then

−rPAl ≤ PAl(P − E(P ))PAl ≤ rPAl ,

for all 1 ≤ l ≤ m+1. Further, let Am+2 = {i1, . . . , it}. Then PAm+2
(P−E(P ))PAm+2

=

0, and therefore −rPAm+2
≤ PAm+2

(P − E(P ))PAm+2
≤ rPAm+2

. Thus we obtain a

partition A1, . . . , Am+2 of N, such that

−rPAl ≤ PAl(P − E(P ))PAl ≤ rPAl ,

for all 1 ≤ l ≤ m+2. This implies that ‖PAl(P−E(P ))PAl‖ ≤ r, for all 1 ≤ l ≤ m+2,

and hence P is (r,m+ 2)-pavable.

Corollary 5.2.5. Let b be a finite Blaschke product with m factors (repeated accord-

ing to the multiplicity). Then the positive operator TbT
∗
b is (r, t+ 2)- pavable, where

0 < r < 1 and 0 ≤ t ≤ m.

Proof. The result follows directly from Theorem 5.2.4, using the fact that TbT
∗
b is an

orthogonal projection with codimension m.

In the above corollary, we are considering TbT
∗
b as an operator on ℓ2, using the

canonical identification between H2 and ℓ2. This identification is given by the iso-

metric isomorphism T : ℓ2 → H2, defined by T (ei) = zi−1, i ∈ N.

We are now ready to present the main result (Theorem 5.2.7) of the section, in

which we prove the FC for a class of frames for which the Grammian is of the form

UU∗, for some upper triangular U ∈ B(ℓ2). Note that a Grammian of the form UU∗,

where U ∈ B(ℓ2) is upper triangular, can also be viewed as a Grammian of the
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form L∗L, where L ∈ B(ℓ2) is lower triangular. We work with the later form. The

following result is an essential part of the proof our main result, we are presenting it

separately for reader’s convenience.

Theorem 5.2.6. Let R ∈ B(ℓ2) be a lower triangular operator with only finitely

many diagonal entries zero. Then dim(Ker(R))is finite.

Proof. Let R = (rij) and let rnn 6= 0 for all n > N. Write

R =




A 0

B L


 ,

where A = (rij)
N
i,j=1. Then L is a lower triangular matrix with all diagonal entries

non-zero, and thus it is one-to-one. In order to prove dim(Ker(R)) is finite, we will

show that that dim(Ker(R)) ≤ 2dim(Ker(A)).

To settle this, we let {xi}mi=1 be a basis for Ker(A). Further, suppose z =



x

y


 ∈

Ker(R). Then




A(x)

B(x) + L(y)


 = 0, and thus A(x) = 0 and L(y) = −B(x). Now

expressing x =
∑m

i=1 αixi for some scalars α
′

is, we get L(y) = −∑m
i=1 αiBxi, which

implies that Ly ∈ span{Bx1, . . . , Bxm}. This defines a linear map T : Ker(R) → F ,

given by

T






x

y





 = Ly,

where F = span{B(x1), . . . , B(xm)}. Note that



x

y


 ∈ Ker(T ) if and only if y = 0,
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since L is one-to-one. Therefore,

Ker(T ) =







x

0


 :



x

0


 ∈ Ker(R)





=







x

0


 :



Ax

Bx


 =




0

0







.

Thus, dim(Ker(T )) ≤ dim(Ker(A)) = m. Also, dim(Ran(T )) ≤ dim(F) ≤ m.

Hence, dim(Ker(R)) ≤ 2m <∞.

The following is the main result of the section.

Theorem 5.2.7. Let {fi} be a frame for a Hilbert space H and let F be the cor-

responding analysis operator. If F ∗ is a lower triangular matrix with only finitely

many diagonal entries zero, then {fi} satisfies the FC.

Proof. By Theorem 5.2.6, dim(Ker(F ∗)) is finite, Since F ∗ is lower triangular and

has only finitely many diagonal entries zero. Thus by theorem 5.2.2, the frame {fi}

splits into finitely many Riesz basic sequences, and hence satisfies the FC.

Remark 5.2.8. Notice that frames, where F ∗ is lower triangular with only finitely

many diagonal entries zero, carry more information than it is needed in Theorem

5.2.7. Since for such frames dim(Ker(F ∗)) is finite, therefore these can be made

into Riesz basis just by removing finitely many vectors from them. Moreover, we also

have an upper bound on the number of vectors to be removed in terms of the number

of zeroes on the diagonal of F ∗.

The following is a direct proof of Theorem 5.2.7, when H = ℓ2.
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Theorem 5.2.9. Let {fi} be a frame for ℓ2, such that F ∗ is lower triangular. Then

{fi} is a Riesz basis for ℓ2.

Proof. To prove {fi} is a Riesz basis for l2, we will show that F ∗ has no kernel.

For this it is enough to prove that no diagonal entry of F ∗ is zero, since it is lower

triangular. Suppose there exists a n, such that the nth diagonal entry of F ∗ is zero,

i.e., 〈F ∗(en), en〉 = 〈fn, en〉 = 0.

Further, any x ∈ span{e1, . . . , en} can be written as x =
∑

i aifi, since {fi} is a

frame for ℓ2. Let Pn be the orthogonal projection onto span{e1, . . . , en}. Then

x = Pn(x) =
∑

i

aiPn(fi).

Since F ∗ is lower triangular, therefore 〈fn, ei〉 = 0, for all 1 ≤ i ≤ n − 1, and

〈fj, ei〉 = 0, for all 1 ≤ i ≤ n, j > n. Also, 〈fn, en〉 = 0. Hence, 〈fj, ei〉 = 0 for

all 1 ≤ i ≤ n, j ≥ n, which implies that P (fj) = 0 whenever j ≥ n. Thus, x =

∑n−1
i=1 aiPn(fi). But then, span{e1, . . . , en} ⊆ span{Pn(f1), . . . , Pn(fn−1)}. , which is

not possible. Hence, we conclude that each diagonal entry of F ∗ is non-zero. Now

it follows easily that F ∗ has no kernel, since F ∗ is lower triangular. Also F ∗ is onto,

since {fi} is a frame. Hence {fi} is a Riesz basis for ℓ2.

103



Bibliography

[1] G. T. Adams, J. Froelich, P. J. McGuire, and V. Paulsen, Analytic reproducing
kernels and factorization, Indiana Univ. Math. J. 43 (1994), no. 3, 839–856.

[2] J. Anderson, Extensions, restrictions, and representations of states on C∗-
algebras, Trans. Amer. Math. Soc. 249 (1979), no. 2, 303–329.

[3] J. Anderson, Extreme points in sets of positive linear maps on B(H), J. Funct.
Anal. 31 (1979), no. 2, 195–217.

[4] J. Anderson, A conjecture concerning the pure states of B(H) and a related the-
orem, Topics in modern operator theory (Timisoara/Herculane, 1980), Operator
Theory: Adv. Appl., 2, Birkhauser, Basel-Boston, Mass. (1981), 27–43.

[5] N. Aronszajn, Theory of reproducing kernels, Trans. Amer. Math. Soc. 68 (1950),
337–404.

[6] R. Balan, P. Casazza, C. Heil, and Z. Landau, Density, overcompleteness, and
localization of frames, Electron. Res. Announc. Amer. Math. Soc. 12 (2006),
71–86 (electronic).

[7] R. Balan, P. Casazza, C. Heil, and Z. Landau, Density, overcompleteness, and
localization of frames. II. Gabor systems, J. Fourier Anal. Appl. 12 (2006), no.
3, 309–344.

[8] A. Baranov and K. Dyakonov, The Feichinger conjecture for reproducing kernels
in model subspaces, arXiv:0906.2158 (2009).

[9] N. Bari, Biorthogonal systems and bases in Hilbert space, (Russian) Moskov.
Gos. Univ. Uenye Zapiski Matematika 148(4) (1951), 69–107.

104



BIBLIOGRAPHY

[10] Y. Belov, T. Mengestie, and K. Seip, Discrete Hilbert transforms on sparse
sequences, arXiv:0912.2899 (2009).

[11] C. Berg, J. Christensen, and P. Ressel, Harmonic analysis on semigroups. The-
ory of positive definite and related functions, Graduate Texts in Mathematics,
100. Springer-Verlag, New York, 1984.

[12] K. Berman, H. Halpern, V. Kaftal, and G. Weiss, Matrix norm inequalities and
the relative Dixmier property, Integral Equations Operator Theory 11 (1988),
no. 1, 28–48.

[13] B. Berndtsson and J. Ortega Cerda, On interpolation and sampling in Hilbert
spaces of analytic functions, J. Reine Angew. Math. 464 (1995), 109–128.

[14] B. Bodmann, P. Casazza, V. Paulsen, and D. Speegle, Spanning and indepen-
dence properties of frame partitions, arXiv:1004.2446 (2010).

[15] M. Bownik and D. Speegle, The Feichtinger conjecture for wavelet frames, Gabor
frames and frames of translates, Canad. J. Math. 58 (2006), no. 6, 1121–1143.

[16] S. Brekke and K. Seip, Density theorems for sampling and interpolation in the
Bargmann-Fock space. III, Math. Scand. 73 (1993), no. 1, 112–126.

[17] P. Casazza, The art of frame theory, Taiwanese J. Math. 4 (2000), no. 2, 129–
201.

[18] P. Casazza, O. Christensen, A. Lindner, and R. Vershynin, Frames and the
Feichtinger conjecture, Proc. Amer. Math. Soc. 133 (2005)

[19] P. Casazza, M. Fickus, J. Tremain, and E. Weber, The Kadison-Singer problem
in mathematics and engineering: a detailed account, Operator theory, operator
algebras, and applications, Contemp. Math., 414, Amer. Math. Soc., Providence,
R.I. (2006), 299–355.

[20] P. Casazza and G. Kutyniok, D. Speegle, J. Tremain, A decomposition theorem
for frames and the Feichtinger conjecture, Proc. Amer. Math. Soc. 136 (2008),
no. 6, 2043–2053.

[21] P. Casazza and J. Tremain, The Kadison-Singer problem in mathematics and
engineering, Proc. Natl. Acad. Sci. USA 103 (2006), no. 7, 2032–2039 (elec-
tronic).

[22] O. Christensen, Frames and bases. An introductory course, Applied and Numer-
ical Harmonic Analysis, Birkhuser Boston, Inc., Boston, MA, 2008.

105



BIBLIOGRAPHY

[23] K. Davidson, V. Paulsen, M. Raghupathi, and D. Singh, A constrained
Nevanlinna-Pick interpolation problem, Indiana Univ. Math. J. 58 (2009), no.
2, 709–732.

[24] R. Douglas, On majorization, factorization, and range inclusion of operators on
Hilbert space, Proc. Amer. Math. Soc. 17 (1966), 413–415.

[25] P. Duren and A. Schuster, Bergman spaces, Mathematical Surveys and Mono-
graphs, 100. American Mathematical Society, Providence, R.I., 2004.
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