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The Fluid Mechanics of
Microdevices —The Freeman
Scholar Lecture

Mohamed Gad-el-Hak
Manufacturing processes that can create extremely small machines have been devel-

Professor, oped in recent years. Microelectromechanical systems (MEMS) refer to devices thatDepartment of Aerospace and
have characteristic length of less than 1 mm but more than 1 micron, that combineMechanical Engineering,
electrical and mechanical components and that are fabricated using integrated circuitUniversity of Notre Dame,
batch-processing techniques. Electrostatic, magnetic, pneumatic and thermal actua-Notre Dame, IN 46556.
tors, motors, valves, gears, and tweezers of less than 100-mm size have been fabri-Fellow ASME

E-mail: Mohamed.Gad-el-Hak.1@nd.edu cated. These have been used as sensors for pressure, temperature, mass flow, velocity
and sound, as actuators for linear and angular motions, and as simple components
for complex systems such as micro-heat-engines and micro-heat-pumps. The technol-
ogy is progressing at a rate that far exceeds that of our understanding of the unconven-
tional physics involved in the operation as well as the manufacturing of those minute
devices. The primary objective of this article is to critically review the status of
our understanding of fluid flow phenomena particular to microdevices. In terms of
applications, the paper emphasizes the use of MEMS as sensors and actuators for
flow diagnosis and control.

yourself, ‘‘If I could only train an ant to do this!’’ What I wouldAbout the Author
like to suggest is the possibility of training an ant to train aMohamed Gad-el-Hak received his B.Sc. (summa cum
mite to do this. What are the possibilities of small but movablelaude) in mechanical engineering from Ain Shams University in
machines? They may or may not be useful, but they surely would1966 and his Ph.D. in fluid mechanics from the Johns Hopkins
be fun to make.University in 1973. He has since taught and conducted research
(From the talk ‘‘There’s Plenty of Room at the Bottom,’’ deliv-at the University of Southern California, University of Virginia,
ered by Richard P. Feynman at the annual meeting of the Ameri-Institut National Polytechnique de Grenoble, and Université de
can Physical Society, Pasadena, California, 29 December 1959.)Poitiers, and has lectured extensively at seminars in the United

Tool making has always differentiated our species from allStates and overseas. Dr. Gad-el-Hak is currently Professor of
others on earth. Aerodynamically correct wooden spears wereAerospace and Mechanical Engineering at the University of
carved by archaic homosapiens close to 400,000 years ago. ManNotre Dame. Prior to that, he was a Senior Research Scientist
builds things consistent with his size, typically in the range ofand Program Manager at Flow Research Company in Seattle,
two orders of magnitude larger or smaller than himself, as indi-Washington. Dr. Gad-el-Hak has published over 280 articles
cated in Fig. 1. (Though the extremes of length-scale are outsideand presented 170 invited lectures in the basic and applied
the range of this figure, man, at slightly more than 100 m,research areas of isotropic turbulence, boundary layer flows,
amazingly fits right in the middle of the smallest subatomicstratified flows, compliant coatings, unsteady aerodynamics, bi-
particle which is approximately 10026 m and the extent of theological flows, non-Newtonian fluids, hard and soft computing
observable universe which is Ç1.42 1 1026 m (15 billion lightincluding genetic algorithms, and flow control. He is the author
years) . An egocentric universe indeed!) But humans have al-of the book Flow Control, and editor of three Springer-Verlag’s
ways striven to explore, build, and control the extremes ofbooks Frontiers in Experimental Fluid Mechanics, Advances in
length and time scales. In the voyages to Lilliput and Brobding-Fluid Mechanics Measurements, and Flow Control: Fundamen-
nag of Gulliver’s Travels, Jonathan Swift (1727) speculates ontals and Practices. Professor Gad-el-Hak is a fellow of The
the remarkable possibilities which diminution or magnificationAmerican Society of Mechanical Engineers, a life member of
of physical dimensions provides. The Great Pyramid of Khufuthe American Physical Society, and an associate fellow of the
was originally 147 m high when completed around 2600 B.C.,American Institute of Aeronautics and Astronautics. He has
while the Empire State Building constructed in 1931 is pres-recently been inducted as an eminent engineer in Tau Beta Pi,
ently—after the addition of a television antenna mast in 1950—an honorary member in Sigma Gamma Tau and Pi Tau Sigma,
449 m high. At the other end of the spectrum of man-madeand a member-at-large in Sigma Xi. From 1988 to 1991, Dr.
artifacts, a dime is slightly less than 2 cm in diameter. Watch-Gad-el-Hak served as Associate Editor for AIAA Journal. He
makers have practiced the art of miniaturization since the thir-is currently an Associate Editor for Applied Mechanics Reviews.
teenth century. The invention of the microscope in the seven-In 1998, Professor Gad-el-Hak was named the Fourteenth
teenth century opened the way for direct observation of mi-ASME Freeman Scholar.
crobes and plant and animal cells. Smaller things were man-
made in the latter half of this century. The transistor—invented1 Introduction
in 1948—in today integrated circuits has a size of 0.25 micronHow many times when you are working on something frus-
in production and approaches 50 nanometers in research labora-tratingly tiny, like your wife’s wrist watch, have you said to
tories. But what about the miniaturization of mechanical parts—
machines—envisioned by Feynman (1961) in his legendary

Contributed by the Fluids Engineering Division for publication in the JOURNAL speech quoted above?
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division

Manufacturing processes that can create extremely small ma-August 31, 1998; revised manuscript received December 14, 1998. Associate
Technical Editor: D. P. Telionis. chines have been developed in recent years (Angell et al., 1983;
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Fig. 1 The scale of things, in meters. Lower scale continues in the upper bar from left to right.

Gabriel et al., 1988; 1992; O’Connor, 1992; Gravesen et al., manufacturing of nanoliters of chemicals and development of
artificial pancreas. Several new journals are dedicated to the1993; Bryzek et al., 1994; Gabriel, 1995; Hogan, 1996; Ho and

Tai, 1996; 1998; Tien, 1997; Busch-Vishniac, 1998; Amato, science and technology of MEMS, for example IEEE/ASME
Journal of Microelectromechanical Systems, Journal of Micro-1998). Electrostatic, magnetic, pneumatic and thermal actua-

tors, motors, valves, gears and tweezers of less than 100 mm mechanics and Microengineering, and Microscale Thermophys-
ical Engineering.size have been fabricated. These have been used as sensors

for pressure, temperature, mass flow, velocity and sound, as Not all MEMS devices involve fluid flows, but the present
review will focus on the ones that do. Microducts, micropumps,actuators for linear and angular motions, and as simple compo-

nents for complex systems such as micro-heat-engines and mi- microturbines and microvalves are examples of small devices
involving the flow of liquids and gases. MEMS can also becro-heat-pumps (Lipkin, 1993; Garcia and Sniegowski, 1993;

1995; Sniegowski and Garcia, 1996; Epstein and Senturia, 1997; related to fluid flows in an indirect way. The availability of
inexpensive, batch-processing-produced microsensors and mi-Epstein et al., 1997). The technology is progressing at a rate

that far exceeds that of our understanding of the unconventional croactuators provides opportunities for targeting small-scale co-
herent structures in macroscopic turbulent shear flows. Flowphysics involved in the operation as well as the manufacturing

of those minute devices. The present paper focuses on one control using MEMS promises a quantum leap in control system
performance. The present article will cover both the direct andaspect of such physics: fluid flow phenomena associated with

micro-scale devices. In terms of applications, the paper will indirect aspects of microdevices and fluid flows. Section 2 ad-
dresses the question of modeling fluid flows in microdevices,emphasize the use of MEMS as sensors and actuators for flow

diagnosis and control. and Section 3 gives a brief overview of typical applications of
MEMS in the field of fluid mechanics. The paper by LöfdahlMicroelectromechanical systems (MEMS) refer to devices

that have characteristic length of less than 1 mm but more than and Gad-el-Hak (1999) provides more detail on MEMS applica-
tions in turbulence and flow control.1 micron, that combine electrical and mechanical components

and that are fabricated using integrated circuit batch-processing The Freeman Scholarship is bestowed biennially, in even-
numbered years. The Fourteenth Freeman Lecture presented intechnologies. Current manufacturing techniques for MEMS in-

clude surface silicon micromachining; bulk silicon microma- 1998 is, therefore, the last of its kind in this millennium, and
the topic of micromachines is perhaps a fitting end to a centurychining; lithography, electrodeposition and plastic molding (or,

in its original German, lithographie galvanoformung abfor- of spectacular progress in mechanical engineering led in no
small part by members of ASME International.mung, LIGA); and electrodischarge machining (EDM). As in-

dicated in Fig. 1, MEMS are more than four orders of magnitude
larger than the diameter of the hydrogen atom, but about four 2 Fluid Mechanics Issues
orders of magnitude smaller than the traditional man-made arti-
facts. Nanodevices (some say NEMS) further push the envelope 2.1 Prologue. The rapid progress in fabricating and utiliz-

ing microelectromechanical systems during the last decade hasof electromechanical miniaturization.
Despite Feynman’s demurring regarding the usefulness of not been matched by corresponding advances in our understand-

ing of the unconventional physics involved in the operation andsmall machines, MEMS are finding increased applications in a
variety of industrial and medical fields, with a potential world- manufacture of small devices. Providing such understanding

is crucial to designing, optimizing, fabricating and operatingwide market in the billions of dollars. Accelerometers for auto-
mobile airbags, keyless entry systems, dense arrays of micro- improved MEMS devices.

Fluid flows in small devices differ from those in macroscopicmirrors for high-definition optical displays, scanning electron
microscope tips to image single atoms, micro-heat-exchangers machines. The operation of MEMS-based ducts, nozzles,

valves, bearings, turbomachines, etc., cannot always be pre-for cooling of electronic circuits, reactors for separating biologi-
cal cells, blood analyzers and pressure sensors for catheter tips dicted from conventional flow models such as the Navier-Stokes

equations with no-slip boundary condition at a fluid-solid inter-are but a few of current usage. Microducts are used in infrared
detectors, diode lasers, miniature gas chromatographs and high- face, as routinely and successfully applied for larger flow de-

vices. Many questions have been raised when the results offrequency fluidic control systems. Micropumps are used for
ink jet printing, environmental testing and electronic cooling. experiments with microdevices could not be explained via tradi-

tional flow modeling. The pressure gradient in a long microductPotential medical applications for small pumps include con-
trolled delivery and monitoring of minute amount of medication, was observed to be non-constant and the measured flowrate was
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higher than that predicted from the conventional continuum
flow model. Load capacities of microbearings were diminished
and electric currents needed to move micromotors were extraor-
dinarily high. The dynamic response of micromachined acceler-
ometers operating at atmospheric conditions was observed to
be over-damped.

In the early stages of development of this exciting new field,
the objective was to build MEMS devices as productively as
possible. Microsensors were reading something, but not many
researchers seemed to know exactly what. Microactuators were
moving, but conventional modeling could not precisely predict
their motion. After a decade of unprecedented progress in
MEMS technology, perhaps the time is now ripe to take stock,
slow down a bit and answer the many questions that arose. The
ultimate aim of this long-term exercise is to achieve rational-
design capability for useful microdevices and to be able to
characterize definitively and with as little empiricism as possible Fig. 2 Molecular and continuum flow models
the operations of microsensors and microactuators.

In dealing with fluid flow through microdevices, one is faced
with the question of which model to use, which boundary condi- The continuum model, embodied in the Navier-Stokes equa-
tion to apply and how to proceed to obtain solutions to the tions, is applicable to numerous flow situations. The model
problem at hand. Obviously surface effects dominate in small ignores the molecular nature of gases and liquids and regards
devices. The surface-to-volume ratio for a machine with a char- the fluid as a continuous medium describable in terms of the
acteristic length of 1 m is 1 m01 , while that for a MEMS device spatial and temporal variations of density, velocity, pressure,
having a size of 1 mm is 106 m01 . The million-fold increase in temperature and other macroscopic flow quantities. For dilute
surface area relative to the mass of the minute device substan- gas flows near equilibrium, the Navier-Stokes equations are
tially affects the transport of mass, momentum and energy derivable from the molecularly-based Boltzmann equation, but
through the surface. The small length-scale of microdevices can also be derived independently of that for both liquids and
may invalidate the continuum approximation altogether. Slip gases. In the case of direct derivation, some empiricism is neces-
flow, thermal creep, rarefaction, viscous dissipation, compress- sary to close the resulting indeterminate set of equations. The
ibility, intermolecular forces and other unconventional effects continuum model is easier to handle mathematically (and is
may have to be taken into account, preferably using only first also more familiar to most fluid dynamists) than the alternative
principles such as conservation of mass, Newton’s second law, molecular models. Continuum models should therefore be used
conservation of energy, etc. as long as they are applicable. Thus, careful considerations of

In this section, we discuss continuum as well as molecular- the validity of the Navier-Stokes equations and the like are in
based flow models, and the choices to be made. Computing order.
typical Reynolds, Mach and Knudsen numbers for the flow Basically, the continuum model leads to fairly accurate pre-
through a particular device is a good start to characterize the dictions as long as local properties such as density and velocity
flow. For gases, microfluid mechanics has been studied by incor- can be defined as averages over elements large compared with
porating slip boundary conditions, thermal creep, viscous dissi- the microscopic structure of the fluid but small enough in com-
pation as well as compressibility effects into the continuum parison with the scale of the macroscopic phenomena to permit
equations of motion. Molecular-based models have also been the use of differential calculus to describe them. Additionally,
attempted for certain ranges of the operating parameters. Use the flow must not be too far from thermodynamic equilibrium.
is made of the well-developed kinetic theory of gases, embodied The former condition is almost always satisfied, but it is the
in the Boltzmann equation, and direct simulation methods such latter which usually restricts the validity of the continuum equa-
as Monte Carlo. Microfluid mechanics of liquids is more com- tions. As will be seen in Section 2.3, the continuum flow equa-
plicated. The molecules are much more closely packed at nor- tions do not form a determinate set. The shear stress and heat
mal pressures and temperatures, and the attractive or cohesive flux must be expressed in terms of lower-order macroscopic
potential between the liquid molecules as well as between the quantities such as velocity and temperature, and the simplest
liquid and solid ones plays a dominant role if the characteristic ( i.e., linear) relations are valid only when the flow is near
length of the flow is sufficiently small. In cases when the tradi- thermodynamic equilibrium. Worse yet, the traditional no-slip
tional continuum model fails to provide accurate predictions or boundary condition at a solid-fluid interface breaks down even
postdictions, expensive molecular dynamics simulations seem before the linear stress-strain relation becomes invalid.
to be the only first-principle approach available to rationally To be more specific, we temporarily restrict the discussion
characterize liquid flows in microdevices. Such simulations are to gases where the concept of mean free path is well defined.
not yet feasible for realistic flow extent or number of molecules. Liquids are more problematic and we defer their discussion to
As a consequence, the microfluid mechanics of liquids is much Section 2.7. For gases, the mean free path L is the average
less developed than that for gases. distance traveled by molecules between collisions. For an ideal

gas modeled as rigid spheres, the mean free path is related to
2.2 Fluid Modeling. There are basically two ways of temperature T and pressure p as follows

modeling a flow field. Either as the fluid really is, a collection
of molecules, or as a continuum where the matter is assumed

L Å 1√
2pns 2

Å kT√
2pps 2

(1)continuous and indefinitely divisible. The former modeling
is subdivided into deterministic methods and probabilistic
ones, while in the latter approach the velocity, density, pres- where n is the number density (number of molecules per unit

volume), s is the molecular diameter, and k is the Boltzmannsure, etc., are defined at every point in space and time, and
conservation of mass, energy and momentum lead to a set of constant.

The continuum model is valid when L is much smaller thannonlinear partial differential equations (Euler, Navier-
Stokes, Burnett, etc.) . Fluid modeling classification is de- a characteristic flow dimension L . As this condition is violated,

the flow is no longer near equilibrium and the linear relationpicted schematically in Fig. 2.
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between stress and rate of strain and the no-slip velocity condi-
tion are no longer valid. Similarly, the linear relation between
heat flux and temperature gradient and the no-jump temperature
condition at a solid-fluid interface are no longer accurate when
L is not much smaller than L .

The length-scale L can be some overall dimension of the
flow, but a more precise choice is the scale of the gradient of
a macroscopic quantity, as for example the density r,

L Å r

Z ÌrÌy Z
(2)

Fig. 3 Knudsen number regimes

The ratio between the mean free path and the characteristic determines the degree of rarefaction and the degree of validity
length is known as the Knudsen number of the continuum model. The different Knudsen number regimes

are determined empirically and are therefore only approximate
for a particular flow geometry. The pioneering experiments inKn Å L

L
(3)

rarefied gas dynamics were conducted by Knudsen in 1909. In
the limit of zero Knudsen number, the transport terms in the

and generally the traditional continuum approach is valid, albeit continuum momentum and energy equations are negligible and
with modified boundary conditions, as long as Kn õ 0.1. the Navier-Stokes equations then reduce to the inviscid Euler

There are two more important dimensionless parameters in equations. Both heat conduction and viscous diffusion and dissi-
fluid mechanics, and the Knudsen number can be expressed in pation are negligible, and the flow is then approximately isen-
terms of those two. The Reynolds number is the ratio of inertial tropic (i.e., adiabatic and reversible) from the continuum view-
forces to viscous ones point while the equivalent molecular viewpoint is that the veloc-

ity distribution function is everywhere of the local equilibrium
Re Å £oL

n
(4) or Maxwellian form. As Kn increases, rarefaction effects be-

come more important, and eventually the continuum approach
breaks down altogether. The different Knudsen number regimeswhere £o is a characteristic velocity, and n is the kinematic
are depicted in Fig. 3, and can be summarized as followsviscosity of the fluid. The Mach number is the ratio of flow

velocity to the speed of sound Euler equations (neglect molecular diffusion):

Kn r 0 (Re r `)Ma Å £o

ao

(5)

Navier-Stokes equations with no-slip boundary conditions:
The Mach number is a dynamic measure of fluid compressibility

Kn ° 1003
and may be considered as the ratio of inertial forces to elastic
ones. From the kinetic theory of gases, the mean free path is Navier-Stokes equations with slip boundary conditions:
related to the viscosity as follows

1003 ° Kn ° 1001

n Å m

r
Å 1

2
L £

V m (6) Transition regime: 1001 ° Kn ° 10

Free-molecule flow: Kn ú 10where m is the dynamic viscosity, and £V m is the mean molecular
speed which is somewhat higher than the sound speed ao , We will return to those regimes in the following subsections.

As an example, consider air at standard temperature (T Å
288 K) and pressure (p Å 1.01 1 105 N/m2). A cube one

£V m Å
√

8
pg

ao (7)
micron to the side contains 2.54 1 107 molecules separated by
an average distance of 0.0034 micron. The gas is considered

where g is the specific heat ratio (i.e. the isentropic exponent) . dilute if the ratio of this distance to the molecular diameter
Combining Equations (3) – (7) , we reach the required relation exceeds 7, and in the present example this ratio is 9, barely

satisfying the dilute gas assumption. The mean free path com-
Kn Å

√
pg

2
Ma
Re

(8) puted from Eq. (1) is L Å 0.065 mm. A microdevice with
characteristic length of 1 mm would have Kn Å 0.065, which
is in the slip-flow regime. At lower pressures, the KnudsenIn boundary layers, the relevant length-scale is the shear-
number increases. For example, if the pressure is 0.1 atm andlayer thickness d, and for laminar flows
the temperature remains the same, Kn Å 0.65 for the same 1-
mm device, and the flow is then in the transition regime. Thered

L
Ç 1√

Re
(9) would still be over 2 million molecules in the same one-micron

cube, and the average distance between them would be 0.0074
mm. The same device at 100 km altitude would have Kn Å 3

Kn Ç Ma
Red

Ç Ma√
Re

(10) 1 104, well into the free-molecule flow regime. Knudsen num-
ber for the flow of a light gas like helium is about 3 times larger
than that for air flow at otherwise the same conditions.where Red is the Reynolds number based on the freestream

velocity £o and the boundary layer thickness d, and Re is based Consider a long microchannel where the entrance pressure is
atmospheric and the exit conditions are near vacuum. As airon £o and the streamwise length-scale L .

Rarefied gas flows are in general encountered in flows in goes down the duct, the pressure and density decrease while
the velocity, Mach number and Knudsen number increase. Thesmall geometries such as MEMS devices and in low-pressure

applications such as high-altitude flying and high-vacuum gad- pressure drops to overcome viscous forces in the channel. If
isothermal conditions prevail, density also drops and conserva-gets. The local value of Knudsen number in a particular flow
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tion of mass requires the flow to accelerate down the constant- properties are needed. The stress-rate of strain relation and the
heat flux-temperature relation are approximately linear if thearea tube. (More likely the flow will be somewhere in between

isothermal and adiabatic, Fanno flow. In that case both density flow is not too far from thermodynamic equilibrium. This is a
phenomenological result but can be rigorously derived from theand temperature decrease downstream, the former not as fast

as in the isothermal case. None of that changes the qualitative Boltzmann equation for a dilute gas assuming the flow is near
equilibrium (see Section 2.6) . For a Newtonian, isotropic, Fou-arguments made in the example.) The fluid acceleration in turn

affects the pressure gradient, resulting in a nonlinear pressure rier, ideal gas, for example, those relations read
drop along the channel. The Mach number increases down the
tube, limited only by choked-flow condition (Ma Å 1). Addi- ski Å 0pdki / mS Ìui

Ìxk

/ Ìuk

Ìxi
D / lS Ìuj

Ìxj
D dki (14)

tionally, the normal component of velocity is no longer zero.
With lower density, the mean free path increases and Kn corre-
spondingly increases. All flow regimes depicted in Fig. 3 may

qi Å 0k
ÌT

Ìxi

/ Heat flux due to radiation (15)occur in the same tube: continuum with no-slip boundary condi-
tions, slip-flow regime, transition regime and free-molecule
flow. The air flow may also change from incompressible to de Å c

£
dT and p Å rRT (16)

compressible as it moves down the microduct. A similar sce-
nario may take place if the entrance pressure is, say, 5 atm, where p is the thermodynamic pressure, m and l are the first
while the exit is atmospheric. This deceivingly simple duct flow and second coefficients of viscosity, respectively, dki is the unit
may in fact manifest every single complexity discussed in this second-order tensor (Kronecker delta) , k is the thermal conduc-
section. tivity, T is the temperature field, c

£
is the specific heat at constant

In the following six subsections, we discuss in turn the Na- volume, and R is the gas constant which is given by the Boltz-
vier-Stokes equations, compressibility effects, boundary condi- mann constant divided by the mass of an individual molecule
tions, molecular-based models, liquid flows and surface phe- (k Å mR) . (Newtonian implies a linear relation between the
nomena. stress tensor and the symmetric part of the deformation tensor

(rate of strain tensor) . The isotropy assumption reduces the 81
2.3 Continuum Model. We recall in this subsection the constants of proportionality in that linear relation to two con-

traditional conservation relations in fluid mechanics. No deriva- stants. Fourier fluid is that for which the conduction part of the
tion is given here and the reader is referred to any advanced heat flux vector is linearly related to the temperature gradient,
textbook in fluid mechanics, e.g., Batchelor (1967), Landau and and again isotropy implies that the constant of proportionality
Lifshitz (1987), Sherman (1990), Kundu (1990), and Panton in this relation is a single scalar.) The Stokes’ hypothesis relates
(1996). In here, instead, we emphasize the precise assumptions the first and second coefficients of viscosity thus l / 2

3m Å 0,
needed to obtain a particular form of those equations. A contin- although the validity of this assumption for other than dilute,uum fluid implies that the derivatives of all the dependent vari- monatomic gases has occasionally been questioned (Gad-el-ables exist in some reasonable sense. In other words, local Hak, 1995). With the above constitutive relations and neglect-properties such as density and velocity are defined as averages ing radiative heat transfer (a reasonable assumption when deal-over elements large compared with the microscopic structure ing with low to moderate temperatures since the radiative heatof the fluid but small enough in comparison with the scale of flux is proportional to T 4) , Equations (11), (12), and (13),the macroscopic phenomena to permit the use of differential respectively, readcalculus to describe them. As mentioned earlier, such conditions
are almost always met. For such fluids, and assuming the laws Ìr

Ìt
/ Ì
Ìxk

(ruk) Å 0 (17)of non-relativistic mechanics hold, the conservation of mass,
momentum and energy can be expressed at every point in space
and time as a set of partial differential equations as follows

rS Ìui

Ìt
/ uk

Ìui

Ìxk
D

Ìr
Ìt
/ Ì
Ìxk

(ruk) Å 0 (11)

Å 0 Ìp

Ìxi

/ rgi /
Ì
Ìxk

FmS Ìui

Ìxk

/ Ìuk

Ìxi
D / dkil

Ìuj

Ìxj
G (18)

rS Ìui

Ìt
/ uk

Ìui

Ìxk
D Å Ìski

Ìxk

/ rgi (12)

rc
£S ÌT

Ìt
/ uk

ÌT

Ìxk
D Å Ì

Ìxk
Sk ÌT

Ìxk
D 0 p

Ìuk

Ìxk

/ f (19)
rS Ìe

Ìt
/ uk

Ìe

Ìxk
D Å 0 Ìqk

Ìxk

/ ski
Ìui

Ìxk

(13)

The three components of the vector equation (18) are the Na-
vier-Stokes equations expressing the conservation of momen-where r is the fluid density, uk is an instantaneous velocity
tum for a Newtonian fluid. In the thermal energy equation (19),component (u , £, w ) , ski is the second-order stress tensor
f is the always positive (as required by the Second Law of( surface force per unit area ) , and gi is the body force per
thermodynamics) dissipation function expressing the irrevers-unit mass, e is the internal energy, and qk is the sum of heat
ible conversion of mechanical energy to internal energy as aflux vectors due to conduction and radiation. The independent
result of the deformation of a fluid element. The second termvariables are time t and the three spatial coordinates x1 , x2
on the right-hand side of (19) is the reversible work done (perand x3 or (x , y , z ) .
unit time) by the pressure as the volume of a fluid materialEquations (11), (12), and (13) constitute 5 differential equa-
element changes. For a Newtonian, isotropic fluid, the viscoustions for the 17 unknowns r, ui , ski , e , and qk . Absent any
dissipation rate is given bybody couples, the stress tensor is symmetric having only six

independent components, which reduces the number of un-
f Å 1

2mS Ìui

Ìxk

/ Ìuk

Ìxi
D2

/ lS Ìuj

Ìxj
D2

(20)knowns to 14. Obviously, the continuum flow equations do not
form a determinate set. To close the conservation equations,
relation between the stress tensor and deformation rate, relation
between the heat flux vector and the temperature field and ap- There are now six unknowns, r, ui , p and T , and the five

coupled equations (17), (18), and (19) plus the equation ofpropriate equations of state relating the different thermodynamic
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state relating pressure, density and temperature. These six equa- 2.4 Compressibility. The issue of whether to consider the
continuum flow compressible or incompressible seems to betions together with sufficient number of initial and boundary

conditions constitute a well-posed, albeit formidable, problem. rather straightforward, but is in fact full of potential pitfalls. If
the local Mach number is less than 0.3, then the flow of aThe system of equations (17) – (19) is an excellent model for

the laminar or turbulent flow of most fluids such as air and water compressible fluid like air can—according to the conventional
wisdom—be treated as incompressible. But the well-known Maunder many circumstances, including high-speed gas flows for

which the shock waves are thick relative to the mean free path õ 0.3 criterion is only a necessary not a sufficient one to allow
treatment of the flow as approximately incompressible. In otherof the molecules. (This condition is met if the shock Mach

number is less than 2.) words, there are situations where the Mach number can be
exceedingly small while the flow is compressible. As is wellConsiderable simplification is achieved if the flow is assumed

incompressible, usually a reasonable assumption provided that documented in heat transfer textbooks, strong wall heating or
cooling may cause the density to change sufficiently and thethe characteristic flow speed is less than 0.3 of the speed of

sound. (Although as will be demonstrated in the following sub- incompressible approximation to break down, even at low
speeds. Less known is the situation encountered in some micro-section, there are circumstances when even a low-Mach-number

flow should be treated as compressible.) The incompressibility devices where the pressure may strongly change due to viscous
effects even though the speeds may not be high enough forassumption is readily satisfied for almost all liquid flows and

many gas flows. In such cases, the density is assumed either a the Mach number to go above the traditional threshold of 0.3.
Corresponding to the pressure changes would be strong densityconstant or a given function of temperature (or species concen-

tration). (Within the so-called Boussinesq approximation, den- changes that must be taken into account when writing the con-
tinuum equations of motion. In this section, we systematicallysity variations have negligible effect on inertia but are retained

in the buoyancy terms. The incompressible continuity equation explain all situations relevant to MEMS where compressibility
effects must be considered. (Two other situations where com-is therefore used.) The governing equations for such flow are
pressibility effects must also be considered are length-scales
comparable to the scale height of the atmosphere and rapidlyÌuk

Ìxk

Å 0 (21)
varying flows as in sound propagation (see Lighthill, 1963).
Neither of these situations is likely to be encountered in micro-
devices.)rS Ìui

Ìt
/ uk

Ìui

Ìxk
D Let us rewrite the full continuity equation (11) as follows

Dr

Dt
/ r

Ìuk

Ìxk

Å 0 (27)Å 0 Ìp

Ìxi

/ Ì
Ìxk

FmS Ìui

Ìxk

/ Ìuk

Ìxi
DG / rgi (22)

where D /Dt is the substantial derivative (Ì /Ìt / ukÌ /Ìxk) ,
expressing changes following a fluid element. The proper crite-

rcpS ÌT

Ìt
/ uk

ÌT

Ìxk
D Å Ì

Ìxk
Sk ÌT

Ìxk
D / fincomp (23)

rion for the incompressible approximation to hold is that
(1/r)(Dr / Dt) is vanishingly small. In other words, if density
changes following a fluid particle are small, the flow is approxi-

where fincomp is the incompressible limit of Eq. (20). These are mately incompressible. Density may change arbitrarily from
now five equations for the five dependent variables ui , p and one particle to another without violating the incompressible
T . Note that the left-hand side of Eq. (23) has the specific flow assumption. This is the case for example in the stratified
heat at constant pressure cp and not c

£
. It is the convection of atmosphere and ocean, where the variable-density/ temperature/

enthalpy—and not internal energy—that is balanced by heat salinity flow is often treated as incompressible.
conduction and viscous dissipation. This is the correct incom- From the state principle of thermodynamics, we can express
pressible-flow limit—of a compressible fluid—as discussed in the density changes of a simple system in terms of changes in
detail in Section 10.9 of Panton (1996); a subtle point perhaps pressure and temperature,
but one that is frequently misinterpreted in textbooks. The sys-
tem of equations (21) – (23) is coupled if either the viscosity r Å r(p , T ) (28)
or density depends on temperature, otherwise the energy equa-
tion is uncoupled from the continuity and momentum equations Using the chain rule of calculus,
and can therefore be solved after the velocity and pressure fields
are determined. 1

r

Dr

Dt
Å a

Dp

Dt
0 b

DT

Dt
(29)For both the compressible and the incompressible equations

of motion, the transport terms are neglected away from solid
walls in the limit of infinite Reynolds number (Kn r 0). The

where a and b are, respectively, the isothermal compressibilityfluid is then approximated as inviscid and non-conducting, and
coefficient and the bulk expansion coefficient—two thermody-the corresponding equations read (for the compressible case)
namic variables that characterize the fluid susceptibility to
change of volume—which are defined by the following rela-Ìr

Ìt
/ Ì
Ìxk

(ruk) Å 0 (24) tions

a(p , T ) å 1
r

Ìr
Ìp ZT

(30)rS Ìui

Ìt
/ uk

Ìui

Ìxk
D Å 0 Ìp

Ìxi

/ rgi (25)

b(p , T ) å 0 1
r

Ìr
ÌTZp

(31)rc
£S ÌT

Ìt
/ uk

ÌT

Ìxk
D Å 0p

Ìuk

Ìxk

(26)

The Euler equation (25) can be integrated along a streamline For ideal gases, a Å 1/p , and b Å 1/T . Note, however, that
in the following arguments it will not be necessary to invokeand the resulting Bernoulli’s equation provides a direct relation

between the velocity and pressure. the ideal gas assumption.
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The flow must be treated as compressible if pressure and/or pressure been nondimensionalized using the viscous scale (mo£o /
temperature changes are sufficiently strong. Equation (29) must L) instead of the inertial one (ro£

2
o) , the revised equation (33)

of course be properly nondimensionalized before deciding would have Re01 appearing explicitly in the first term in the
whether a term is large or small. In here, we follow closely the right-hand side, accentuating the importance of this term when
procedure detailed in Panton (1996). viscous forces dominate.

Consider first the case of adiabatic walls. Density is normal- A similar result can be gleaned when the Mach number is
ized with a reference value ro , velocities with a reference speed interpreted as follows
£o , spatial coordinates, and time with, respectively, L and L /£o ,
the isothermal compressibility coefficient and bulk expansion Ma2 Å £

2
o

a 2
o

Å £
2
o
Ìr
Ìp Zs

Å ro£
2
o

ro

Ìr
Ìp Zs

Ç Dp

ro

Dr

Dp
Å Dr

ro

(34)
coefficient with reference values ao and bo . The pressure is
nondimensionalized with the inertial pressure-scale ro£

2
o . This

scale is twice the dynamic pressure, i.e., the pressure change as where s is the entropy. Again, the above equation assumes that
an inviscid fluid moving at the reference speed is brought to pressure changes are inviscid, and therefore small Mach number
rest. means negligible pressure and density changes. In a flow domi-

Temperature changes for the case of adiabatic walls result nated by viscous effects—such as that inside a microduct—
from the irreversible conversion of mechanical energy into in- density changes may be significant even in the limit of zero
ternal energy via viscous dissipation. Temperature is therefore Mach number.
nondimensionalized as follows Identical arguments can be made in the case of isothermal

walls. Here strong temperature changes may be the result of
wall heating or cooling, even if viscous dissipation is negligible.T* Å T 0 To

Smo£
2
o

ko
D Å

T 0 To

PrS £
2
o

cpo

D (32)
The proper temperature scale in this case is given in terms of
the wall temperature Tw and the reference temperature To as
follows

where To is a reference temperature, mo , ko , and cpo
are, respec- TO Å T 0 To

Tw 0 To

(35)
tively, reference viscosity, thermal conductivity and specific
heat at constant pressure, and Pr is the reference Prandtl num- where T̂ is the new dimensionless temperature. The nondimen-
ber, (mocpo

) /ko . sional form of Eq. (29) now reads
In the present formulation, the scaling used for pressure is

based on the Bernoulli’s equation, and therefore neglects vis- 1
r*

Dr*
Dt*

Å go Ma2 a*
Dp*
Dt*

0 b*BS Tw 0 To

To
D DTO

Dt*
(36)cous effects. This particular scaling guarantees that the pressure

term in the momentum equation will be of the same order
as the inertia term. The temperature scaling assumes that the

Here we notice that the temperature term is different from thatconduction, convection and dissipation terms in the energy
in Eq. (33). Ma is no longer appearing in this term, and strongequation have the same order of magnitude. The resulting di-
temperature changes, i.e., large (Tw 0 To) /To , may cause strongmensionless form of Eq. (29) reads
density changes regardless of the value of the Mach number.
Additionally, the thermodynamic properties of the fluid are not
constant but depend on temperature, and as a result, the continu-1

r*
Dr*
Dt*

Å go Ma2Ha*
Dp*
Dt*

0 Pr Bb*
A

DT*
Dt* J (33)

ity, momentum and energy equations are all coupled. The pres-
sure term in Eq. (36), on the other hand, is exactly as it was
in the adiabatic case and the same arguments made before apply:where the superscript * indicates a nondimensional quantity, Ma the flow should be considered compressible if Ma ú 0.3, or ifis the reference Mach number, and A and B are dimensionless pressure changes due to viscous forces are sufficiently large.

constants defined by A å aorocpo
To , and B å boTo . If the Experiments in gaseous microducts confirm the above argu-

scaling is properly chosen, the terms having the * superscript ments. For both low- and high-Mach-number flows, pressure
in the right-hand side should be of order one, and the relative gradients in long microchannels are non-constant, consistent
importance of such terms in the equations of motion is deter- with the compressible flow equations. Such experiments were
mined by the magnitude of the dimensionless parameter(s) ap- conducted by, among others, Prud’homme et al. (1986), Pfahler
pearing to their left, e.g. Ma, Pr, etc. Therefore, as Ma2 r 0, et al. (1991), van den Berg et al. (1993), Liu et al. (1993;
temperature changes due to viscous dissipation are neglected 1995), Pong et al. (1994), Harley et al. (1995), Piekos and
(unless Pr is very large, as for example in the case of highly Breuer (1996), Arkilic (1997), and Arkilic et al. (1995; 1997a;
viscous polymers and oils) . Within the same order of approxi- 1997b). Sample results will be presented in the following sub-
mation, all thermodynamic properties of the fluid are assumed section.
constant. There is one last scenario in which significant pressure and

Pressure changes are also neglected in the limit of zero Mach density changes may take place without viscous or inertial ef-
number. Hence, for Ma õ 0.3 (i.e. Ma2 õ 0.09), density fects. That is the case of quasi-static compression/expansion of
changes following a fluid particle can be neglected and the flow a gas in, for example, a piston-cylinder arrangement. The re-
can then be approximated as incompressible. (With an error of sulting compressibility effects are, however, compressibility of
about 10% at Ma Å 0.3, 4% at Ma Å 0.2, 1% at Ma Å 0.1, the fluid and not of the flow.
and so on.) However, there is a caveat in this argument. Pressure
changes due to inertia can indeed be neglected at small Mach 2.5 Boundary Conditions. The equations of motion de-

scribed in Section 2.3 require a certain number of initial andnumbers and this is consistent with the way we nondimension-
alized the pressure term above. If, on the other hand, pressure boundary conditions for proper mathematical formulation of

flow problems. In this subsection, we describe the boundarychanges are mostly due to viscous effects, as is the case for
example in a long duct or a gas bearing, pressure changes may conditions at a fluid-solid interface. Boundary conditions in the

inviscid flow theory pertain only to the velocity componentbe significant even at low speeds (low Ma). In that case the
term Dp* / Dt* in Eq. (33) is no longer of order one, and may normal to a solid surface. The highest spatial derivative of ve-

locity in the inviscid equations of motion is first-order, and onlybe large regardless of the value of Ma. Density then may change
significantly and the flow must be treated as compressible. Had one velocity boundary condition at the surface is admissible.
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The normal velocity component at a fluid-solid interface is spec- above states that significant slip occurs only if the mean velocity
of the molecules varies appreciably over a distance of one meanified, and no statement can be made regarding the tangential

velocity component. The normal-velocity condition simply free path. This is the case, for example, in vacuum applications
and/or flow in microdevices. The number of collisions betweenstates that a fluid-particle path cannot go through an imperme-

able wall. Real fluids are of course viscous and the correspond- the fluid molecules and the solid in those cases is not large
enough for even an approximate flow equilibrium to be estab-ing momentum equation has second-order derivatives of veloc-

ity, thus requiring an additional boundary condition on the ve- lished. Furthermore, additional (nonlinear) terms in the Taylor
series would be needed as L increases and the flow is furtherlocity component tangential to a solid surface.

Traditionally, the no-slip condition at a fluid-solid interface removed from the equilibrium state.
For real walls some molecules reflect diffusively and someis enforced in the momentum equation and an analogous no-

temperature-jump condition is applied in the energy equation. reflect specularly. In other words, a portion of the momentum
of the incident molecules is lost to the wall and a (typicallyThe notion underlying the no-slip/no-jump condition is that

within the fluid there cannot be any finite discontinuities of smaller) portion is retained by the reflected molecules. The
tangential-momentum-accommodation coefficient s

£
is definedvelocity/ temperature. Those would involve infinite velocity/

temperature gradients and so produce infinite viscous stress/ as the fraction of molecules reflected diffusively. This coeffi-
cient depends on the fluid, the solid and the surface finish,heat flux that would destroy the discontinuity in infinitesimal

time. The interaction between a fluid particle and a wall is and has been determined experimentally to be between 0.2–0.8
(Thomas and Lord, 1974; Seidl and Steiheil, 1974; Porodnovsimilar to that between neighboring fluid particles, and therefore

no discontinuities are allowed at the fluid-solid interface either. et al., 1974; Arkilic et al., 1997b; Arkilic, 1997), the lower
limit being for exceptionally smooth surfaces while the upperIn other words, the fluid velocity must be zero relative to the

surface and the fluid temperature must equal to that of the limit is typical of most practical surfaces. The final expression
derived by Maxwell for an isothermal wall readssurface. But strictly speaking those two boundary conditions

are valid only if the fluid flow adjacent to the surface is in
thermodynamic equilibrium. This requires an infinitely high ugas 0 uwall Å

2 0 s
£

s
£

L
Ìu

Ìy Zw

(39)
frequency of collisions between the fluid and the solid surface.
In practice, the no-slip/no-jump condition leads to fairly accu-
rate predictions as long as Kn õ 0.001 (for gases) . Beyond For s

£
Å 0, the slip velocity is unbounded, while for s

£
Å 1,

that, the collision frequency is simply not high enough to ensure Eq. (39) reverts to (38).
equilibrium and a certain degree of tangential-velocity slip and Similar arguments were made for the temperature-jump
temperature jump must be allowed. This is a case frequently boundary condition by von Smoluchowski (1898). For an ideal
encountered in MEMS flows, and we develop the appropriate gas flow in the presence of wall-normal and tangential tempera-
relations in this subsection. ture gradients, the complete slip-flow and temperature-jump

For both liquids and gases, the linear Navier boundary condi- boundary conditions read
tion empirically relates the tangential velocity slip at the wall
DuÉw to the local shear

ugas 0 uwall Å
2 0 s

£

s
£

1

r

√
2RTgas

p

tw /
3
4

Pr(g 0 1)

grRTgas

(0qx)w

DuÉw Å ufluid 0 uwall Å Ls
Ìu

Ìy Zw

(37)

Å 2 0 s
£

s
£

L S Ìu

Ìy Dw

/ 3
4

m

rTgas
S ÌT

Ìx Dw

(40)where Ls is the constant slip length, and Ìu /ÌyÉw is the strain
rate computed at the wall. In most practical situations, the slip
length is so small that the no-slip condition holds. In MEMS
applications, however, that may not be the case. Once again we Tgas 0 Twall Å

2 0 sT

sT
F2(g 0 1)

(g / 1) G 1

rR

√
2RTgas

p

(0qy)w
defer the discussion of liquids to Section 2.7, and focus for now
on gases.

Assuming isothermal conditions prevail, the above slip rela-
tion has been rigorously derived by Maxwell (1879) from con-

Å 2 0 sT

sT
F 2g

(g / 1) G L
Pr S ÌT

Ìy Dw

(41)siderations of the kinetic theory of dilute, monatomic gases.
Gas molecules, modeled as rigid spheres, continuously strike
and reflect from a solid surface, just as they continuously collide

where x and y are the streamwise and normal coordinates, rwith each other. For an idealized perfectly smooth (at the molec-
and m are respectively the fluid density and viscosity, R is theular scale) wall, the incident angle exactly equals the reflected
gas constant, Tgas is the temperature of the gas adjacent to theangle and the molecules conserve their tangential momentum
wall, Twall is the wall temperature, tw is the shear stress at theand thus exert no shear on the wall. This is termed specular
wall, Pr is the Prandtl number, g is the specific heat ratio, andreflection and results in perfect slip at the wall. For an extremely
(qx)w and (qy)w are, respectively, the tangential and normal heatrough wall, on the other hand, the molecules reflect at some
flux at the wall.random angle uncorrelated with their entry angle. This perfectly

The tangential-momentum-accommodation coefficient s
£
anddiffuse reflection results in zero tangential-momentum for the

the thermal-accommodation coefficient sT are given by, respec-reflected fluid molecules to be balanced by a finite slip velocity
tively,in order to account for the shear stress transmitted to the wall.

A force balance near the wall leads to the following expression
for the slip velocity s

£
Å ti 0 tr

ti 0 tw

(42)

ugas 0 uwall Å L
Ìu

Ìy Zw

(38)
sT Å

dEi 0 dEr

dEi 0 dEw

(43)

where the subscripts i , r , and w stand for, respectively, incident,where L is the mean free path. The right-hand side can be
considered as the first term in an infinite Taylor series, sufficient reflected and solid wall conditions, t is a tangential momentum

flux, and dE is an energy flux.if the mean free path is relatively small enough. The equation
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The second term in the right-hand side of Eq. (40) is the
ugas 0 uwall Å

2 0 s
£

s
£

FLS Ìu

Ìy Dw

/ L 2

2! S Ì
2u

Ìy 2D
w

thermal creep which generates slip velocity in the fluid opposite
to the direction of the tangential heat flux, i.e., flow in the
direction of increasing temperature. At sufficiently high Knud-
sen numbers, streamwise temperature gradient in a conduit leads / L 3

3! S Ì
3u

Ìy 3D
w

/ . . .G (48)
to a measurable pressure gradient along the tube. This may be
the case in vacuum applications and MEMS devices. Thermal
creep is the basis for the so-called Knudsen pump—a device Attempts to implement the above slip condition in numerical
with no moving parts—in which rarefied gas is hauled from simulations are rather difficult. Second-order and higher deriva-
one cold chamber to a hot one. (The terminology Knudsen tives of velocity cannot be computed accurately near the wall.
pump has been used by, for example, Vargo and Muntz (1996), Based on asymptotic analysis, Beskok (1996) and Beskok and
but according to Loeb (1961), the original experiments demon- Karniadakis (1994; 1998) proposed the following alternative
strating such pump were carried out by Osborne Reynolds.) higher-order boundary condition for the tangential velocity, in-
Clearly, such pump performs best at high Knudsen numbers, cluding the thermal creep term,
and is typically designed to operate in the free-molecule flow
regime.

u*gas 0 u*wall Å
2 0 s

£

s
£

Kn
1 0 b Kn S Ìu*

Ìy*Dw
In dimensionless form, Eqs. (40) and (41), respectively, read

u*gas 0 u*wall Å
2 0 s

£

s
£

Kn S Ìu*
Ìy*Dw / 3

2p
(g 0 1)

g

Kn2 Re
Ec S ÌT*

Ìx* Dw

(49)

where b is a high-order slip coefficient determined from the/ 3
2p

(g 0 1)
g

Kn2 Re
Ec S ÌT*

Ìx* Dw

(44)
presumably known no-slip solution, thus avoiding the computa-
tional difficulties mentioned above. If this high-order slip coef-
ficient is chosen as bÅ u 9w /2u *w , where the prime denotes deriva-
tive with respect to y and the velocity is computed from the no-T*gas 0 T*wall Å

2 0 sT

sT
F 2g

(g / 1) G Kn
Pr S ÌT*

Ìy* Dw

(45)
slip Navier-Stokes equations, Eq. (49) becomes second-order
accurate in Knudsen number. Beskok’s procedure can be ex-
tended to third- and higher-orders for both the slip-velocity and

where the superscript * indicates dimensionless quantity, Kn is thermal creep terms.
the Knudsen number, Re is the Reynolds number, and Ec is the Similar arguments can be applied to the temperature-jump
Eckert number defined by boundary condition, and the resulting Taylor series reads in

dimensionless form (Beskok, 1996),
Ec Å £

2
o

cpDT
Å (g 0 1)

To

DT
Ma2 (46)

T*gas 0 T*wall Å
2 0 sT

sT
F 2g

(g / 1) G 1
Pr FKn S ÌT*

Ìy* Dw
where £o is a reference velocity, DT Å (Tgas 0 To) , and To is a
reference temperature. Note that very low values of s

£
and sT

/ Kn2

2! S Ì 2T*
Ìy*2 D

w

/ . . .G (50)lead to substantial velocity slip and temperature jump even for
flows with small Knudsen number.

The first term in the right-hand side of Eq. (44) is first-order
Again, the difficulties associated with computing second- andin Knudsen number, while the thermal creep term is second-
higher-order derivatives of temperature are alleviated using anorder, meaning that the creep phenomenon is potentially sig-
identical procedure to that utilized for the tangential velocitynificant at large values of the Knudsen number. Equation (45)
boundary condition.is first-order in Kn. Using Eqs. (8) and (46), the thermal creep

Several experiments in low-pressure macroducts or in micro-term in Eq. (44) can be rewritten in terms of DT and Reynolds
ducts confirm the necessity of applying slip boundary conditionnumber. Thus,
at sufficiently large Knudsen numbers. Among them are those
conducted by Knudsen (1909), Pfahler at al. (1991), Tison

u*gas 0 u*wall Å
2 0 s

£

s
£

KnS Ìu*
Ìy*Dw

/ 3
4
DT

To

1
Re S ÌT*

Ìx* Dw

(47) (1993), Liu et al. (1993; 1995), Pong et al. (1994), Arkilic et
al. (1995), Harley et al. (1995), and Shih et al. (1995; 1996).
The experiments are complemented by the numerical simula-
tions carried out by Beskok (1994; 1996), Beskok and Karnia-It is clear that large temperature changes along the surface or
dakis (1994; 1998), and Beskok et al. (1996). Here we presentlow Reynolds numbers lead to significant thermal creep.
selected examples of the experimental and numerical results.The continuum Navier-Stokes equations with no-slip/no-

Tison (1993) conducted pipe flow experiments at very lowtemperature jump boundary conditions are valid as long as the
pressures. His pipe has a diameter of 2 mm and a length-to-Knudsen number does not exceed 0.001. First-order slip/ tem-
diameter ratio of 200. Both inlet and outlet pressures were variedperature-jump boundary conditions should be applied to the
to yield Knudsen number in the range of Kn Å 0–200. FigureNavier-Stokes equations in the range of 0.001 õ Kn õ 0.1.
4 shows the variation of mass flowrate as a function of (p 2

i 0The transition regime spans the range of 0.1 õ Kn õ 10, and
second-order or higher slip/ temperature-jump boundary condi- p 2

o) , where pi is the inlet pressure and po is the outlet pressure.
(The original data in this figure were acquired by S. A. Tisontions are applicable there. Note, however, that the Navier-Stokes

equations are first-order accurate in Kn as will be shown in and plotted by Beskok et al. (1996).) The pressure drop in this
rarefied pipe flow is nonlinear, characteristic of low-Reynolds-Section 2.6, and are themselves not valid in the transition re-

gime. Either higher-order continuum equations, e.g., Burnett number, compressible flows. Three distinct flow regimes are
identified: (1) slip flow regime, 0 õ Kn õ 0.6; (2) transitionequations, should be used there or molecular modeling should

be invoked, abandoning the continuum approach altogether. regime, 0.6 õ Kn õ 17, where the mass flowrate is almost
constant as the pressure changes; and (3) free-molecule flow,For isothermal walls, Beskok (1994) derived a higher-order

slip-velocity condition as follows Kn ú 17. Note that the demarkation between these three re-

Journal of Fluids Engineering MARCH 1999, Vol. 121 / 13

/ 9914$$mr31 03-09-99 11:43:05 asmea ASME: J Fluids



Fig. 6 Pressure distribution of nitrous oxide in a microduct. From Shih
et al. (1996).

tance. The dashed line is the compressible flow solution that
neglects rarefaction effects (assumes Kn Å 0). Finally, the

Fig. 4 Variation of mass flowrate as a function of (p2
i 0 p2

o ) . Original
solid line is the theoretical result that takes into account bothdata acquired by S. A. Tison and plotted by Beskok et al. (1996).
compressibility and rarefaction via slip-flow boundary condition
computed at the exit Knudsen number of KnÅ 0.06. That theory
compares most favorably with the experimental data. In thegimes is slightly different from that mentioned in Section 2.2. compressible flow through the constant-area duct, density de-As stated, the different Knudsen number regimes are determined creases and thus velocity increases in the streamwise direction.empirically and are therefore only approximate for a particular As a result, the pressure distribution is nonlinear with negativeflow geometry. curvature. A moderate Knudsen number (i.e. moderate slip)Shih et al. (1995) conducted their experiments in a micro- actually diminishes, albeit rather weakly, this curvature. Thus,channel using helium as a fluid. The inlet pressure varied but compressibility and rarefaction effects lead to opposing trends,the duct exit was atmospheric. Microsensors where fabricated as pointed out by Beskok et al. (1996).in-situ along their MEMS channel to measure the pressure.

Figure 5 shows their measured mass flowrate versus the inlet 2.6 Molecular-Based Models. In the continuum models
pressure. The data are compared to the no-slip solution and discussed in Section 2.3, the macroscopic fluid properties are
the slip solution using three different values of the tangential- the dependent variables while the independent variables are
momentum-accommodation coefficient, 0.8, 0.9 and 1.0. The the three spatial coordinates and time. The molecular models
agreement is reasonable with the case s

£
Å 1.0, indicating per- recognize the fluid as a myriad of discrete particles: molecules,

haps that the channel used by Shih et al. was quite rough on atoms, ions and electrons. The goal here is to determine the
the molecular scale. In a second experiment (Shih et al., 1996), position, velocity and state of all particles at all times. The
nitrous oxide was used as the fluid. The square of the pressure molecular approach is either deterministic or probabilistic (refer
distribution along the channel is plotted in Fig. 6 for five differ- to Fig. 2) . Provided that there is a sufficient number of micro-
ent inlet pressures. The experimental data (symbols) compare scopic particles within the smallest significant volume of a flow,
well with the theoretical predictions (solid lines) . Again, the the macroscopic properties at any location in the flow can then
nonlinear pressure drop shown indicates that the gas flow is be computed from the discrete-particle information by a suitable
compressible. averaging or weighted averaging process. The present subsec-

Arkilic (1997) provided an elegant analysis of the compress- tion discusses molecular-based models and their relation to the
ible, rarefied flow in a microchannel. The results of his theory continuum models previously considered.
are compared to the experiments of Pong et al. (1994) in Fig.
7. The dotted line is the incompressible flow solution, where
the pressure is predicted to drop linearly with streamwise dis-

Fig. 7 Pressure distribution in a long microchannel. The symbols are
experimental data while the solid lines are different theoretical predic-Fig. 5 Mass flowrate versus inlet pressure in a microchannel. From Shih

et al. (1995). tions. From Arkilic (1997).
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The most fundamental of the molecular models is a determin- averaging. In a practical problem, it is such average quantities
that concern us rather than the detail for every single molecule.istic one. The motion of the molecules are governed by the

laws of classical mechanics, although, at the expense of greatly Clearly, however, the accuracy of computing average quantities,
via the statistical approach, improves as the number of mole-complicating the problem, the laws of quantum mechanics can

also be considered in special circumstances. The modern molec- cules in the sampled volume increases. The kinetic theory of
dilute gases is well advanced, but that for dense gases andular dynamics computer simulations (MD) have been pioneered

by Alder and Wainwright (1957; 1958; 1970) and reviewed by liquids is much less so due to the extreme complexity of having
to include multiple collisions and intermolecular forces in theCiccotti and Hoover (1986), Allen and Tildesley (1987), Haile

(1993), and Koplik and Banavar (1995). The simulation begins theoretical formulation. The statistical approach is well covered
in books such as those by Kennard (1938), Hirschfelder etwith a set of N molecules in a region of space, each assigned

a random velocity corresponding to a Boltzmann distribution al. (1954), Schaaf and Chambré (1961), Vincenti and Kruger
(1965), Kogan (1969), Chapman and Cowling (1970), Cercig-at the temperature of interest. The interaction between the parti-

cles is prescribed typically in the form of a two-body potential nani (1988), and Bird (1994), and review articles such as those
by Kogan (1973), Muntz (1989), and Oran et al. (1998).energy and the time evolution of the molecular positions is

determined by integrating Newton’s equations of motion. Be- In the statistical approach, the fraction of molecules in a
given location and state is the sole dependent variable. Thecause MD is based on the most basic set of equations, it is valid

in principle for any flow extent and any range of parameters. independent variables for monatomic molecules are time, the
three spatial coordinates and the three components of molecularThe method is straightforward in principle but there are two

hurdles: choosing a proper and convenient potential for particu- velocity. Those describe a six-dimensional phase space. (The
evolution equation of the probability distribution is considered,lar fluid and solid combinations, and the colossal computer

resources required to simulate a reasonable flow field extent. hence time is the 7th independent variable.) For diatomic or
polyatomic molecules, the dimension of phase space is in-For purists, the former difficulty is a sticky one. There is no

totally rational methodology by which a convenient potential creased by the number of internal degrees of freedom. Orienta-
tion adds an extra dimension for molecules which are not spheri-can be chosen. Part of the art of MD is to pick an appropriate

potential and validate the simulation results with experiments cally symmetric. Finally, for mixtures of gases, separate proba-
bility distribution functions are required for each species.or other analytical /computational results. A commonly used

potential between two molecules is the generalized Lennard- Clearly, the complexity of the approach increases dramatically
as the dimension of phase space increases. The simplest prob-Jones 6-12 potential, to be used in Section 2.7 and further

discussed in Section 2.8. lems are, for example, those for steady, one-dimensional flow
of a simple monatomic gas.The second difficulty, and by far the most serious limitation

of molecular dynamics simulations, is the number of molecules To simplify the problem we restrict the discussion here to
monatomic gases having no internal degrees of freedom. Fur-N that can realistically be modeled on a digital computer. Since

the computation of an element of trajectory for any particular thermore, the fluid is restricted to dilute gases and molecular
chaos is assumed. The former restriction requires the averagemolecule requires consideration of all other molecules as poten-

tial collision partners, the amount of computation required by distance between molecules d to be an order of magnitude larger
than their diameter s. That will almost guarantee that all colli-the MD method is proportional to N 2 . Some saving in computer

time can be achieved by cutting off the weak tail of the potential sions between molecules are binary collisions, avoiding the
complexity of modeling multiple encounters. (Dissociation and(see Fig. 12) at, say, rc Å 2.5s, and shifting the potential by a

linear term in r so that the force goes smoothly to zero at the ionization phenomena involve triple collisions and therefore
require separate treatment.) The molecular chaos restriction im-cutoff. As a result, only nearby molecules are treated as potential

collision partners, and the computation time for N molecules proves the accuracy of computing the macroscopic quantities
from the microscopic information. In essence, the volume overno longer scales with N 2 .

The state of the art of molecular dynamics simulations in the which averages are computed has to have sufficient number
of molecules to reduce statistical errors. It can be shown that1990s is such that with a few hours of CPU time, general

purpose supercomputers can handle around 10,000 molecules. computing macroscopic flow properties by averaging over a
number of molecules will result in statistical fluctuations withAt enormous expense, the fastest parallel machine available can

simulate around 1 million particles. Because of the extreme a standard deviation of approximately 0.1% if one million mole-
cules are used and around 3% if one thousand molecules arediminution of molecular scales, the above translates into regions

of liquid flow of about 0.01 mm (100 Å) in linear size, over used. The molecular chaos limit requires the length-scale L for
the averaging process to be at least 100 times the average dis-time intervals of around 0.001 ms, just enough for continuum

behavior to set in, for simple molecules. To simulate 1 s of tance between molecules (i.e., typical averaging over at least
one million molecules) .real time for complex molecular interactions, e.g., including

vibration modes, reorientation of polymer molecules, collision Figure 8, adapted from Bird (1994), shows the limits of
validity of the dilute gas approximation (d /s ú 7), the contin-of colloidal particles, etc., requires unrealistic CPU time mea-

sured in thousands of years. uum approach (Kn õ 0.1, as discussed previously in Section
2.2) , and the neglect of statistical fluctuations (L /d ú 100).MD simulations are highly inefficient for dilute gases where

the molecular interactions are infrequent. The simulations are Using a molecular diameter of s Å 4 1 10010 m as an example,
the three limits are conveniently expressed as functions of themore suited for dense gases and liquids. Clearly, molecular

dynamics simulations are reserved for situations where the con- normalized gas density r /ro or number density n /no , where the
reference densities ro and no are computed at standard condi-tinuum approach or the statistical methods are inadequate to

compute from first principles important flow quantities. Slip tions. All three limits are straight lines in the log-log plot of L
versus r /ro , as depicted in Figure 8. Note the shaded triangularboundary conditions for liquid flows in extremely small devices

is such a case as will be discussed in Section 2.7. wedge inside which both the Boltzmann and Navier-Stokes
equations are valid. Additionally, the lines describing the threeAn alternative to the deterministic molecular dynamics is the

statistical approach where the goal is to compute the probability limits very nearly intersect at a single point. As a consequence,
the continuum breakdown limit always lies between the diluteof finding a molecule at a particular position and state. If the

appropriate conservation equation can be solved for the proba- gas limit and the limit for molecular chaos. As density or charac-
teristic dimension is reduced in a dilute gas, the Navier-Stokesbility distribution, important statistical properties such as the

mean number, momentum or energy of the molecules within model breaks down before the level of statistical fluctuations
becomes significant. In a dense gas, on the other hand, signifi-an element of volume can be computed from a simple weighted
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ized velocity distribution function (dn /n Å f dj) , xj and jj are,
respectively, the coordinates and speeds of a molecule (consti-
tuting, together with time, the seven independent variables of
the single-dependent-variable equation), Fj is a known external
force, and J( f , f *) is the nonlinear collision integral that de-
scribes the net effect of populating and depopulating collisions
on the distribution function. The collision integral is the source
of difficulty in obtaining analytical solutions to the Boltzmann
equation, and is given by

J( f , f *) Å *
`

0`
*

4p

0
n 2( f * f *1 0 f f1)jrsdV(dj)1 (53)

where the superscript * indicates post-collision values, f and f1

represent two different molecules, jr is the relative speed be-
tween two molecules, s is the molecular cross-section, V is the
solid angle, and dj Å dj1dj2dj3 .

Once a solution for f is obtained, macroscopic quantities
such as density, velocity, temperature, etc., can be computed
from the appropriate weighted integral of the distribution func-
tion. For example,

r Å mn Å m * (nf )dj (54)

Fig. 8 Effective limits of different flow models. From Bird (1994). ui Å * ji fdj (55)

3
2kT Å * 1

2
mjiji fdj (56)cant fluctuations may be present even when the Navier-Stokes

model is still valid.
The starting point in statistical mechanics is the Liouville If the Boltzmann equation is nondimensionalized with a char-

equation which expresses the conservation of the N-particle acteristic length L and characteristic speed [2(k /m)T]1/2 ,
distribution function in 6N-dimensional phase space (three posi- where k is the Boltzmann constant, m is the molecular mass,
tions and three velocities for each molecule of a monatomic and T is temperature, the inverse Knudsen number appears ex-
gas with no internal degrees of freedom), where N is the number plicitly in the right-hand side of the equation as follows
of particles under consideration. Considering only external
forces which do not depend on the velocity of the molecules ÌfO

Ìt
O

/ jO j
ÌfO

ÌxP j
/ FO j

ÌfO

ÌjO j
Å 1

Kn
JO ( fO , fO *), j Å 1, 2, 3 (57)

(this excludes Lorentz forces, for example) , the Liouville equa-
tion for a system of N mass points reads

where the superscript O represents a dimensionless variable,
and fO is nondimensionalized using a reference number densityÌF

Ìt
/ ∑

N

kÅ1

jkr
ÌF
Ìxk

/ ∑
N

kÅ1

Fkr
ÌF
Ìjk

Å 0 (51) no .
The five conservation equations for the transport of mass,

where F is the probability of finding a molecule at a particular momentum, and energy can be derived by multiplying the Boltz-
point in phase space, t is time, jk is the three-dimensional veloc- mann equation above by, respectively, the molecular mass, mo-
ity vector for the k th molecule, xk is the three-dimensional mentum and energy, then integrating over all possible molecular
position vector for the k th molecule, and F is the external force velocities. Subject to the restrictions of dilute gas and molecular
vector. Note that the dot product in the above equation is carried chaos stated earlier, the Boltzmann equation is valid for all
out over each of the three components of the vectors j , x , and ranges of Knudsen number from 0 to ` . Analytical solutions
F , and that the summation is over all molecules. Obviously to this equation for arbitrary geometries are difficult mostly
such an equation is not tractable for realistic number of particles. because of the nonlinearity of the collision integral. Simple

A hierarchy of reduced distribution functions may be ob- models of this integral have been proposed to facilitate analyti-
tained by repeated integration of the Liouville equation above. cal solutions; see, for example, Bhatnagar et al. (1954).
The final equation in the hierarchy is for the single particle There are two important asymptotes to Eq. (57). First, as
distribution which also involves the two-particle distribution Kn r ` , molecular collisions become unimportant. This is the
function. Assuming molecular chaos, that final equation be- free-molecule flow regime depicted in Fig. 3 for Knú 10, where
comes a closed one (i.e., one equation in one unknown), and the only important collision is that between a gas molecule and
is known as the Boltzmann equation, the fundamental relation of the solid surface of an obstacle or a conduit. Analytical solutions
the kinetic theory of gases. That final equation in the hierarchy is are then possible for simple geometries, and numerical simula-
the only one which carries any hope of obtaining analytical tions for complicated geometries are straightforward once the
solutions. surface-reflection characteristics are accurately modeled. Sec-

A simpler direct derivation of the Boltzmann equation is ond, as Kn r 0, collisions become important and the flow
provided by Bird (1994). For monatomic gas molecules in approaches the continuum regime of conventional fluid dynam-
binary collisions, the integro-differential Boltzmann equation ics. The Second Law specifies a tendency for thermodynamic
reads systems to revert to equilibrium state, smoothing out any discon-

tinuities in macroscopic flow quantities. The number of molecu-
lar collisions in the limit Kn r 0 is so large that the flowÌ(nf )

Ìt
/ jj

Ì(nf )
Ìxj

/ Fj
Ì(nf )
Ìjj

Å J( f , f *),
approaches the equilibrium state in a time short compared to
the macroscopic time-scale. For example, for air at standardj Å 1, 2, 3 (52)
conditions (T Å 288 K; p Å 1 atm), each molecule experiences,
on the average, 10 collisions per nanosecond and travelswhere nf is the product of the number density and the normal-
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1 micron in the same time period. Such a molecule has already collision integral is simplified. So, clearly the transition regime
is one of dire need of alternative methods of solution. MDforgotten its previous state after 1 ns. In a particular flow field,

if the macroscopic quantities vary little over a distance of 1 mm simulations as mentioned earlier are not suited for dilute gases.
The best approach for the transition regime right now is theor over a time interval of 1 ns, the flow of STP air is near

equilibrium. direct simulation Monte Carlo (DSMC) method developed by
Bird (1963; 1965; 1976; 1978; 1994) and briefly describedAt Kn Å 0, the velocity distribution function is everywhere

of the local equilibrium or Maxwellian form: below. Some recent reviews of DSMC include those by Muntz
(1989), Cheng (1993), Cheng and Emmanuel (1995), and
Oran et al. (1998). The mechanics as well as the history of thefO (0) Å n

no

p03/2 exp[0(jO 0 uP )2] (58)
DSMC approach and its ancestors are well described in the
book by Bird (1994).

where jO and û are, respectively, the dimensionless speeds of a Unlike molecular dynamics simulations, DSMC is a statisti-
molecule and of the flow. In this Knudsen number limit, the cal computational approach to solving rarefied gas problems.
velocity distribution of each element of the fluid instantaneously Both approaches treat the gas as discrete particles. Subject to
adjusts to the equilibrium thermodynamic state appropriate to the dilute gas and molecular chaos assumptions, the direct simu-
the local macroscopic properties as this molecule moves through lation Monte Carlo method is valid for all ranges of Knudsen
the flow field. From the continuum viewpoint, the flow is isen- number, although it becomes quite expensive for Kn õ 0.1.
tropic and heat conduction and viscous diffusion and dissipation Fortunately, this is the continuum regime where the Navier-
vanish from the continuum conservation relations. Stokes equations can be used analytically or computationally.

The Chapman-Enskog theory attempts to solve the Boltz- DSMC is therefore ideal for the transition regime (0.1 õ Kn
mann equation by considering a small perturbation of fO from õ 10), where the Boltzmann equation is difficult to solve. The
the equilibrium Maxwellian form. For small Knudsen numbers, Monte Carlo method is, like its name sake, a random number
the distribution function can be expanded in terms of Kn in the strategy based directly on the physics of the individual molecu-
form of a power series lar interactions. The idea is to track a large number of randomly

selected, statistically representative particles, and to use their
fO Å fO (0) / Kn fO (1) / Kn2fO (2) / . . . (59) motions and interactions to modify their positions and states.

The primary approximation of the direct simulation MonteBy substituting the above series in the Boltzmann equation (57)
Carlo method is to uncouple the molecular motions and theand equating terms of equal order, the following recurrent set
intermolecular collisions over small time intervals. A significantof integral equations result:
advantage of this approximation is that the amount of computa-
tion required is proportional to N , in contrast to N 2 for molecularJO ( fO (0) , fO (0) ) Å 0,
dynamics simulations. In essence, particle motions are modeled
deterministically while collisions are treated probabilistically,JO ( fO (0) , fO (1) ) Å ÌfO (0)

Ìt
O

/ jO j
ÌfO (0)

ÌxP j
/ FO j

ÌfO (0)

ÌjO j
, . . . (60)

each simulated molecule representing a large number of actual
molecules. Typical computer runs of DSMC in the 1990s in-

The first integral is nonlinear and its solution is the local Max- volve tens of millions of intermolecular collisions and fluid-
wellian distribution, Eq. (58). The distribution functions fO (1) , solid interactions.
fO (2) , etc., each satisfies an inhomogeneous linear equation whose The DSMC computation is started from some initial condition
solution leads to the transport terms needed to close the contin- and followed in small time steps that can be related to physical
uum equations appropriate to the particular level of approxima- time. Colliding pairs of molecules in a small geometric cell in
tion. The continuum stress tensor and heat flux vector can be physical space are randomly selected after each computational
written in terms of the distribution function, which in turn can time step. Complex physics such as radiation, chemical reac-
be specified in terms of the macroscopic velocity and tempera- tions and species concentrations can be included in the simula-
ture and their derivatives (Kogan, 1973). The zeroth-order tions without the necessity of nonequilibrium thermodynamic
equation yields the Euler equations, the first-order equation re- assumptions that commonly afflict nonequilibrium continuum-
sults in the linear transport terms of the Navier-Stokes equa- flow calculations. DSMC is more computationally intensive
tions, the second-order equation gives the nonlinear transport than classical continuum simulations, and should therefore be
terms of the Burnett equations, and so on. Keep in mind, how- used only when the continuum approach is not feasible.
ever, that the Boltzmann equation as developed in this subsec- The DSMC technique is explicit and time marching, and
tion is for a monatomic gas. This excludes the all important air therefore always produces unsteady flow simulations. For mac-
which is composed largely of diatomic nitrogen and oxygen. roscopically steady flows, Monte Carlo simulation proceeds un-

As discussed in Sections 2.2, 2.3, and 2.5, the Navier-Stokes til a steady flow is established, within a desired accuracy, at
equations can and should be used up to a Knudsen number of sufficiently large time. The macroscopic flow quantities are then
0.1. Beyond that, the transition flow regime commences (0.1 the time average of all values calculated after reaching the
õ Kn õ 10). In this flow regime, the molecular mean free path steady state. For macroscopically unsteady flows, ensemble av-
for a gas becomes significant relative to a characteristic distance eraging of many independent Monte Carlo simulations is carried
for important flow-property changes to take place. The Burnett out to obtain the final results within a prescribed statistical
equations can be used to obtain analytical /numerical solutions accuracy.
for at least a portion of the transition regime for a monatomic
gas, although their complexity have precluded much results for 2.7 Liquid Flows. From the continuum point of view,
realistic geometries. There is also a certain degree of uncertainty liquids and gases are both fluids obeying the same equations of
about the proper boundary conditions to use with the continuum motion. For incompressible flows, for example, the Reynolds
Burnett equations, and experimental validation of the results number is the primary dimensionless parameter that determines
have been very scarce. Additionally, as the gas flow further the nature of the flow field. True, water, for example, has density
departs from equilibrium, the bulk viscosity (Ål / 2

3m, where and viscosity that are, respectively, three and two orders of
magnitude higher than those for air, but if the Reynolds numberl is the second coefficient of viscosity) is no longer zero, and

the Stokes’ hypothesis no longer holds (see Gad-el-Hak, 1995, and geometry are matched, liquid and gas flows should be iden-
tical. (Barring phenomena unique to liquids such as cavitation,for an interesting summary of the issue of bulk viscosity) .

In the transition regime, the molecularly-based Boltzmann free surface flows, etc.) For MEMS applications, however, we
anticipate the possibility of non-equilibrium flow conditions andequation cannot easily be solved either, unless the nonlinear
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the consequent invalidity of the Navier-Stokes equations and transmit only normal force, but when a velocity gradient occurs,
the net intermolecular force would have a tangential component.the no-slip boundary conditions. Such circumstances can best

The incompressible Navier-Stokes equations describe liquidbe researched using the molecular approach. This was discussed
flows under most circumstances. Liquids, however, do not havefor gases in Section 2.6, and the corresponding arguments for
a well advanced molecular-based theory as that for dilute gases.liquids will be given in the present subsection. The literature
The concept of mean free path is not very useful for liquidson non-Newtonian fluids in general and polymers in particular
and the conditions under which a liquid flow fails to be in quasi-is vast (for example, the bibliographic survey by Nadolink and
equilibrium state are not well defined. There is no KnudsenHaigh, 1995, cites over 4,900 references on polymer drag reduc-
number for liquid flows to guide us through the maze. We dotion alone) and provides a rich source of information on the
not know, from first principles, the conditions under which themolecular approach for liquid flows.
no-slip boundary condition becomes inaccurate, or the point atSolids, liquids and gases are distinguished merely by the
which the (stress)-(rate of strain) relation or the (heat flux)-degree of proximity and the intensity of motions of their constit-
( temperature gradient) relation fails to be linear. Certain empiri-uent molecules. In solids, the molecules are packed closely
cal observations indicate that those simple relations that we takeand confined, each hemmed in by its neighbors (Chapman and
for granted occasionally fail to accurately model liquid flows.Cowling, 1970). Only rarely would one solid molecule slip
For example, it has been shown in rheological studies (Loosefrom its neighbors to join a new set. As the solid is heated,
and Hess, 1989) that non-Newtonian behavior commencesmolecular motion becomes more violent and a slight thermal
when the strain rate approximately exceeds twice the molecularexpansion takes place. At a certain temperature that depends on
frequency-scaleambient pressure, sufficiently intense motion of the molecules

enables them to pass freely from one set of neighbors to another.
The molecules are no longer confined but are nevertheless still g

h
Å Ìu

Ìy
¢ 2t01 (61)

closely packed, and the substance is now considered a liquid.
Further heating of the matter eventually releases the molecules where the molecular time-scale t is given by
altogether, allowing them to break the bonds of their mutual
attractions. Unlike solids and liquids, the resulting gas expands

t Å Fms 2

e G1/2

(62)to fill any volume available to it.
Unlike solids, both liquids and gases cannot resist finite shear

force without continuous deformation; that is the definition of
where m is the molecular mass, and s and e are respectivelya fluid medium. In contrast to the reversible, elastic, static defor-
the characteristic length- and energy-scale for the molecules.mation of a solid, the continuous deformation of a fluid resulting
For ordinary liquids such as water, this time-scale is extremelyfrom the application of a shear stress results in an irreversible
small and the threshold shear rate for the onset of non-Newton-work that eventually becomes random thermal motion of the
ian behavior is therefore extraordinarily high. For high-molecu-molecules; that is viscous dissipation. There are around 25-
lar-weight polymers, on the other hand, m and s are both manymillion molecules of STP air in a one-micron cube. The same
orders of magnitude higher than their respective values for wa-cube would contain around 34-billion molecules of water. So,
ter, and the linear stress-strain relation breaks down at realisticliquid flows are continuum even in extremely small devices
values of the shear rate.through which gas flows would not. The average distance be-

The moving contact line when a liquid spreads on a solidtween molecules in the gas example is one order of magnitude
substrate is an example where slip flow must be allowed to avoidhigher than the diameter of its molecules, while that for the
singular or unrealistic behavior in the Navier-Stokes solutionsliquid phase approaches the molecular diameter. As a result,
(Dussan and Davis, 1974; Dussan, 1976; 1979; Thompson andliquids are almost incompressible. Their isothermal compress-
Robbins, 1989). Other examples where slip-flow must be admit-ibility coefficient a and bulk expansion coefficient b are much
ted include corner flows (Moffatt, 1964; Koplik and Banavar,smaller compared to those for gases. For water, for example, a
1995) and extrusion of polymer melts from capillary tubeshundred-fold increase in pressure leads to less than 0.5% de-
(Pearson and Petrie, 1968; Richardson, 1973; Den, 1990).crease in volume. Sound speeds through liquids are also high Existing experimental results of liquid flow in microdevices

relative to those for gases, and as a result most liquid flows are are contradictory. This is not surprising given the difficulty of
incompressible. The exception being propagation of ultra-high- such experiments and the lack of a guiding rational theory.
frequency sound waves and cavitation phenomena. (Note that Pfahler et al. (1990; 1991), Pfahler (1992), and Bau (1994)
we distinguish between a fluid and a flow being compressible/ summarize the relevant literature. For small-length-scale flows,
incompressible. For example, the flow of the highly compress- a phenomenological approach for analyzing the data is to define
ible air can be either compressible or incompressible.) an apparent viscosity ma calculated so that if it were used in the

The mechanism by which liquids transport mass, momentum traditional no-slip Navier-Stokes equations instead of the fluid
and energy must be very different from that for gases. In dilute viscosity m, the results would be in agreement with experimental
gases, intermolecular forces play no role and the molecules observations. Israelachvili (1986) and Gee et al. (1990) found
spend most of their time in free flight between brief collisions that ma Å m for thin-film flows as long as the film thickness
at which instances the molecules’ direction and speed abruptly exceeds 10 molecular layers (É5 nm). For thinner films, ma
change. The random molecular motions are responsible for gas- depends on the number of molecular layers and can be as much
eous transport processes. In liquids, on the other hand, the mole- as 105 times larger than m. Chan and Horn’s (1985) results are
cules are closely packed though not fixed in one position. In somewhat different; the apparent viscosity deviates from the
essence, the liquid molecules are always in a collision state. fluid viscosity for films thinner than 50 nm.
Applying a shear force must create a velocity gradient so that In polar-liquid flows through capillaries, Migun and Prokhor-
the molecules move relative to one another, ad infinitum as long enko (1987) report that ma increases for tubes smaller than
as the stress is applied. For liquids, momentum transport due 1 micron in diameter. In contrast, Debye and Cleland (1959)
to the random molecular motion is negligible compared to that report ma smaller than m for paraffin flow in porous glass with
due to the intermolecular forces. The straining between liquid average pore size several times larger than the molecular length-
molecules causes some to separate from their original neighbors, scale. Experimenting with microchannels ranging in depths
bringing them into the force field of new molecules. Across the from 0.5 micron to 50 microns, Pfahler et al. (1991) found that
plane of the shear stress, the sum of all intermolecular forces ma is consistently smaller than m for both liquid (isopropyl

alcohol; silicone oil) and gas (nitrogen; helium) flows in micro-must, on the average, balance the imposed shear. Liquids at rest
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The fluid-solid interaction is also modeled with a truncated
Lennard-Jones potential, with energy- and length-scales ew f and
sw f , and cut-off distance rc . The equilibrium state of the fluid
is a well-defined liquid phase characterized by number density
n Å 0.81s03 and temperature T Å 1.1e /k , where k is the Boltz-
mann constant.

The steady-state velocity profiles resulting from Thompson
and Troian’s (1997) MD simulations are depicted in Fig. 9 for
different values of the interfacial parameters ew f , sw f and nw .
Those parameters, shown in units of the corresponding fluid
parameters e, s and n , characterize, respectively, the strength
of the liquid-solid coupling, the thermal roughness of the inter-
face and the commensurability of wall and liquid densities.
The macroscopic velocity profiles recover the expected flow
behavior from continuum hydrodynamics with boundary condi-
tions involving varying degrees of slip. Note that when slip
exists, the shear rate g

h
no longer equals U /h . The degree of

slip increases (i.e. the amount of momentum transfer at the
wall-fluid interface decreases) as the relative wall density nw

increases or the strength of the wall-fluid coupling sw f de-
creases; in other words when the relative surface energy corru-
gation of the wall decreases. Conversely, the corrugation is
maximized when the wall and fluid densities are commensurate
and the strength of the wall-fluid coupling is large. In this case,
the liquid feels the corrugations in the surface energy of the
solid owing to the atomic close-packing. Consequently, thereFig. 9 Velocity profiles in a Couette flow geometry at different interfacial
is efficient momentum transfer and the no-slip condition applies,parameters. All three profiles are for U Å st01 , and h Å 24.57s. The

dashed line is the no-slip Couette-flow solution. From Thompson and or in extreme cases, a ‘stick’ boundary condition takes hold.
Troian (1997). Variations of the slip length Ls and viscosity m as functions

of shear rate g
h

are shown in parts (a) and (b) of Fig. 10, for
five different sets of interfacial parameters. For Couette flow,channels. For liquids, the apparent viscosity decreases with de-

creasing channel depth. Other researchers using small capillar- the slip length is computed from its definition, Ls Å DuÉw /g
h

ies report that ma is about the same as m (Anderson and Quinn, Å (U /g
h
0 h) /2. The slip length, viscosity and shear rate are

1972; Tukermann and Pease, 1981; 1982; Tuckermann, 1984; normalized in the figure using the respective molecular scales
Guvenc, 1985; Nakagawa et al., 1990). for length s, viscosity ets03 , and inverse time t01 . The viscos-

The above contradictory results point to the need for replac- ity of the fluid is constant over the entire range of shear rates
ing phenomenological models by first-principles ones. The lack (Fig. 10(b)) , indicating Newtonian behavior. As indicated ear-
of molecular-based theory of liquids—despite extensive re- lier, non-Newtonian behavior is expected for g

h
¢ 2t01 , well

search by the rheology and polymer communities—leaves mo- above the shear rates used in Thompson and Troian’s simula-
lecular dynamics simulations as the nearest weapon to first- tions.
principles arsenal. MD simulations offer a unique approach to
checking the validity of the traditional continuum assumptions.
However, as was pointed out in Section 2.6, such simulations
are limited to exceedingly minute flow extent.

Thompson and Troian (1997) provide molecular dynamics
simulations to quantify the slip-flow boundary condition depen-
dence on shear rate. Recall the linear Navier boundary condition
introduced in Section 2.5,

DuÉw Å ufluid 0 uwall Å Ls
Ìu

Ìy Zw

(63)

where Ls is the constant slip length, and Ìu /ÌyÉw is the strain
rate computed at the wall. The goal of Thompson and Troian’s
simulations was to determine the degree of slip at a solid-liquid
interface as the interfacial parameters and the shear rate change.
In their simulations, a simple liquid underwent planar shear in
a Couette cell as shown in Fig. 9. The typical cell measured
12.51 1 7.22 1 h , in units of molecular length-scale s, where
the channel depth h varied in the range of 16.71s 0 24.57s,
and the corresponding number of molecules simulated ranged
from 1,152 to 1,728. The liquid is treated as an isothermal
ensemble of spherical molecules. A shifted Lennart-Jones
6-12 potential is used to model intermolecular interactions, with
energy- and length-scales e and s, and cut-off distance
rc Å 2.2s:

V (r) Å 4eFS r

sD
012

0 S r

sD
06

0 S rc

sD
012

/ S rc

sD
06G (64)

Fig. 10 Variation of slip length and viscosity as functions of shear rate.
From Thompson and Troian (1997).The truncated potential is set to zero for r ú rc .
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At low shear rates, the slip length behavior is consistent with
the Navier model, i.e., is independent of the shear rate. Its
limiting value Lo

s ranges from 0 to Ç17s for the range of
interfacial parameters chosen (Fig. 10(a)) . In general, the
amount of slip increases with decreasing surface energy corru-
gation. Most interestingly, at high shear rates the Navier condi-
tion breaks down as the slip length increases rapidly with g

h
.

The critical shear-rate value for the slip length to diverge, g
h c ,

decreases as the surface energy corrugation decreases. Surpris-
ingly, the boundary condition is nonlinear even though the liq-
uid is still Newtonian. In dilute gases, as discussed in Section
2.6, the linear slip condition and the Navier-Stokes equations,
with their linear stress-strain relation, are both valid to the same
order of approximation in Knudsen number. In other words,
deviation from linearity is expected to take place at the same
value of Kn Å 0.1. In liquids, in contrast, the slip length appears
to become nonlinear and to diverge at a critical value of shear

Fig. 11 Universal relation of slip length as a function of shear rate. Fromrate well below the shear rate at which the linear stress-strain
Thompson and Troian (1997).relation fails. Moreover, the boundary condition deviation from

linearity is not gradual but is rather catastrophic. The critical
value of shear rate g

h c signals the point at which the solid can
four times that of liquid, and energy-scale for wall-fluid interac-no longer impart momentum to the liquid. This means that the
tion that is one fifth of energy-scale for liquid.same liquid molecules sheared against different substrates will

The limiting value of slip length is independent of the shearexperience varying amounts of slip and vice versa.
rate and can be computed for water as Lo

s Å 17s Å 4.91 1Based on the above results, Thompson and Troian (1997)
1009 m. Consider a water microbearing having a shaft diametersuggest a universal boundary condition at a solid-liquid inter-
of 100 mm and rotation rate of 20,000 rpm and a minimum gapface. Scaling the slip length Ls by its asymptotic limiting value
of h Å 1 mm. In this case, U Å 0.1 m/s and the no-slip shearLo

s and the shear rate g
h

by its critical value g
h c , collapses the

rate is U /h Å 105 s01 . When slip occurs at the limiting valuedata in the single curve shown in Figure 11. The data points
just computed, the shear rate and the wall slip-velocity areare well described by the relation
computed as follows

Ls Å Lo
sF1 0 g

h

g
h c
G01/2

(65) g
h
Å U

h / 2Lo
s

Å 9.90 1 104 s01 (66)

DuÉw Å g
h
Ls Å 4.87 1 1004 m/s (67)

The nonlinear behavior close to a critical shear rate suggests that
As a result of the Navier slip, the shear rate is reduced by 1%the boundary condition can significantly affect flow behavior at
from its no-slip value, and the slip velocity at the wall is aboutmacroscopic distances from the wall. Experiments with poly-
0.5% of U , small but not insignificant.mers confirm this observation (Atwood and Schwalter, 1989).

The rapid change in the slip length suggests that for flows in
2.8 Surface Phenomena. As mentioned in Section 2.1,the vicinity of g

h c , small changes in surface properties can lead
the surface-to-volume ratio for a machine with a characteristicto large fluctuations in the apparent boundary condition. Thomp-
length of 1 m is 1 m01 , while that for a MEMS device havingson and Troian (1997) conclude that the Navier slip condition
a size of 1 mm is 106 m01 . The million-fold increase in surfaceis but the low-shear-rate limit of a more generalized universal
area relative to the mass of the minute device substantiallyrelationship which is nonlinear and divergent. Their relation
affects the transport of mass, momentum and energy throughprovides a mechanism for relieving the stress singularity in
the surface. Obviously surface effects dominate in small de-spreading contact lines and corner flows, as it naturally allows
vices. The surface boundary conditions in MEMS flows havefor varying degrees of slip on approach to regions of higher
already been discussed in Sections 2.5 and 2.7. In microdevices,rate of strain.
it has been shown that it is possible to have measurable slip-To place the above results in physical terms, consider water
velocity and temperature jump at a solid-fluid interface. In thisat a temperature of T Å 288 K. (Water molecules are complex
subsection, we illustrate other ramifications of the large surface-ones, forming directional, short-range covalent bonds. Thus re-
to-volume ratio unique to MEMS, and provide a molecularquiring a more complex potential than the Lennard-Jones to
viewpoint to surface forces.describe the intermolecular interactions. For the purpose of the

In microdevices, both radiative and convective heat loss/gainqualitative example described here, however, we use the compu-
are enhanced by the huge surface-to-volume ratio. Consider atational results of Thompson and Troian (1997) who employed
device having a characteristic length Ls . Use of the lumpedthe L-J potential.) The energy-scale in the Lennard-Jones poten-
capacitance method to compute the rate of convective heat trans-tial is then e Å 3.62 1 10021 J. For water, m Å 2.99 1 10026

fer, for example, is justified if the Biot number (åhLs /ks , wherekg, s Å 2.89 1 10010 m, and at standard temperature n Å 3.35
h is the convective heat transfer coefficient of the fluid and ks1 1028 molecules/m3. The molecular time-scale can thus be
is the thermal conductivity of the solid) is less than 0.1. Smallcomputed, t Å [ms 2 /e]1/2 Å 8.31 1 10013 s. For the third case
Ls implies small Biot number, and a nearly uniform temperaturedepicted in Fig. 11 (the open squares) , g

h ct Å 0.1, and the
within the solid. Within this approximation, the rate at whichcritical shear rate at which the slip condition diverges is thus
heat is lost to the surrounding fluid is given by

g
h c Å 1.2 1 1011 s01 . Such an enormous rate of strain may be

found in extremely small devices having extremely high speeds.
rsL 3

s cs
dTs

dt
Å 0hL 2

s (Ts 0 T`) (68)(Note however that g
h c for high-molecular-weight polymers

would be many orders of magnitude smaller than the value
developed here for water.) On the other hand, the conditions to where rs and cs are respectively the density and specific heat

of the solid, Ts is its (uniform) temperature, and T` is the ambi-achieve a measurable slip of 17s ( the solid circles in Fig. 10)
are not difficult to encounter in microdevices: density of solid ent fluid temperature. Solution of the above equation is trivial,
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and the temperature of a hot surface drops exponentially with of liquid water are far greater than those for air. In MEMS
applications, however, the layer thickness may not be an insig-time from an initial temperature Ti ,
nificant portion of the characteristic flow dimension and the
water layer may have a measurable effect on the gas flow. ATs( t) 0 T`

Ti 0 T`

Å expF0 t

TG (69)
hybrid approach of molecular dynamics and continuum flow
simulations or MD-Monte Carlo simulations may be used to
investigate this issue.where the time constant T is given by

It should be noted that quite recently, Majumdar and Mezic
(1998; 1999) have studied the stability and rupture into droplets

T Å rsL 3
s cs

hL 2
s

(70) of thin liquid films on solid surfaces. They point out that the
free energy of a liquid film consists of a surface tension compo-
nent as well as highly nonlinear volumetric intermolecularFor small devices, the time it takes the solid to cool down is

proportionally small. Clearly, the million-fold increase in sur- forces resulting from van der Waals, electrostatic, hydration
and elastic strain interactions. For water films on hydrophilicface-to-volume ratio implies a proportional increase in the rate

at which heat escapes. Identical scaling arguments can be made surfaces such as silica and mica, Majumdar and Mezic (1998)
estimate the equilibrium film thickness to be about 0.5 nm (2regarding mass transfer.

Another effect of the diminished scale is the increased impor- monolayers) for a wide range of ambient-air relative humidities.
The equilibrium thickness grows very sharply, however, as thetance of surface forces and the waning importance of body

forces. Based on biological studies, Went (1968) concludes relative humidity approaches 100%.
Majumdar and Mezic’s (1998; 1999) results open manythat the demarkation length-scale is around 1 mm. Below that,

surface forces dominate over gravitational forces. A 10-mm questions. What are the stability characteristics of their water
film in the presence of air flow above it? Would this water filmpiece of paper will fall down when gently placed on a smooth,

vertical wall, while a 0.1-mm piece will stick. Try it! Stiction affect the accommodation coefficient for microduct air flow?
In a modern Winchester-type hard disk, the drive mechanismis a major problem in MEMS applications. Certain structures

such as long, thin polysilicon beams and large, thin comb drives has a read/write head that floats 50 nm above the surface of
the spinning platter. The head and platter together with the airhave a propensity to stick to their substrates and thus fail to

perform as designed (Mastrangelo and Hsu, 1992; Tang et al., layer in between form a slider bearing. Would the computer
performance be affected adversely by the high relative humidity1989).

Conventional dry friction between two solids in relative mo- on a particular day when the adsorbed water film is no longer
‘thin’? If a microduct hauls liquid water, would the water filmtion is proportional to the normal force which is usually a com-

ponent of the moving device weight. The friction is independent adsorbed by the solid walls influence the effective viscosity of
the water flow? Electrostatic forces can extend to almost 1of the contact-surface area because the van der Waals cohesive

forces are negligible relative to the weight of the macroscopic micron (the Debye length) , and that length is known to be
highly pH-dependent. Would the water flow be influenced bydevice. In MEMS applications, the cohesive intermolecular

forces between two surfaces are significant and the stiction is the surface and liquid chemistry? Would this explain the contra-
dictory experimental results of liquid flows in microducts dis-independent of the device mass but is proportional to its surface

area. The first micromotor did not move—despite large electric cussed in Section 2.7?
The few examples above illustrate the importance of surfacecurrent through it—until the contact area between the 100-

micron rotor and the substrate was reduced significantly by effects in small devices. From the continuum viewpoint, forces
at a solid-fluid interface are the limit of pressure and viscousplacing dimples on the rotor’s surface (Fan et al., 1988; 1989;

Tai and Muller, 1989). forces acting on a parallel elementary area displaced into the
fluid, when the displacement distance is allowed to tend toOne last example of surface effects that to my knowledge

has not been investigated for microflows is the adsorbed layer in zero. From the molecular point of view, all macroscopic surface
forces are ultimately traced to intermolecular forces, which sub-gaseous wall-bounded flows. It is well known (see, for example,

Brunauer, 1944; Lighthill, 1963) that when a gas flows in a ject is extensively covered in the book by Israelachvilli (1991)
and references therein. Here we provide a very brief introduc-duct, the gas molecules are attracted to the solid surface by the

van der Waals and other forces of cohesion. The potential en- tion to the molecular viewpoint. The four forces in nature are
(1) the strong and (2) weak forces describing the interactionsergy of the gas molecules drops on reaching the surface. The

adsorbed layer partakes the thermal vibrations of the solid, and between neutrons, protons, electrons, etc.; (3) the electromag-
netic forces between atoms and molecules; and (4) gravitationalthe gas molecules can only escape when their energy exceeds

the potential energy minimum. In equilibrium, at least part of forces between masses. The range of action of the first two
forces is around 1005 nm, and hence neither concerns us overlythe solid would be covered by a monomolecular layer of ad-

sorbed gas molecules. Molecular species with significant partial in MEMS applications. The electromagnetic forces are effective
over a much larger though still small distance on the order ofpressure—relative to their vapor pressure—may locally form

layers two or more molecules thick. Consider, for example, the the interatomic separations (0.1–0.2 nm). Effects over longer
range—several orders of magnitude longer—can and do riseflow of a mixture of dry air and water vapor at STP. The energy

of adsorption of water is much larger than that for nitrogen and from the short range intermolecular forces. For example, the
rise of liquid column in capillaries and the action of detergentoxygen, making it more difficult for water molecules to escape

the potential energy trap. It follows that the life time of water molecules in removing oily dirt from fabric are the result of
intermolecular interactions. Gravitational forces decay with themolecules in the adsorbed layer significantly exceeds that for

the air molecules (by 60,000 folds, in fact) and, as a result, the distance to second power, while intermolecular forces decay
much quicker, typically with the seventh power. Cohesivethin surface layer would be mostly water. For example, if the

proportion of water vapor in the ambient air is 1:1,000 (i.e., forces are therefore negligible once the distance between mole-
cules exceeds few molecular diameters, while massive bodiesvery low humidity level) , the ratio of water to air in the ad-

sorbed layer would be 60:1. Microscopic roughness of the solid like stars and planets are still strongly interacting, via gravity,
over astronomical distances.surface causes partial condensation of the water along portions

having sufficiently strong concave curvature. So, surfaces ex- Electromagnetic forces are the source of all intermolecular
interactions and the cohesive forces holding atoms and mole-posed to non-dry air flows are mainly liquid water surfaces. In

most applications, this thin adsorbed layer has little effect on cules together in solids and liquids. They can be classified into
(1) purely electrostatic arising from the Coulomb force betweenthe flow dynamics, despite the fact that the density and viscosity
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for cÅ dÅ 1. The minimum potential VminÅ0e, corresponds to
the equilibrium position (zero force) and occurs at r Å 1.12s.
The attractive van der Waals contribution to the minimum po-
tential is 02e, while the repulsive energy contribution is /e.
Thus the inverse 12th power repulsive force term decreases the
strength of the binding energy at equilibrium by 50%.

The L-J potential is commonly used in molecular dynamics
simulations to model intermolecular interactions between dense
gas or liquid molecules and between fluid and solid molecules.
As mentioned in Section 2.7, such potential is not accurate
for complex substances such as water whose molecules form
directional covalent bonds. As a result, MD simulations for
water are much more involved.

3 Typical Fluid ApplicationsFig. 12 Typical Lennard-Jones 6–12 potential and the intermolecular
force field resulting from it. Only a small portion of the potential function

3.1 Prologue. The physics of fluid flows in microdevicesis shown for clarity.
was covered in Section 2. In this section, we provide a number
of examples of useful applications of MEMS devices in fluid

charges, interactions between charges, permanent dipoles, quad- mechanics. The list is by no means exhaustive, but includes the
rupoles, etc.; (2) polarization forces arising from the dipole use of MEMS-based sensors and actuators for flow diagnosis
moments induced in atoms and molecules by the electric field and control, a recently developed viscous micropump/microtur-
of nearby charges and permanent dipoles; and (3) quantum bine, and analysis of a journal microbearing. The paper by
mechanical forces that give rise to covalent or chemical bonding Löfdahl and Gad-el-Hak (1999) offers more detail on some of
and to repulsive steric or exchange interactions that balance the the topics covered in this section.
attractive forces at very short distances. The Hellman-Feynman
theorem of quantum mechanics states that once the spatial distri- 3.2 Turbulence Measurements. Microelectromechani-
bution of the electron clouds has been determined by solving the cal systems offer great opportunities for better flow diagnosis
appropriate Schrödinger equation, intermolecular forces may be and control, particularly for turbulent flows. The batch pro-
calculated on the basis of classical electrostatics, in effect reduc- cessing fabrication of microdevices makes it possible to produce
ing all intermolecular forces to Coulombic forces. Note, how- large number of identical transducers within extremely tight
ever, that intermolecular forces exist even when the molecules tolerance. Microsensors and microactuators are small, inexpen-
are totally neutral. Solutions of the Schrödinger equation for sive, combine electronic and mechanical parts, have low energy
general atoms and molecules are not easy of course, and alterna- consumption and can be distributed over a wide area. In this
tive modeling are sought to represent intermolecular forces. The subsection we discuss the advantages of using MEMS-based
van der Waals attractive forces are usually represented with a sensors for turbulence measurements, and in the following sub-
potential that varies as the inverse-sixth power of distance, while section the issue of flow control will be addressed.
the repulsive forces are represented with either a power or an Turbulence remains largely an enigma, analytically unap-
exponential potential. proachable yet practically very important. For a turbulent flow,

A commonly used potential between two molecules is the the dependent variables are random functions of space and time,
generalized Lennard-Jones (L-J 6-12) pair potential given by and no straightforward method exists for analytically obtaining

stochastic solutions to the governing nonlinear, partial differen-
Vij(r) Å 4eFcijS r

sD
012

0 dijS r

sD
06G (71) tial equations. The statistical approach to solving the Navier-

Stokes equations sets a more modest aim of solving for the
average flow quantities rather than the instantaneous ones. But

where Vij is the potential energy between two particles i and as a result of the nonlinearity of the governing equations, this
j , r is the distance between the two molecules, e and s are, approach always leads to more unknowns than equations (the
respectively, characteristic energy and length-scales, and cij and closure problem), and solutions based on first principles are
dij are parameters to be chosen for the particular fluid and solid again not possible. Turbulence, therefore, is a conundrum that
combinations under consideration. The first term in the right- appears to yield its secrets only to physical and numerical exper-
hand side is the strong repulsive force that is felt when two iments, provided that the wide band of relevant scales is fully
molecules are at extremely close range comparable to the molec- resolved—a far-from-trivial task particularly at high Reynolds
ular length-scale. That short-range repulsion prevents overlap numbers.
of the molecules in physical space. The second term is the A turbulent flow field is composed of a hierarchy of eddies
weaker, van der Waals attractive force that commences when having a broad range of time- and length-scales. The largest
the molecules are sufficiently close (several times s) . That eddies have a spatial extension of approximately the same size
negative part of the potential represents the attractive polariza- as the width of the flow field, while the smallest eddies are of
tion interaction of neutral, spherically symmetric particles. The the size where viscous effects become dominant and energy is
power of 6 associated with this term is derivable from quantum transferred from kinetic into internal. The ratio of the smallest
mechanics considerations, while the power of the repulsive part length-scale—the Kolmogorov microscale h—to the largest
of the potential is found empirically. The Lennard-Jones poten- scale l is related to the turbulence Reynolds number as follows
tial is zero at very large distances, has a weak negative peak
at r slightly larger than s, is zero at r Å s, and is infinite as h

l
É S ul

n D
03/4

Å Re03/4 (73)r r 0.
The force field resulting from this potential is given by

Similar expressions can be written for time- and velocity-scalesFij(r) Å 0 ÌVij

Ìr
Å 48e

s FcijS r

sD
013

0 dij

2 S r

sD
07G (72)

(see, for example, Tennekes and Lumley, 1972). Not only does
a sensor have to be sufficiently small to resolve the smallest
eddies, but multi-sensors distributed over a large volume areA typical L-J 6-12 potential and force field are shown in Fig. 12,
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needed to detect any flow structures at the largest scale. Clearly,
the problem worsens as the Reynolds number increases.

In wall-bounded flows, the shear-layer thickness provides a
measure of the largest eddies in the flow. The smallest scale is
the viscous wall unit. Viscous forces dominate over inertia in
the near-wall region. The characteristic scales there are obtained
from the magnitude of the mean vorticity in the region and its
viscous diffusion away from the wall. Thus, the viscous time-
scale, tn , is given by the inverse of the mean wall vorticity

tn Å F ÌUU
Ìy Z

w
G01

(74)

where UV is the mean streamwise velocity. The viscous length-
scale, ln , is determined by the characteristic distance by which
the (spanwise) vorticity is diffused from the wall, and is thus
given by

ln Å
√
ntn Å

n

ÌUU
Ìy Z

w

(75)

where n is the kinematic viscosity. The wall velocity-scale (so-
Fig. 13 Classification of flow control strategiescalled friction velocity, ut) follows directly from the time and

length-scales

and actuators are presently the best candidate for reactive con-
ut Å

ln
tn
Å

√
n
ÌUU
Ìy Z

w

Å
√
tw

r
(76) trol of turbulent flows where distributed arrays of sensing and

actuation elements are required. In this subsection we offer a
brief introduction to targeted flow control. More detail are foundwhere tw is the mean shear stress at the wall, and r is the fluid
in the review papers by Gad-el-Hak (1989; 1994; 1996), Wil-density. A wall unit implies scaling with the viscous scales, and
kinson (1990), and Moin and Bewley (1994).the usual ( )/ notation is used; for example, y/ Å y / ln Å The ability to actively or passively manipulate a flow fieldyut/n. In the wall region, the characteristic length for the large
to effect a desired change is of immense technological impor-eddies is y itself, while the Kolmogorov scale is related to the
tance, and this undoubtedly accounts for the fact that the subjectdistance from the wall y as follows
is more hotly pursued by scientists and engineers than any other
topic in fluid mechanics. The potential benefits of realizing

h/ å hut

n
É (ky/)1/4 (77) efficient flow control systems range from saving billions of

dollars in annual fuel cost for land, air and sea vehicles to
where k is the von Kármán constant (É0.41). As y/ changes achieving economically/environmentally more competitive in-
in the range of 1–5 (the extent of the viscous sublayer) , h dustrial processes involving fluid flows. Flow control can be
changes from 0.8 to 1.2 wall units. used to achieve transition delay/advance, separation postpone-

It is clear from the above that the spatial and temporal resolu- ment/provocation, lift enhancement, drag reduction, turbulence
tions for any probe to be used to resolve high-Reynolds-number augmentation/suppression or noise reduction.
turbulent flows are extremely tight. For example, both the Kol-

3.3.1 Classification Schemes. There are different classi-mogorov scale and the viscous length-scale change from few
fication schemes for flow control methods. One is to considermicrons at the typical field Reynolds number—based on the
whether the technique is applied at the wall or away from it.momentum thickness—of 106, to a couple of hundred microns
Surface parameters that can influence the flow includeat the typical laboratory Reynolds number of 103. MEMS sen-
roughness, shape, curvature, rigid-wall motion, compliance,sors for pressure, velocity, temperature and shear stress are at
temperature and porosity. Heating and cooling of the surfaceleast one order of magnitude smaller than conventional sensors
can influence the flow via the resulting viscosity and density(Ho and Tai, 1996; Löfdahl et al., 1996). Their small size
gradients. Mass transfer can take place through a porous wallimproves both the spatial and temporal resolutions of the mea-
or a wall with slots. Suction and injection of primary fluid cansurements, typically few microns and few microseconds, respec-
have significant effects on the flow field, influencing particularlytively. For example, a micro-hot-wire (called hot point) has
the shape of the velocity profile near the wall and thus thevery small thermal inertia and the diaphragm of a micro-pres-
boundary layer susceptibility to transition and separation. Dif-sure-transducer has correspondingly fast dynamic response.
ferent additives, such as polymers, surfactants, micro-bubbles,Moreover, the microsensors’ extreme miniaturization and low
droplets, particles, dust or fibers, can also be injected throughenergy consumption make them ideal for monitoring the flow
the surface in water or air wall-bounded flows. Control devicesstate without appreciably affecting it. Lastly, literally hundreds
located away from the surface can also be beneficial. Large-of microsensors can be fabricated on the same silicon chip
eddy breakup devices (also called outer-layer devices, orat a reasonable cost, making them well suited for distributed
OLDs), acoustic waves bombarding a shear layer from outside,measurements. The UCLA/Caltech team (see, for example, Ho
additives introduced in the middle of a shear layer, manipulationand Tai, 1996; 1998, and references therein) has been very
of freestream turbulence levels and spectra, gust, and magneto-effective in developing many MEMS-based sensors and actua-
and electro-hydrodynamic body forces are examples of flowtors for turbulence diagnosis and control.
control strategies applied away from the wall.

A second scheme for classifying flow control methods con-3.3 Flow Control. Due to their small size, fast response,
low unit-cost and energy consumption and an ability to combine siders energy expenditure and the control loop involved. As

shown in the schematic in Fig. 13, a control device can bemechanical and electronic components, MEMS-based sensors
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instantaneously or in the mean.) These vorticity fluxes deter-
mine the fullness of the corresponding velocity profiles. For
example, suction (or downward wall motion), favorable pres-
sure-gradient or lower wall-viscosity results in vorticity flux
away from the wall, making the surface a source of spanwise
and streamwise vorticity. The corresponding fuller velocity pro-
files have negative curvature at the wall and are more resistant
to transition and to separation but are associated with higher
skin-friction drag. Conversely, an inflectional velocity profile
can be produced by injection (or upward wall motion), adverse
pressure-gradient or higher wall-viscosity. Such profile is more
susceptible to transition and to separation and is associated with
lower, even negative, skin friction. Note that many techniques
are available to effect a wall viscosity-gradient; for example
surface heating/cooling, film boiling, cavitation, sublimation,
chemical reaction, wall injection of lower/higher viscosity fluid
and the presence of shear thinning/thickening additive.

Flow control devices can alternatively target certain scales
of motion rather than globally changing the velocity profile.
Polymers, riblets and LEBUs, for example, appear to selectively
damp only the small dissipative eddies in turbulent wall-
bounded flows. These eddies are responsible for the (instanta-
neous) inflectional profile and the secondary instability in the
buffer zone, and their suppression leads to increased scales, a
delay in the reduction of the (mean) velocity-profile slope and
consequent thickening of the wall region. In the buffer zone,
the scales of the dissipative and energy containing eddies are
roughly the same and, hence, the energy containing eddies willFig. 14 Different control loops for active flow control. (a ) Predeter-

mined, open-loop control; (b ) reactive, feedforward, open-loop control; also be suppressed resulting in reduced Reynolds stress produc-
(c ) reactive, feedback, closed-loop control. tion, momentum transport and skin friction.

Considering the extreme complexity of the turbulence prob-
lem in general and the unattainability of first-principles analyti-

passive, requiring no auxiliary power, or active, requiring en- cal solutions in particular, it is not surprising that controlling a
ergy expenditure. As for the action of passive devices, some turbulent flow remains a challenging task, mired in empiricism
prefer to use the term flow management rather than flow control and unfulfilled promises and aspirations. Brute force suppres-
(Fiedler and Fernholz, 1990), reserving the latter terminology sion, or taming, of turbulence via active, energy-consuming
for dynamic processes. Active control—always requiring actua- control strategies is always possible, but the penalty for doing
tors—is further divided into predetermined or reactive. Prede- so often exceeds any potential benefits. The artifice is to achieve
termined control includes the application of steady or unsteady a desired effect with minimum energy expenditure. This is
energy input without regard to the particular state of the flow. where the concept of reactive control and the use of microsen-
The control loop in this case is open as shown in Figure 14(a) , sors/microactuators come into the domain of this paper.
and no sensors are required. Reactive control is a special class
of active control where the control input is continuously ad-

3.3.2 Control of Turbulence. Numerous methods of flowjusted based on measurements of some kind. The control loop
control have already been successfully implemented in practicalin this case can either be an open, feedforward one (Fig. 14(b))
engineering devices. Yet, very few of the classical strategiesor a closed, feedback loop (Fig. 14(c)) . Classical control theory
are effective in controlling free-shear or wall-bounded turbulentdeals, for the most part, with reactive control.
flows. Serious limitations exist for some familiar control tech-The distinction between feedforward and feedback is particu-
niques when applied to certain turbulent flow situations. Forlarly important when dealing with the control of flow structures
example, in attempting to reduce the skin-friction drag of awhich convect over stationary sensors and actuators. In feedfor-
body having a turbulent boundary layer using global suction,ward control, the measured variable and the controlled variable
the penalty associated with the control device often exceeds thediffer. For example, the pressure or velocity can be sensed at
saving derived from its use. What is needed is a way to reducean upstream location, and the resulting signal is used together
this penalty to achieve a more efficient control.with an appropriate control law to trigger an actuator which in

Flow control is most effective when applied near the transi-turn influences the velocity at a downstream position. Feedback
tion or separation points; in other words, near the critical flowcontrol, on the other hand, necessitates that the controlled vari-
regimes where flow instabilities magnify quickly. Therefore,able be measured, fed back and compared with a reference
delaying/advancing laminar-to-turbulence transition and pre-input. Reactive feedback control is further classified into four
venting/provoking separation are relatively easier tasks to ac-categories: Adaptive, physical model-based, dynamical sys-
complish. To reduce the skin-friction drag in a non-separatingtems-based and optimal control (Moin and Bewley, 1994).
turbulent boundary layer, where the mean flow is quite stable,A yet another classification scheme is to consider whether
is a more challenging problem. Yet, even a modest reductionthe control technique directly modifies the shape of the instanta-
in the fluid resistance to the motion of, for example, the world-neous/mean velocity profile or selectively influence the small
wide commercial air fleet is translated into fuel savings esti-dissipative eddies. An inspection of the Navier-Stokes equations
mated to be in the billions of dollars. Newer ideas for turbulentwritten at the surface indicates that the spanwise and streamwise
flow control focus on the direct onslaught on coherent struc-vorticity fluxes at the wall can be changed, either instantane-
tures. Spurred by the recent developments in chaos control,ously or in the mean, via wall motion/compliance, suction/
microfabrication and soft computing tools, reactive control ofinjection, streamwise or spanwise pressure-gradient (respec-
turbulent flows is now in the realm of the possible for futuretively) , or normal viscosity-gradient. (Note that streamwise

vorticity exists only if the velocity field is three-dimensional, practical devices.
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Such futuristic systems are envisaged as consisting of a large structure to achieve a prescibed goal would therefore require
number of intelligent, interactive, microfabricated wall sensors implementing a large number of surface sensors/actuators to-
and actuators arranged in a checkerboard pattern and targeted gether with appropriate control algorithms. That strategy for
towards specific organized structures that occur randomly controlling wall-bounded turbulent flows has been advocated
within the boundary layer. Sensors detect oncoming coherent by, among others and in chronological order, Gad-el-Hak and
structures, and adaptive controllers process the sensors informa- Blackwelder (1987; 1989), Blackwelder and Gad-el-Hak
tion and provide control signals to the actuators which in turn (1990), Lumley (1991; 1996), Choi et al. (1992; 1994), Reyn-
attempt to favorably modulate the quasi-periodic events. Finite olds (1993), Jacobson and Reynolds (1993; 1995; 1998), Moin
number of wall sensors perceive only partial information about and Bewley (1994), Gad-el-Hak (1994; 1996; 1998), McMi-
the entire flow field above. However, a low-dimensional dynam- chael (1996), Mehregany et al. (1996), and Lumley and Blos-
ical model of the near-wall region used in a Kalman filter can sey (1998). Special mention should also be made of the UCLA/
make the most of the partial information from the sensors. Con- Caltech team who has been very effective in developing many
ceptually all of that is not too difficult, but in practice the MEMS-based sensors and actuators for turbulence diagnosis
complexity of such a control system is daunting and much and control. Their list of publications in the field is rather long,
research and development work still remain. but see, for example, Ho and Tai (1996), Tsao et al. (1997),

Targeted control implies sensing and reacting to a particular Ho et al. (1997), Ho and Tai (1998), and references therein.
quasi-periodic structure in the boundary layer. The wall seems It is instructive to estimate some representative characteristics
to be the logical place for such reactive control, because of the of the required array of sensors/actuators. Consider a typical
relative ease of placing something in there, the sensitivity of commercial aircraft cruising at a speed of U` Å 300 m/s and
the flow in general to surface perturbations and the proximity at an altitude of 10 km. The density and kinematic viscosity of
and therefore accessibility to the dynamically all important near- air and the unit Reynolds number in this case are, respectively,
wall coherent events. r Å 0.4 kg/m3, n Å 3 1 1005 m2/s, and Re Å 107/m. Assume

further that the portion of fuselage to be controlled has a turbu-3.3.3 Targeted Control. As discussed above, successful
lent boundary layer characteristics which are identical to thosetechniques to reduce the skin friction in a turbulent flow, such
for a zero-pressure-gradient flat plate at a distance of 1 m fromas polymers, particles or riblets, appear to act indirectly through
the leading edge. In this case, the skin-friction coefficient andlocal interaction with discrete turbulent structures, particularly
the friction velocity are, respectively, Cf Å 0.003 and ut Åsmall-scale eddies, within the flow. Common characteristics of
11.62 m/s. (Note that the skin friction decreases as the distanceall these methods are increased losses in the near-wall region,
from the leading edge increases. It is also strongly affectedthickening of the buffer layer, and lowered production of Reyn-
by such things as the externally imposed pressure gradient.olds shear stress (Bandyopadhyay, 1986). Methods that act
Therefore, the estimates provided in here are for illustrationdirectly on the mean flow, such as suction or lowering of near-
purposes only.) At this location, one viscous wall unit is onlywall viscosity, also lead to inhibition of Reynolds stress. How-
n /ut Å 2.6 microns. In order for the surface array of sensors/ever, skin friction is increased when any of these velocity-
actuators to be hydraulically smooth, it should not protrudeprofile modifiers is applied globally.
beyond the viscous sublayer, or 5n /ut Å 13 mm.Could these seemingly inefficient techniques, e.g., global suc-

Wall-speed streaks are the most visible, reliable and detect-tion, be used more sparingly and be optimized to reduce their
able indicators of the preburst turbulence production process.associated penalty? It appears that the more successful drag-
The detection criterion is simply low velocity near the wall,reduction methods, e.g., polymers, act selectively on particular
and the actuator response should be to accelerate (or to remove)scales of motion and are thought to be associated with stabiliza-
the low-speed region before it breaks down. Local wall motion,tion of the secondary instabilities. It is also clear that energy is
tangential injection, suction or heating triggered on sensed wall-wasted when suction or heating/cooling is used to suppress the
pressure or wall-shear stress could be used to cause local accel-turbulence throughout the boundary layer when the main inter-
eration of near-wall fluid.est is to affect a near-wall phenomenon. One ponders, what

The recent numerical experiments of Berkooz et al. (1993)would become of wall turbulence if specific coherent structures
are to be targeted, by the operator through a reactive control indicate that effective control of bursting pair of rolls may be
scheme, for modification? The myriad of organized structures achieved by using the equivalent of two wall-mounted shear
present in all shear flows are instantaneously identifiable, quasi- sensors. If the goal is to stabilize or to eliminate all low-speed
periodic motions (Cantwell, 1981; Robinson, 1991). Bursting streaks in the boundary layer, a reasonable estimate for the
events in wall-bounded flows, for example, are both intermittent spanwise and streamwise distances between individual elements
and random in space as well as time. The random aspects of of a checkerboard array is, respectively, 100 and 1000 wall
these events reduce the effectiveness of a predetermined active units or 260 mm and 2600 mm, for our particular example. (Note
control strategy. If such structures are nonintrusively detected that 100 and 1000 wall units are equal to, respectively, the
and altered, on the other hand, net performance gain might be average spanwise wavelength between two adjacent streaks and
achieved. It seems clear, however, that temporal phasing as well the average streamwise extent for a typical low-speed region.
as spatial selectivity would be required to achieve proper control One can argue that those estimates are too conservative: once
targeted towards random events. a region is relaminarized, it would perhaps stay as such for

A nonreactive version of the above idea is the selective suc- quite a while as the flow convects downstream. The next row
tion technique which combines suction to achieve an asymptotic of sensors/actuators may therefore be relegated to a downstream
turbulent boundary layer and longitudinal riblets to fix the loca- location well beyond 1000 wall units.) A reasonable size for
tion of low-speed streaks (Gad-el-Hak and Blackwelder, 1989). each element is probably one-tenth of the spanwise separation,
Although far from indicating net drag reduction, the available or 26 mm. A (1 m 1 1 m) portion of the surface would have
results are encouraging and further optimization is needed. to be covered with about n Å 1.5 million elements. This is a
When implemented via an array of reactive control loops, the colossal number, but the density of sensors/actuators can be
selective suction method is potentially capable of skin-friction considerably reduced if we moderate our goal of targeting every
reduction that approaches 60%. single bursting event (and also if less conservative assumptions

are used).3.3.4 Required Characteristics. The randomness of the
It is well known that not every low-speed streak leads to abursting events necessitates temporal phasing as well as spatial

burst. On the average, a particular sensor would detect an incipi-selectivity to effect selective (targeted) control. Practical appli-
cations of methods targeted at controlling a particular turbulent ent bursting event every wall-unit interval of P/ Å Pu 2

t /n Å
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250, or PÅ 56 ms. The corresponding dimensionless and dimen- 3.3.5 Microdevices for Flow Control. MEMS integrates
electronics and mechanical components and can therefore exe-sional frequencies are f / Å 0.004 and f Å 18 kHz, respectively.
cute sense-decision-actuation on a monolithic level. Microsen-At different distances from the leading edge and in the presence
sors/microactuators would be ideal for the reactive flow controlof nonzero pressure-gradient, the sensors/actuators array would
concept advocated in the present subsection. Methods of flowhave different characteristics, but the corresponding numbers
control targeted toward specific coherent structures involve non-would still be in the same ballpark as estimated in here.
intrusive detection and subsequent modulation of events thatAs a second example, consider an underwater vehicle moving
occur randomly in space and time. To achieve proper targetedat a speed of U` Å 10 m/s. Despite the relatively low speed,
control of these quasi-periodic vortical events, temporal phasingthe unit Reynolds number is still the same as estimated above
as well as spatial selectivity are required. Practical implementa-for the air case, Re Å 107/m, due to the much lower kinematic
tion of such an idea necessitates the use of a large number ofviscosity of water. At one meter from the leading edge of an
intelligent, communicative wall sensors and actuators arrangedimaginary flat plate towed in water at the same speed, the fric-
in a checkerboard pattern. Section 3.3.4 provided estimates fortion velocity is only ut Å 0.39 m/s, but the wall unit is still the
the number, characteristics and energy consumption of suchsame as in the aircraft example, n /ut Å 2.6 mm. The density
elements required to modulate the turbulent boundary layerof required sensors/actuators array is the same as computed for
which develops along a typical commercial aircraft or nuclearthe aircraft example, n Å 1.5 1 106 elements/m2. The antici-
submarine. An upper-bound number to achieve total turbulencepated average frequency of sensing a bursting event is, however,
suppression is about one million sensors/actuators per squaremuch lower at f Å 600 Hz.
meter of the surface, although as argued earlier the actual num-Similar calculations have also been made by Gad-el-Hak
ber needed to achieve effective control could perhaps be one(1993; 1994), Reynolds (1993), and Wadsworth et al. (1993).
or two orders of magnitude below that.Their results agree closely with the estimates made here for

The sensors would be expected to measure the amplitude,typical field requirements. In either the airplane or the subma-
location, and phase or frequency of the signals impressed uponrine case, the actuator’s response need not be too large. As will the wall by incipient bursting events. Instantaneous wall-pres-

be shown in Section 3.3.5, wall displacement on the order of sure or wall-shear stress can be sensed, for example. The normal
10 wall units (26 mm in both examples) , suction coefficient of or in-plane motion of a minute membrane is proportional to the
about 0.0006, or surface cooling/heating on the order of 407C/ respective point force of primary interest. For measuring wall
27C (in the first /second example, respectively) should be suffi- pressure, microphone-like devices respond to the motion of a
cient to stabilize the turbulent flow. vibrating surface membrane or an internal elastomer. Several

As computed in the two examples above, both the required types are available including variable-capacitance (condenser
size for a sensor/actuator element and the average frequency or electret) , ultrasonic, optical (e.g., optical-fiber and diode-
at which an element would be activated are within the presently laser) , and piezoelectric devices (see, for example, Löfdahl et
known capabilities of microfabrication technology. The number al., 1993; 1994). A potentially useful technique for our purposes
of elements needed per unit area is, however, alarmingly large. has been tried at MIT (Warkentin et al., 1987; Young et al.,
The unit cost of manufacturing a programmable sensor/actuator 1988; Haritonidis et al., 1990a; 1990b). An array of extremely
element would have to come down dramatically, perhaps match- small (0.2 mm in diameter) laser-powered microphones
ing the unit cost of a conventional transistor, before the idea (termed picophones) was machined in silicon using integrated
advocated in here would become practical. circuit fabrication techniques, and was used for field measure-

An additional consideration to the size, amplitude, and fre- ment of the instantaneous surface pressure in a turbulent bound-
quency response is the energy consumed by each sensor/actua- ary layer. The wall-shear stress, though smaller and therefore

more difficult to measure than pressure, provides a more reliabletor element. Total energy consumption by the entire control
signature of the near-wall events.system obviously has to be low enough to achieve net savings.

Actuators are expected to produce a desired change in theConsider the following calculations for the aircraft example.
targeted coherent structures. The local acceleration actionOne meter from the leading edge, the skin-friction drag to be
needed to stabilize an incipient bursting event can be in the formreduced is approximately 54 N/m2. Engine power needed to
of adaptive wall, transpiration or wall heat transfer. Travelingovercome this retarding force per unit area is 16 kW/m2, or
surface waves can be used to modify a locally convecting pres-104 mW/sensor. If a 60% drag-reduction is achieved, this energy
sure gradient such that the wall motion follows that of theconsumption is reduced to 4320 mW/sensor. This number will
coherent event causing the pressure change. Surface motion inincrease by the amount of energy consumption of a sensor/
the form of a Gaussian hill with height y/ Å O[10] should beactuator unit, but hopefully not back to the uncontrolled levels.
sufficient to suppress typical incipient bursts (Lumley, 1991;The voltage across a sensor is typically in the range of V Å
Carlson and Lumley, 1996). Such time-dependent alteration in0.1–1 V, and its resistance in the range of R Å 0.1–1 MV.
wall geometry can be generated by driving a flexible skin usingThis means a power consumption by a typical sensor in the
an array of piezoelectric devices (dilate or contract dependingrange of P Å V 2 /R Å 0.1–10 mW, well below the anticipated
on the polarity of current passing through them), electromag-power savings due to reduced drag. For a single actuator in the
netic actuators, magnetoelastic ribbons (made of nonlinear ma-form of a spring-loaded diaphragm with a spring constant of
terials that change their stiffness in the presence of varyingk Å 100 N/m, oscillating up and down at the bursting frequency
magnetic fields) , or Terfenol-d rods (a novel metal composite,of f Å 18 kHz, with an amplitude of y Å 26 microns, the power developed at Grumman Corporation, which changes its length

consumption is P Å (1
2)ky 2 f Å 600 mW/actuator. If suction is when subjected to a magnetic field) . Note should also be made

used instead, Cq Å 0.0006, and assuming a pressure difference of other exotic materials that can be used for actuation. For
of Dp Å 104 N/m2 across the suction holes/slots, the corre- example, electrorheological fluids (Halsey and Martin, 1993)
sponding power consumption for a single actuator is P Å instantly solidify when exposed to an electric field, and may
CqU`Dp /n Å 1200 mW/actuator. It is clear then that when the thus be useful for the present application. Recently constructed
power penalty for the sensor/actuator is added to the lower- microactuators specifically designed for flow control include
level drag, a net saving is still achievable. The corresponding those by Wiltse and Glezer (1993), James et al. (1994), Jacob-
actuator power penalties for the submarine example are even son and Reynolds (1993; 1995; 1998), and Vargo and Muntz
smaller (P Å 20 mW/actuator, for the wall motion actuator, and (1996).
P Å 40 mW/actuator, for the suction actuator) , and larger sav- Suction/injection at many discrete points can be achieved by

simply connecting a large number of minute streamwise slots,ings are therefore possible.
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arranged in a checkerboard pattern, to a low-pressure/high-
pressure reservoir located underneath the working surface. The
transpiration through each individual slot is turned on and off
using a corresponding number of independently controlled mi-
crovalves. Alternatively, positive-displacement or rotary micro-
pumps (see, for example, Sen et al., 1996; Sharatchandra et al.,
1997) can be used for blowing or sucking fluid through small
holes/slits. Based on the results of Gad-el-Hak and Blackwelder
(1989), equivalent suction coefficients of about 0.0006 should
be sufficient to stabilize the near-wall region. Assuming that
the skin-friction coefficient in the uncontrolled boundary layer Fig. 15 Schematic of micropump developed by Sen et al. (1996)
is Cf Å 0.003, and assuming further that the suction used is
sufficient to establish an asymptotic boundary layer (ddu/dx Å
0, where du is the momentum thickness) , the skin friction in

the electrical properties of the fluid and are thus not suitablethe reactively controlled case is then Cf Å 0 / 2Cq Å 0.0012,
for many applications. Valveless pumping by ultrasound hasor 40% of the original value. The net benefit would, of course,
also been proposed (Moroney et al., 1991), but produces verybe reduced by the energy expenditure of the suction pump (or
little pressure difference.micropumps) as well as the array of microsensors and micro-

Mechanical pumps based on conventional centrifugal or axialvalves.
turbomachinery will not work at micromachine scales whereFinally, if the bursting events are to be eliminated by lowering
the Reynolds numbers are typically small, on the order of 1 orthe near-wall viscosity, direct electric-resistance heating can be
less. Centrifugal forces are negligible and, furthermore, theused in liquid flows and thermoelectric devices based on the
Kutta condition through which lift is normally generated isPeltier effect can be used for cooling in the case of gaseous
invalid when inertial forces are vanishingly small. In generalboundary layers. The absolute viscosity of water at 207C de-
there are three ways in which mechanical micropumps cancreases by approximately 2% for each 17C rise in temperature,
work:while for room-temperature air, m decreases by approximately

0.2% for each 17C drop in temperature. The streamwise momen- 1. Positive-displacement pumps. These are mechanical
tum equation written at the wall can be used to show that a pumps with a membrane or diaphragm actuated in a
suction coefficient of 0.0006 has approximately the same effect reciprocating mode and with unidirectional inlet and out-
on the wall-curvature of the instantaneous velocity profile as a let valves. They work on the same physical principle
surface heating of 27C in water or a surface cooling of 407C in as their larger cousins. Micropumps with piezoelectric
air (Liepmann and Nosenchuck, 1982; Liepmann et al., 1982). actuators have been fabricated (Van Lintel et al., 1988;

Sensors and actuators of the types discussed in this section Esashi et al., 1989; Smits, 1990). Other actuators, such
can be combined on individual electronic chips using microfa- as thermopneumatic, electrostatic, electromagnetic or bi-
brication technology. The chips can be interconnected in a com- metallic, can be used (Pister et al., 1990; Döring et al.,
munication network that is controlled by a massively parallel 1992; Gabriel et al., 1992). These exceedingly minute
computer or a self-learning neural network, perhaps each sen- positive-displacement pumps require even smaller
sor/actuator unit communicating only with its immediate neigh- valves, seals and mechanisms, a not-too-trivial microma-
bors. In other words, it may not be necessary for one sensor/ nufacturing challenge. In addition there are long-term
actuator to exchange signals with another far away unit. Factors problems associated with wear or clogging and conse-
to be considered in an eventual field application of chips pro- quent leaking around valves. The pumping capacity of
duced using microfabrication processes include sensitivity of these pumps is also limited by the small displacement
sensors, sufficiency and frequency response of actuators’ action, and frequency involved. Gear pumps are a different kind
fabrication of large arrays at affordable prices, survivability in of positive-displacement device.
the hostile field environment, and energy required to power the 2. Continuous, parallel-axis rotary pumps. A screw-type,
sensors/actuators. As argued by Gad-el-Hak (1994), sensor/ three-dimensional device for low Reynolds numbers was
actuator chips currently produced are small enough for typical proposed by Taylor (1972) for propulsion purposes and
field application, and they can be programmed to provide a shown in his seminal film. It has an axis of rotation
sufficiently large/fast action in response to a certain sensor parallel to the flow direction implying that the powering
output (see also Jacobson and Reynolds, 1995). Present proto- motor must be submerged in the flow, the flow turned
types are, however, still quite expensive as well as delicate. But through an angle, or that complicated gearing would be
so was the transistor when first introduced! It is hoped that the needed.
unit price of future sensor/actuator elements would follow the 3. Continuous, transverse-axis rotary pumps. This is the
same dramatic trends witnessed in case of the simple transistor class of machines that was recently developed by Sen
and even the much more complex integrated circuit. The price et al. (1996). They have shown that a rotating body,
anticipated by Texas Instruments for an array of 0.5–2 million, asymmetrically placed within a duct, will produce a net
individually actuated mirrors used in high-definition optical dis- flow due to viscous action. The axis of rotation can be
plays hints that the technology is well in its way to mass- perpendicular to the flow direction and the cylinder can
produce phenomenally inexpensive microsensors and microac- thus be easily powered from outside a duct. A related
tuators. Additionally, current automotive applications are a rig- viscous-flow pump was designed by Odell and Kovasz-
orous proving ground for MEMS: under-the-hood sensors can nay (1971) for a water channel with density stratification.
already withstand harsh conditions such as intense heat, shock, However, their design operates at a much higher Reyn-
continual vibration, corrosive gases and electromagnetic fields. olds number and is too complicated for microfabrication.

As evidenced from the third item above, it is possible to3.4 Micropumps. There have been several studies of mi-
crofabricated pumps. Some of them use non-mechanical effects. generate axial fluid motion in open channels through the rotation

of a cylinder in a viscous fluid medium. Odell and KovasznayThe Knudsen pump mentioned in Section 2.5 uses the thermal-
creep effect to move rarefied gases from one chamber to an- (1971) studied a pump based on this principle at high Reynolds

numbers. Sen et al. (1996) carried out an experimental studyother. Ion-drag is used in electrohydrodynamic pumps (Bart et
al., 1990; Richter et al., 1991; Fuhr et al., 1992); these rely on of a different version of such a pump. The novel viscous pump,

Journal of Fluids Engineering MARCH 1999, Vol. 121 / 27

/ 9914$$mr31 03-09-99 11:43:05 asmea ASME: J Fluids



shown schematically in Fig. 15, consists simply of a transverse-
axis cylindrical rotor eccentrically placed in a channel, so that
the differential viscous resistance between the small and large
gaps causes a net flow along the duct. The Reynolds numbers
involved in Sen et al.’s work were low (0.01 õ Re å 2va 2 /n
õ 10, where v is the radian velocity of the rotor, and a is its
radius) , typical of microscale devices, but achieved using a
macroscale rotor and a very viscous fluid. The bulk velocities
obtained were as high as 10% of the surface speed of the rotating
cylinder. Sen et al. (1996) have also tried cylinders with square
and rectangular cross-sections, but the circular cylinder deliv-
ered the best pumping performance.

A finite-element solution for low-Reynolds-number, uniform
flow past a rotating cylinder near an impermeable plane bound-
ary has already been obtained by Liang and Liou (1995). How-
ever, a detailed two-dimensional Navier-Stokes simulations of Fig. 16 Turbine rotation as a function of the bulk velocity in the channel.
the pump described above have been carried out by Sharatchan- From DeCourtye et al. (1998).
dra et al. (1997), who extended the operating range of Re
beyond 100. The effects of varying the channel height H and
the rotor eccentricity e have been studied. It was demonstrated dimensional numerical simulations of the envisioned microtur-that an optimum plate spacing exists and that the induced flow bine are summarized in this subsection. The Reynolds numberincreases monotonically with eccentricity; the maximum flow- for the turbine problem is defined in terms of the bulk velocity,rate being achieved with the rotor in contact with a channel since the rotor surface speed is unknown in this case,wall. Both the experimental results of Sen et al. (1996) and the
2-D numerical simulations of Sharatchandra et al. (1997) have

Re Å UU (2a)
n

(78)verified that, at Reõ 10, the pump characteristics are linear and
therefore kinematically reversible. Sharatchandra et al. (1997;
1998a) also investigated the effects of slip flow on the pump where UV is the prescribed bulk velocity in the channel, a is the

rotor radius, and n is the kinematic viscosity of the fluid.performance as well as the thermal aspects of the viscous de-
vice. Wall slip does reduce the traction at the rotor surface and Figure 16 shows the dimensionless rotor speed as a function

of the bulk velocity, for two dimensionless channel widthsthus lowers the performance of the pump somewhat. However,
the slip effects appear to be significant only for Knudsen num- W Å ` and W Å 0.6. In these simulations, the dimensionless

channel depth is H Å 2.5 and the rotor eccentricity is e /emax Åbers greater than 0.1, which is encouraging from the point of
view of microscale applications. 0.9. The relation is linear as was the case for the pump problem.

The slope of the lines is 0.37 for the 2-D turbine and 0.33 forIn an actual implementation of the micropump, several practi-
cal obstacles need to be considered. Among those are the larger the narrow channel with W Å 0.6. This means that the induced

rotor speed is, respectively, 0.37 and 0.33 of the bulk velocitystiction and seal design associated with rotational motion of
microscale devices. Both the rotor and the channel have a finite, in the channel. (The rotor speed can never, of course, exceed

the fluid velocity even if there is no load on the turbine. Withoutin fact rather small, width. DeCourtye et al. (1998) numerically
investigated the viscous micropump performance as the width load, the integral of the viscous shear stress over the entire

surface area of the rotor is exactly zero, and the turbine achievesof the channel W becomes exceedingly small. The bulk flow
generated by the pump decreased as a result of the additional its highest albeit finite rpm.) For the pump, the corresponding

numbers were 11.11 for the 2-D case and 100 for the 3-D case.resistance to the flow caused by the side walls. However, effec-
tive pumping was still observed with extremely narrow chan- Although it appears that the side walls have bigger influence

on the pump performance, it should be noted that in the turbinenels. Finally, Shartchandra et al. (1998b) used a genetic algo-
rithm to determine the optimum wall shape to maximize the case a vastly higher pressure drop is required in the 3-D duct

to yield the same bulk velocity as that in the 2-D duct (dimen-micropump performance. Their genetic algorithm uncovered
shapes that were nonintuitive but yielded vastly superior pump sionless pressure drop of Dp* å Dp4a 2 /rn 2 Å 029 versus

Dp* Å 01.5) .performance.
Though most of the micropump discussion above is of flow The turbine characteristics are defined by the relation between

the shaft speed and the applied load. A turbine load results inin the steady state, it should be possible to give the eccentric
cylinder a finite number of turns or even a portion of a turn a moment on the shaft, which at steady state balances the torque

due to viscous stresses. At a fixed bulk velocity, the rotor speedto displace a prescribed minute volume of fluid. Numerical
computations will easily show the order of magnitude of the is determined for different loads on the turbine. Again, the

turbine characteristics are linear in the Stokes (creeping) flowvolume discharged and the errors induced by acceleration at
the beginning of the rotation and deceleration at the end. Such regime, but the side walls have weaker, though still adverse,

effect on the device performance as compared to the pump case.system can be used for microdosage delivery in medical applica-
tions. For a given bulk velocity, the rotor speed drops linearly as the

external load on the turbine increases. At large enough loads,
the rotor will not spin, and maximum rotation is achieved when3.5 Microturbines. DeCourtye et al. (1998) have de-

scribed the possible utilization of the inverse micropump device the turbine is subjected to zero load.
At present it is difficult to measure flowrates on the order of(Section 3.4) as a turbine. The most interesting application of

such a microturbine would be as a microsensor for measuring 10012 m3/s (1 nanoliter /s) . One possible way is to directly
collect the effluent over time. This is useful for calibration butexceedingly small flowrates on the order of nanoliter /s ( i.e.,

microflow metering for medical and other applications) . is not practical for on-line flow measurement. Another is to use
heat transfer from a wire or film to determine the local flowrateThe viscous pump described in Section 3.4 operates best at

low Reynolds numbers and should therefore be kinematically as in a thermal anemometer. Heat transfer from slowly moving
fluids is mainly by conduction so that temperature gradients canreversible in the creeping-flow regime. A microturbine based

on the same principle should, therefore, lead to a net torque in be large. This is undesirable for biological and other fluids
easily damaged by heat. The viscous mechanism that has beenthe presence of a prescribed bulk velocity. The results of three-
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proposed and verified for pumping may be turned around and
used for measuring. As demonstrated in this subsection, a freely
rotating cylinder eccentrically placed in a duct will rotate at a
rate proportional to the flowrate due to a turbine effect. In fact
other geometries such as a freely rotating sphere in a cylindrical
tube should also behave similarly. The calibration constant,
which depends on system parameters such as geometry and
bearing friction, should be determined computationally to ascer-
tain the practical viability of such a microflow meter. Geome-
tries that are simplest to fabricate should be explored and studied
in detail.

3.6 Microbearings. Many of the micromachines use ro-
tating shafts and other moving parts which carry a load and
need fluid bearings for support, most of them operating with
air or water as the lubricating fluid. The fluid mechanics of
these bearings are very different compared to that of their larger
cousins. Their study falls in the area of microfluid mechanics,
an emerging discipline which has been greatly stimulated by
its applications to micromachines and which is the subject of
this paper.

Macroscale journal bearings develop their load-bearing ca-
pacity from large pressure differences which are a consequence
of the presence of a viscous fluid, an eccentricity between the Fig. 17 Effect of slip factor and eccentricity on the microbearing stream-

lines. From top to bottom, eccentricity changes as e Å 0.2, 0.5, 0.8. Fromshaft and its housing, a large surface speed of the shaft, and a
left to right, slip factor changes as S å (2 0 sv/s )Kn Å 0, 0.1, 0.5. Fromsmall clearance to diameter ratio. Several closed-form solutions
Maureau et al. (1997).of the no-slip flow in a macrobearing have been developed.

Wannier (1950) used modified Cartesian coordinates to find
an exact solution to the biharmonic equation governing two- From the infinite-series solution the frictional torque and the
dimensional journal bearings in the no-slip, creeping flow re- load-bearing capacity can be determined. The results show that
gime. Kamal (1966) and Ashino and Yoshida (1975) worked both are similarly affected by the eccentricity and the slip factor:
in bipolar coordinates; they assumed a general form for the they increase with the former and decrease with the latter. For
streamfunction with several constants which were determined a given load, there is a corresponding eccentricity which gener-
using the boundary conditions. Though all these methods work ates a force sufficient to separate shaft from housing (i.e. suffi-
if there is no slip, they cannot be readily adapted to slip flow. cient to prevent solid-to-solid contact) . As the load changes the
The basic reason is that the flow pattern changes if there is slip rotational center of the shaft shifts a distance necessary for the
at the walls and the assumed form of the solution is no longer forces to balance. It is interesting to note that for a weight that
valid. is vertically downwards, the equilibrium displacement of the

Microbearings are different in the following aspects: (1) be- center of the shaft is in the horizontal direction. This can lead
ing so small, it is difficult to manufacture them with a clearance to complicated rotor dynamics governed by mechanical inertia,
that is much smaller than the diameter of the shaft; (2) because viscous damping and pressure forces. A study of this dynamics
of the small shaft size, its surface speed, at normal rotational may of interest. Real microbearings have finite shaft lengths,
speeds, is also small; and (3) air bearings in particular may be and end walls and other three-dimensional effects influence
small enough for non-continuum effects to become important. the bearing characteristics. Numerical simulations of the three-
(The microturbomachines being developed presently at MIT dimensional problem can readily be carried out and may also
operate at shaft rotational speeds on the order of 1 million rpm, be of interest to the designers of microbearings. Other potential
and are therefore operating at different flow regime from that research includes determination of a criterion for onset of cavita-
considered here.) For these reasons the hydrodynamics of lubri- tion in liquid bearings. From the results of these studies, infor-
cation is very different at microscales. The lubrication approxi- mation related to load, rotational speed and geometry can be
mation that is normally used is no longer directly applicable generated that would be useful for the designer.
and other effects come into play. From an analytical point of Finally, Piekos et al. (1997) have used full Navier-Stokes
view there are three consequences of the above: fluid inertia is computations to study the stability of ultra-high-speed, gas mi-
negligible, slip flow may be important for air and other gases, crobearings. They conclude that it is possible—despite signifi-
and relative shaft clearance need not be small. cant design constraints—to attain stability for specific bearings

In a recent study, Maureau et al. (1997) analyzed microbear- to be used with the MIT microturbomachines (Epstein and Sent-
ings represented as an eccentric cylinder rotating in a stationary uria, 1997; Epstein et al., 1997), which incidentally operate at
housing. The flow Reynolds number is assumed small, the clear- much higher Reynolds numbers (and rpm) than the micro-
ance between shaft and housing is not small relative to the pumps/microturbines/microbearings considered thus far in this
overall bearing dimensions, and there is slip at the walls due and the previous two subsections. According to Piekos et al.
to nonequilibrium effects. The two-dimensional governing (1997), high-speed bearings are more robust than low-speed
equations are written in terms of the streamfunction in bipolar ones due to their reduced running eccentricities and the large
coordinates. Following the method of Jeffery (1920), Maureau loads required to maintain them.
et al. (1997) succeeded in obtaining an exact infinite-series
solution of the Navier-Stokes equations for the specified geome-

4 Concluding Remarkstry and flow conditions. In contrast to macrobearings and due
to the large clearance, flow in a microbearing is characterized The forty-year-old vision of Richard Feynman of building

minute machines is now a reality. Microelectromechanical sys-by the possibility of a recirculation zone which strongly affects
the velocity and pressure fields. For high values of the eccentric- tems have witnessed explosive growth during the last decade

and are finding increased applications in a variety of industriality and low slip factors the flow develop a recirculation region,
as shown in the streamlines plot in Fig. 17. and medical fields. The physics of fluid flows in microdevices
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and some representative applications have been explored in this possible for future practical devices. Simple, viscous-based
micropumps can be utilized for microdosage delivery, andpaper. While we now know a lot more than we did just few

years ago, much physics remains to be explored so that rational microturbines can be used for measuring flowrates in the
nanoliter /s range. Both of these can be of value in severaltools can be developed for the design, fabrication and operation

of MEMS devices. medical applications.
Much nontraditional physics is still to be learned and manyThe traditional Navier-Stokes model of fluid flows with no-

slip boundary conditions works only for a certain range of the exciting applications of microdevices are yet to be discovered.
The future is bright for this emerging field of science and tech-governing parameters. This model basically demands two con-

ditions. (1) The fluid is a continuum, which is almost always nology and members of the American Society of Mechanical
Engineers should be in the forefront of this progress. Richardsatisfied as there are usually more than 1 million molecules in

the smallest volume in which appreciable macroscopic changes Feynman was right about the possibility of building mite-size
machines, but was somewhat cautious in forecasting that suchtake place. This is the molecular chaos restriction. (2) The

flow is not too far from thermodynamic equilibrium, which is machines, while ‘‘would be fun to make,’’ may or may not be
useful.satisfied if there is sufficient number of molecular encounters

during a time period small compared to the smallest time-scale
for flow changes. During this time period the average molecule
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