
The Formulation and Atmospheric Simulation of the Community Atmosphere Model
Version 3 (CAM3)

WILLIAM D. COLLINS, PHILIP J. RASCH, BYRON A. BOVILLE, JAMES J. HACK, JAMES R. MCCAA,
DAVID L. WILLIAMSON, AND BRUCE P. BRIEGLEB

National Center for Atmospheric Research, Boulder, Colorado

CECILIA M. BITZ

Atmospheric Sciences, University of Washington, Seattle, Washington

SHIAN-JIANN LIN

Geophysical Fluid Dynamics Laboratory, Princeton, New Jersey

MINGHUA ZHANG

State University of New York at Stony Brook, Stony Brook, New York

(Manuscript received 31 January 2005, in final form 1 September 2005)

ABSTRACT

A new version of the Community Atmosphere Model (CAM) has been developed and released to the
climate community. CAM Version 3 (CAM3) is an atmospheric general circulation model that includes the
Community Land Model (CLM3), an optional slab ocean model, and a thermodynamic sea ice model. The
dynamics and physics in CAM3 have been changed substantially compared to implementations in previous
versions. CAM3 includes options for Eulerian spectral, semi-Lagrangian, and finite-volume formulations of
the dynamical equations. It supports coupled simulations using either finite-volume or Eulerian dynamics
through an explicit set of adjustable parameters governing the model time step, cloud parameterizations,
and condensation processes. The model includes major modifications to the parameterizations of moist
processes, radiation processes, and aerosols. These changes have improved several aspects of the simulated
climate, including more realistic tropical tropopause temperatures, boreal winter land surface temperatures,
surface insolation, and clear-sky surface radiation in polar regions. The variation of cloud radiative forcing
during ENSO events exhibits much better agreement with satellite observations. Despite these improve-
ments, several systematic biases reduce the fidelity of the simulations. These biases include underestimation
of tropical variability, errors in tropical oceanic surface fluxes, underestimation of implied ocean heat
transport in the Southern Hemisphere, excessive surface stress in the storm tracks, and offsets in the 500-mb
height field and the Aleutian low.

1. Introduction

The Community Atmosphere Model (CAM3) repre-

sents the sixth generation of atmospheric general circu-

lation models (AGCMs) developed by the climate com-

munity in collaboration with the National Center for

Atmospheric Research (NCAR). Like its predecessors,

CAM is designed to be a modular and versatile model

suitable for climate studies by the general scientific

community (Collins et al. 2004). CAM3 can be run ei-

ther as a stand-alone AGCM or as a component of the

Community Climate System Model (CCSM; Collins et

al. 2006a). In its stand-alone mode, CAM3 is integrated

together with the Community Land Model (CLM; Bo-

nan et al. 2002; Oleson et al. 2004), a thermodynamic

sea ice model, and a data ocean or optional slab ocean

model. In its coupled mode, CAM3 is integrated to-

gether with the CLM, the Community Sea Ice Model

(CSIM5; Briegleb et al. 2004), and the Parallel Ocean

Program (POP; Smith and Gent 2002). The thermody-
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namic sea ice model for the stand-alone mode is de-

rived from CSIM5. The stand-alone mode is particu-

larly suitable for examining the response of the atmo-

spheric circulation and state to observed patterns and

changes in sea surface temperature. It can also be used

to estimate the equilibrium response to external forc-

ings, for example anthropogenic increases in atmo-

spheric carbon dioxide. The coupled model is suitable

for studying the interactions of the atmosphere, ocean,

sea ice, and land surface on seasonal to millennial time

scales.

The first four versions of the atmospheric model

were in a series of Community Climate Models (CCM)

starting with CCM0 (Washington 1982; Williamson

1983), continuing with CCM1 (Williamson et al. 1987)

and CCM2 (Hack et al. 1993), and ending with CCM3

(Kiehl et al. 1998). CCM3 was the first version with the

flexibility to run either as a stand-alone AGCM or as a

component of the coupled Climate System Model

(CSM1; Boville and Gent 1998). This extension to the

functionality prompted several changes in the nomen-

clature of the models. After the release of CCM3 and

CSM1, the developers decided to rename the AGCM

as the Community Atmosphere Model (CAM) and the

coupled framework as the CCSM. CAM2 and CCSM2

were released to the climate community in May 2002

(Kiehl and Gent 2004). It soon became evident that

CAM2 and CCSM2 exhibited a number of systematic

biases that needed to be addressed to improve the fi-

delity of the climate simulations. These include high

boreal winter land surface temperatures, low tropical

tropopause temperatures, biases in surface fluxes in

coastal stratus regions, relatively weak tropical variabil-

ity, and errors in the structure of the intertropical con-

vergence zones (ITCZs). After another cycle of analy-

sis and development, CCSM3 and CAM3 were released

to the climate community in June 2004. The code, docu-

mentation, input datasets, and model simulations for

CAM3 are freely available from the CAM Web site

(http://www.ccsm.ucar.edu/models/atm-cam). As we

will show, the development effort succeeded in reduc-

ing several of these biases in CAM2 and CCSM2. The

comparisons are based upon stand-alone integrations of

CAM using Eulerian spectral dynamics with T85 spec-

tral truncation for CAM3 and T42 truncation for earlier

versions. The implementation of CAM3 with T85 spec-

tral dynamics is the version used in CCSM3 simulations

for international assessments of climate change.

This paper will discuss the new physics and dynamics

in CAM3, summarize basic aspects of the climate simu-

lation, and describe and analyze some of the improve-

ments in the climate simulation relative to previous,

versions. The properties include the global energetics,

thermodynamic profiles, global and zonal-mean char-

acteristics of the hydrological cycle, and meridional

transports of heat and moisture. The mean state and

transient behavior of the simulated hydrological cycle

are discussed in Hack et al. (2006) and Rasch et al.

(2006b), and the dynamic circulation is described in

Hurrell et al. (2006). Other aspects of the atmospheric

simulation and improvements in the simulation fidelity

are discussed in the overview of CCSM3 by Collins et

al. (2006a). It is important to note that some of the

changes in the climate simulation are related to the

modifications to the land surface model. The changes

related to improvements in CLM are discussed by Bo-

nan et al. (2002).

The new formulations of physics and dynamics are

outlined in section 2. A more complete technical de-

scription of the physical basis and numerical implemen-

tation of these changes is given in Collins et al. (2004).

The mean features of the atmospheric state, energetics,

and energy transport are presented in section 3. The

reduction in model biases relative to previous versions

is discussed in section 4. Several of the main biases re-

maining in the climate simulation from CAM3 are de-

scribed in section 5, followed by a summary in section 6.

2. Overview of new physics and dynamics

a. Dynamical frameworks

Previous versions of CAM have included Eulerian

spectral and semi-Lagrangian dynamics. CAM3 in-

cludes the finite volume (FV) dynamical core (Lin and

Rood 1996; Lin 2004), and its initial applications in-

clude simulations of atmospheric chemical transport

and chemical processes (Boville and Rasch 2005, un-

published manuscript; Rasch et al. 2006a). The physical

parameterizations have been completely separated

from the dynamical core, and the dynamics can be

coupled to the physics in a time-split or process-split

approximation (Williamson 2002). In the process-split

technique, the calculations of dynamical and physical

tendencies for prognostic variables are based upon the

same past state. In the time-split technique, the tenden-

cies for dynamics and physics are computed sequen-

tially, each based upon the state produced by the other.

In CAM3, the physics and Eulerian or semi-Lagrangian

dynamical cores are process split, while the physics and

FV core are time split for reasons discussed in William-

son (2002). Within the physical parameterization pack-

age, individual parameterizations are time split.

CAM3 has been designed to produce simulations

with reasonable fidelity for several different dynamical

cores and horizontal resolutions. In the absence of any

modifications to the physical parameterizations, changes
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in resolution and dynamics both introduce perturba-

tions in the mean climate and the top-of-model (TOM)

energy balance of CAM3. To run CAM3 as part of a

stable coupled system, the energy balance in each con-

figuration is established by adjusting twelve parameters

governing the cloud condensate, cloud amount, precipi-

tation processes, and biharmonic diffusion (Collins et

al. 2004). The model time step is also adjusted to satisfy

the Courant–Friedrichs–Levy (CFL) condition when

Eulerian dynamics is used. In its current implementa-

tion, the adjustable parameters have been configured

for the Eulerian dynamical core at T31, T42, and T85

spectral truncations and for the FV core at 2° � 2.5°

horizontal resolution. The Eulerian truncations corre-

spond to zonal resolutions ranging from 3.87° for the

T31 configuration to 1.41° for the T85 configuration.

b. New treatment of cloud and precipitation

processes

The treatments of microphysics and cloud conden-

sate have been substantially revised in CAM3 (Boville

et al. 2006). The diagnostic cloud water scheme used in

CCM3 has been replaced by the prognostic cloud water

parameterization of Rasch and Kristjánsson (1998) up-

dated by Zhang et al. (2003). The new model includes

separate evolution equations for the liquid and ice-

phase condensate. The revised scheme includes a new

formulation of the fractional condensation rate and a

self-consistent treatment of the evolution of water va-

por, heat, cloud fraction, and in-cloud condensate

(Zhang et al. 2003). The net effect of these changes is to

double the global amount of cloud condensate, with the

largest increases occurring in the storm tracks (Fig. 1;

Hack et al. 2006). Condensed water detrained from

shallow and frontal convection can either form precipi-

tation or additional stratiform cloud water. Convective

precipitation can evaporate into its environment at a

rate determined from Sundqvist (1988). The latent

heats of vaporization and fusion are applied consis-

tently to transformations involving liquid and ice-phase

condensate and precipitation, respectively.

Advection and sedimentation of cloud droplets and

ice particles are included in the equations governing

cloud condensate. The settling velocities for liquid and

ice-phase constituents are computed separately as func-

tions of particle size characterized by the effective ra-

dius. Small ice particles are assumed to fall like spheres

according to the Stokes equation. As the size of the ice

particles increases, there is a smooth transition to a

different formula for fall speeds following Locatelli and

Hobbs (1974). The fall velocities of liquid drops are

treated using the Stokes equation for their entire size

range.

In CAM3, cloud fraction is derived from diagnostic

relationships for the amounts of low-level marine stra-

tus, shallow and deep convection, and layered cloud

systems. The parameterization for marine stratus is

similar to that used in CAM2. It is based upon the

empirical relationship between atmospheric stratifica-

tion and stratocumulus cloud fraction obtained by

Klein and Hartmann (1993). The treatment of cirrus

anvil area used in CAM2 has been replaced with ex-

pressions for shallow and deep convective cloud frac-

tions as functions of convective updraft mass flux fol-

lowing Xu and Krueger (1991). The layered cloud frac-

tion is diagnosed from relative humidity. The quadratic

expression contains a set of parameters for the mini-

mum humidity required to form clouds in the lower and

upper atmosphere that are adjusted depending on the

horizontal resolution of the model.

c. Radiative processes

The radiative parameterizations have been updated

to include new treatments of the interactions of short-

wave and longwave radiation with cloud geometry and

with water vapor. The modifications to cloud overlap

and longwave interactions were originally introduced in

CAM2, and the shortwave absorption by water vapor

has been modified in CAM3. The new, generalized for-

mulation for cloud geometry can calculate the radiative

fluxes and heating rates for any arbitrary combination

of maximum and random cloud overlap (Collins

2001b). The type of overlap is completely separated

from the radiative parameterizations, and it can vary

from one grid cell or time step to the next. In practice,

CAM3 applies a standard maximum-random cloud

overlap scheme (Zdunkowski et al. 1982) to all cloud

configurations. The parameterizations are mathemati-

cally equivalent to the independent column approxima-

tion (ICA) and reproduce ICA solutions to within user-

selectable limits.

The absorption and emission of longwave radiation

by water vapor have been updated using modern spec-

tral line databases and recent approximations for the

water vapor continuum. The parameterizations for

these terms used in CCM3 have been replaced with new

parameterizations developed using the Hitran2K line

data and its 2001 update (Rothman et al. 2003) together

with the Clough–Kneizys–Davies (CKD) 2.4.1 model

for the continuum based upon Clough et al. (1989). The

terms are derived from line-by-line radiative calcula-

tions using the methodology of Collins et al. (2002a).

These changes increase the cooling at 300 mb due to

line absorption and the foreign continuum in the rota-

tion band, and they decrease the cooling near 800 mb

due to the self-continuum in the rotation band. The

2146 J O U R N A L O F C L I M A T E VOLUME 19



changes in the vertical profile of longwave cooling in-

teract with the parameterized convection in a manner

consistent with the theory of radiative–convective equi-

librium.

The absorption of near-infrared radiation by water

vapor has been updated using the same modern line

data and approximation for the continuum (Collins et

al. 2006b). The global-mean clear-sky and all-sky short-

wave absorption increase by 4.0 and 3.1 W m�2, respec-

tively, in calculations replacing the old with the new

spectroscopic parameters (Fig. 2). The main changes in

the water-vapor spectroscopy responsible for the in-

creased absorption are the addition of many missing

weak lines and increased estimates of line strength. The

atmosphere becomes warmer, moister, and more stable

with the increased absorption.

d. Atmospheric aerosols

In its default configuration, CAM3 includes the ra-

diative effects of an aerosol climatology in the calcula-

tion of shortwave fluxes and heating rates. This clima-

tology replaces the globally uniform sulfate aerosol dis-

tribution used in previous versions of CCM (Kiehl et al.

1996). The new aerosol dataset includes the annually

cyclic, monthly mean distributions of sulfate, sea salt,

carbonaceous, and soil–dust aerosols. The climatology

is derived from a chemical transport model constrained

by assimilation of satellite retrievals of aerosol depth

FIG. 1. Vertical profiles of the mixing ratio of cloud condensate (annually and zonally averaged) in CAM3, CAM2, and the

difference between CAM3 and CAM2.
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(Collins et al. 2001; Rasch et al. 2001). The climatology

in CAM3 is obtained from an aerosol assimilation for

the period 1995–2000. The effects of the aerosols on the

shortwave fluxes and heating rates are calculated fol-

lowing Collins et al. (2002b). The radiative effects are

particularly significant in regions with large concentra-

tions of natural and anthropogenic aerosols, including

the equatorial Atlantic and Indian Oceans, Eastern Eu-

rope and Asia, and northern Africa (Fig. 3). In place of

the sulfate climatology, the sulfate aerosols can also be

predicted using a representation of the sulfur cycle de-

veloped by Barth et al. (2000) and Rasch et al. (2000).

The effects of volcanic aerosols released by eruptions

during the nineteenth and twentieth centuries are ob-

tained from a reconstruction by Ammann et al. (2003).

e. Slab ocean and sea ice models

The sea ice and optional slab ocean models in CAM3

are designed to emulate the surface exchanges in the

fully coupled CCSM3 without incurring the computa-

tional expense of ocean and ice dynamics. These mod-

els are frequently used to estimate the equilibrium re-

sponse to external forcings, for example increased con-

centrations of carbon dioxide or anthropogenic

aerosols. The vertically integrated heat content in the

slab ocean is represented by a single temperature at

each grid point. For each ocean grid point and month,

a net heat removal rate out of the slab ocean is specified

to maintain the climatological observed annual cycle of

sea surface temperature (SST). This heat removal rate

is computed as the residual from the surface heat bud-

get of an uncoupled simulations forced with observed

SSTs and ice cover (Collins et al. 2004). The geographic

structure of the monthly mean ocean mixed-layer depth

is derived from the vertical profiles of observed ocean

salinity (Levitus 1982). The depths in the Tropics range

between 10 and 30 m, while at high latitudes the depths

vary from 10 m to a specified cap of 200 m.

CAM3 includes a revised thermodynamic sea ice

model that uses much of the same physics as the full

dynamic sea ice model CSIM5 in CCSM3. The thermo-

dynamic model simulates the snow depth, surface tem-

FIG. 2. Change in surface net shortwave flux due to the en-

hancement in near-infrared absorption by water vapor (annually

and zonally averaged) for all-sky conditions (solid, denoted by

FSNS) and clear-sky conditions (dashed, denoted by FSNSC).

FIG. 3. Difference in the net TOM clear-sky shortwave flux (annually averaged) between

calculations with and without the aerosol climatology in CAM3. Dashed contours denote a

decrease in TOM flux.
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perature, ice thickness, ice fractional coverage, and en-

ergy exchange in a four-layer representation of the sea

ice. It is designed to operate in two modes depending

upon the source of sea surface temperatures. If SSTs

are obtained from a boundary dataset, then ice cover-

age is also input from a dataset. The ice thicknesses are

set to 2 m in the Northern Hemisphere and 0.5 m in the

Southern Hemisphere. In this case, the sea ice model is

just used to compute energy fluxes between the ice and

overlying atmosphere. If the SSTs are computed using

the slab ocean model, the ice coverage and thickness

are calculated by the sea ice model.

f. Heating, kinetic energy dissipation, and vertical

diffusion

The calculation of thermodynamic tendencies has

been reformulated to insure conservation of energy

(Boville and Bretherton 2003). Dry static energy is pre-

dicted by each physical parameterization and is up-

dated following each parameterization. The evolution

of the temperature and geopotential are then obtained

from the updated dry static energy. The dissipation of

kinetic energy from vertical diffusion of momentum is

calculated explicitly and included in the heating applied

to the atmosphere. The parameterization for vertical

diffusion has been also generalized to include molecu-

lar diffusion above the mesopause and to permit diffu-

sive separation of constituents of different molecular

weights. The standard version of CAM3 does not ex-

tend to the mesopause and does not include molecular

diffusion and viscosity as active processes.

g. Boundary data for orography, sea ice extent, and

sea surface temperatures

The datasets used for sea surface temperature, sea

ice concentration, and subgrid orographic variations

have been replaced with new versions in CAM3. The

sea surface temperatures and sea ice concentrations are

used in stand-alone integrations of the CAM3. These

datasets prescribe analyzed monthly midpoint mean

values of SST and ice concentration for the period 1950

through 2001. The datasets are blended products that

combine the global Hadley Centre Sea Ice and Sea Sur-

face Temperature (HadISST) dataset (Rayner et al.

2003) for years up to 1981 and the Reynolds et al.

(2002) dataset after 1981. These SST and sea ice data

are used in the ensemble of T85 integrations analyzed

in this paper.

In the parameterization for orographically generated

gravity waves, the subgrid-scale variation of orography

determines the streamline displacement and the length

scale for averaging other parameters in the wave source

function taken from McFarlane (1987). In CAM3, the

standard deviation of the surface orography within each

grid cell is derived from a digital elevation model with

a resolution of 30 arc seconds, or approximately 1 km

(EROS Data Center 2004), weighted by the land frac-

tion. Other than these changes, the formulation of grav-

ity wave drag is identical to that used in CCM3 (Kiehl

et al. 1998).

Earlier versions of the global atmospheric model (the

CCM series) included a simple land–ocean–sea ice

mask to define the underlying surface of the model. It

is well known that fluxes of freshwater, heat, and mo-

mentum between the atmosphere and underlying sur-

face are strongly affected by surface type. CAM3 pro-

vides a more accurate representation of flux exchanges

from coastal boundaries, island regions, and ice edges

by including a fractional specification for land, ice, and

ocean. The area occupied by these surface types is de-

scribed as a fractional portion of the atmospheric grid

box. Surface fluxes are calculated separately for each

surface type, weighted by the appropriate fractional

area, and then summed to provide a mean value for a

grid box.

3. Basic properties of the simulated climate and

general circulation

The analysis of CAM3 is based upon the average of

a five-member ensemble integrated at T85 resolution

using observed sea surface temperatures (section 2g)

from 1950 to 2000. In these runs, the concentrations of

greenhouse gases are held constant at 1990 levels, and

the concentrations of aerosols are obtained from a

present-day climatology (section 2d). The period ana-

lyzed here corresponds to the portion of the satellite

data record from 1980 through 2000. The CAM2 inte-

gration is conduced at T42 resolution using the same

observed sea surface temperatures for 1979–95.

The global annual average properties of the simula-

tion are given in Table 1. In the table, the TOM level is

the upper interface of CAM3. The top-of-atmosphere

(TOA) values are computed for diagnostic comparisons

against satellite observations by including the effects of

stratospheric ozone above the TOM level. For the all-

sky fluxes at TOA, we use the data from the Earth

Radiation Budget Experiment (ERBE; Harrison et al.

1990) as modified by Kiehl and Trenberth (1997). The

most significant changes in the shortwave energy bud-

get from CAM2 to CAM3 are related to changes in

aerosols, extinction by water vapor, cloud amount, and

cloud water path. The increase of 5.2 W m�2 in clear-

sky TOA absorbed shortwave flux is due primarily to

the switch from a uniform background aerosol to a
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more detailed climatology with multiple aerosol spe-

cies. The albedo of the aerosols in the climatology is

less than the albedo of the background aerosol. The

reduction by 2.0 W m�2 in clear-sky surface insolation

is caused by the increased atmospheric absorption of

shortwave radiation related to the greater extinction by

water vapor and to the introduction of absorptive aero-

sol species. Both CAM3 and CCSM3 underestimate the

all-sky surface insolation in polar regions due to exces-

sive surface shortwave cloud radiative effects (Collins

et al. 2006a).

The magnitude of shortwave cloud forcing is greater

by 5.8 W m�2 in CAM3 despite a reduction in total

cloud amount from 60.7% in CAM2 to 56.1% in

CAM3. One reason for the increased cloud albedo is

the shift in the vertical cloud distributions, with 13.7%

less high cloud cover and 8.4% more low cloud cover

(Fig. 4). In CAM3, the mean optical thickness of low

clouds is greater than the mean optical thickness of high

clouds. In addition, the global mean cloud water path in

CAM3 is approximately 2 times larger than the cloud

water path in CAM2. The combination of the larger

shortwave cloud forcing and greater absorption by wa-

ter vapor and aerosols produces an 8.6 W m�2 reduc-

tion in the global all-sky surface insolation. The reduc-

tion is particularly evident in the Northern Hemisphere

(Fig. 5). The largest reduction in insolation relative to

CAM2 occurs in the Northern Hemisphere Tropics,

and this is also the location of the largest negative bias

relative to the International Satellite Cloud Climatol-

ogy Project (ISCCP) flux data (FD) estimates (Zhang

et al. 2004). However, this bias is probably an artifact

since ISCCP overestimates the all-sky downwelling flux

by 21 W m�2 relative to surface radiometers at these

latitudes (Table 8, Zhang et al. 2004).

The changes to the infrared absorption and emission

by water vapor in CAM3 increase the downwelling

longwave flux at the surface and decrease the upwelling

flux at TOA (Collins et al. 2002a). As a result of these

effects and the decrease in surface mean temperature

by 0.69 K, the net all-sky and clear-sky surface long-

wave fluxes decrease by 6.2 and 6.4 W m�2, respec-

tively. The longwave cloud radiative effects at TOA

increase by only 1.5 W m�2 and the effects at the sur-

face decrease by just 0.2 W m�2 despite the large

changes in the vertical distribution of cloud and the

doubling of the global mean cloud water path.

The global mean statistics of the hydrological cycle

are nearly identical between the two models. The pre-

cipitable water increases by 2.1%, the latent heat flux

by 1.2%, and the precipitation by 0.3% from CAM2 to

CAM3. The zonal-mean difference between evapora-

tion and precipitation, which is a measure of the net

exchange of water between the surface and the atmo-

sphere, is the same between the models to within an

RMS discrepancy of 0.22 mm day�1. The major change

between CAM2 and CAM3 is a reduction in the pre-

cipitation in the southern branch of the tropical ITCZ.

The zonal mean precipitation at 7°S (the location of the

maximum southern rainfall) decreases by 0.7 mm

day�1, and the precipitation on the equator increases by

0.3 mm day�1. Compared against the GPCP estimates,

CAM3 overestimates the precipitation in the Tropics

between 25°N to 25°S by 0.7 mm day�1. CAM3 also

underestimates the subtropical precipitation between

by 0.4 mm day�1 in the midlatitude regions between 30°

TABLE 1. Global annual-mean climatological properties of

CAM2 and CAM3.

Property CAM2 CAM3 Observation

Annual mean energy budgets (W m�2, � upward)

TOM 0.26 �0.44

Surface 0.49 �0.47

TOA outgoing longwave radiation (W m�2, � upward)

All sky 235.7 235.6 234a

Clear sky 264.9 266.2 264.4a

TOA absorbed solar radiation (W m�2, � downward)

All-sky 237.7 237.1 234a

Clear-sky 286.5 291.7 289.3a

Longwave cloud forcing (W m�2) 29.2 30.7 30.4a

Shortwave cloud forcing (W m�2) �48.9 �54.7 �54.2a

Cloud fraction (%)

Total 60.7 56.1 66.7b

Low 31.7 40.1 26.4b

Medium 19.2 17.3 19.1b

High 43 29.3 21.3b

Cloud water path (mm) 0.060 0.122 0.112c

Precipitable water (mm) 23.8 24.3 24.6d

Latent heat flux (W m�2) 82.8 83.8 84.9e

Sensible heat flux (W m�2) 20.2 17.8 15.8f

Precipitation (mm day�1) 2.86 2.87 2.61g

Net surface longwave radiation (W m�2, � upward)

All sky 64.2 58.0 49.4h

Clear sky 92.2 85.8 78.7h

Net surface shortwave radiation (W m�2, � downward)

All sky 167.7 159.1 165.9h

Clear sky 220.6 218.6 218.6h

a ERBE (Harrison et al. 1990; Kiehl and Trenberth 1997).
b ISCCP (visible/infrared cloud amount; Rossow and Schiffer

1999).
c Moderate Resolution Imaging Spectroradiometer (MODIS;

King et al. 2003).
d National Aeronautics and Space Administration (NASA) Water

Vapor Project (NVAP); Randel et al. 1996).
e ECMWF (Kållberg et al. 2004).
f NCEP (Kistler et al. 2001).
g GPCP (Adler et al. 2003).
h ISCCP FD (Zhang et al. 2004).
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to 40°S and 30° to 40°N. Further analysis of the mean

hydrological cycle in CAM3 is presented in Hack et al.

(2006).

The annual implied northward heat transports for

CAM2 and CAM3 are shown in Fig. 6. At each latitude,

these transports represent the amount of energy that

the ocean, sea ice, and land must transport northward

in order to balance the total heat exchanged with the

atmosphere between that latitude and the North Pole.

In CAM3, the northward heat transport increases by

0.4–0.7 PW between the Tropics and 50°N relative to

CAM2. The primary reason is the reduced surface in-

solation in the new model. Between 5°S and 5°N where

the transport increases by 0.69 PW, the effects of the

reduced insolation are 2.2 times larger than the changes

in other surface fluxes combined. Although the short-

wave cloud radiative effects have increased in this re-

gion, 71% of the insolation effect is related to the in-

creased absorption by aerosols and water vapor. Like

CAM2, CAM3 underestimates the southward trans-

ports in the Southern Hemisphere. The maximum error

is approximately 1 PW at 10°S.

4. Improvements in the climate simulation and

reduction in model biases

The differences in the physics between CAM2 and

CAM3 have helped reduce some of the more serious

systematic errors in the atmospheric simulations. The

focus here is on aspects of the mean climate and its

FIG. 4. Vertical profiles of fractional cloud amount (annually and zonally averaged) in CAM3, CAM2, and the difference between

CAM3 and CAM2.
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seasonal variations. The improvements in the boreal

winter land surface temperatures, surface insolation,

and clear-sky surface radiation in polar regions are dis-

cussed in greater detail by Collins et al. (2006a).

a. Temperatures in the upper tropical troposphere

The temperatures for the upper tropical troposphere

produced by CAM3 are larger than the temperatures in

CAM2 by between 2 and 4 K. A larger cold bias pro-

duced by CAM2 near the tropical tropopause has ham-

pered modeling the exchange of water vapor with the

stratosphere because the specific humidity of the rising

air just below the tropopause is unrealistically low. The

temperature increase in CAM3 occurs in a large region

spanning the tropopause between 70 and 150 mb and

between 30°S to 30°N. The increased temperatures are

FIG. 5. (top) Net surface shortwave fluxes under all-sky conditions (annually and zonally

averaged) from CAM2, CAM3, and the ISCCP FD dataset, and (bottom) differences among

the models and ISCCP (obs) estimates.
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in better agreement with the European Centre for Me-

dium-Range Weather Forecasts (ECMWF) and Na-

tional Centers for Environmental Prediction (NCEP)

meteorological reanalysis (Kistler et al. 2001; Kållberg

et al. 2004). The improvements are related to greater

cirrus ice-water paths in CAM3 generated by the new

cloud parameterizations (Boville et al. 2006). The maxi-

mum cold bias relative to both reanalyses is now be-

tween 4 and 5 K and occurs at approximately 70 mb on

the equator (Fig. 7).

b. Spatial structure of tropical precipitation

Two aspects of the simulated precipitation have im-

proved in CAM3 compared to CAM2. The double

ITCZ in the Pacific is weaker in CAM3, and the pre-

cipitation is concentrated north of the equator as ob-

served. In addition, the rainfall over some tropical con-

tinental areas has increased, particularly over several

important rainforest regions.

The secondary peak in tropical precipitation south of

the equator is much weaker than the northern peak in

the annual and June–August (JJA) means in CAM3

(Fig. 8). The differences between the peak zonal-mean

tropical precipitation in the Northern and Southern

Hemispheres are shown in Table 2. It is evident from

the table that CAM3 produces a more realistic inter-

hemispheric gradient in tropical precipitation than

CAM2 for these time periods. The improvement fol-

lows from a reduction in the evaporation efficiency for

convective precipitation from CAM2 to CAM3. The

mechanism for evaporation of precipitation (Sundqvist

1988) was introduced in CAM2 because of moisture

biases that arose with updates to the longwave scheme

(Collins et al. 2002a). Additional modifications to the

longwave scheme for CAM3 have alleviated the mois-

ture biases and permitted a reduction in the evapora-

tion efficiency. However, CAM3 and CAM2 both pro-

duce stronger precipitation in the northern branch of

the ITCZ during December–February (DJF), contrary

to observations.

While CAM3 and CCSM3 still underestimate the

precipitation for some midlatitude regions (Collins et

al. 2006a), the rainfall over the greater Amazonian ba-

FIG. 6. Annual-mean implied meridional heat transport for

CAM2 and CAM3.

FIG. 7. Vertical profiles of the differences in atmospheric temperature (K, annually and zonally averaged): (left)

CAM3 � ECMWF reanalysis and (right) CAM2 � ECMWF reanalysis. Dashed contours denote an underesti-

mation of the temperature.
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sin (10°–0°S, 80°–50°W) is now closer to observational

estimates. The annual rainfall is 92% of Global Precipi-

tation Climatology Project (GPCP) estimates in

CAM3, but only 78% of GPCP in CAM2. Similarly,

during the rainiest season (JJA), the CAM3 rainfall is

74% of GPCP but the CAM2 rainfall is only 55% of

GPCP. The improved fidelity of the tropical continen-

tal precipitation is important for simulations including

dynamic vegetation (Levis et al. 2004; Bonan and Levis

2006) and the terrestrial carbon cycle. These improve-

ments are caused by the reintroduction of convective

FIG. 8. Total precipitation (annually and zonally averaged) from (top) CAM2, CAM3, and

GPCP, and (bottom) differences among the models and GPCP (obs) estimates.

TABLE 2. Difference in zonal-mean precipitation maximums*

(mm day�1).

Period CAM2 CAM3 GPCP**

Annual 1.1 1.6 1.6

DJF 1.1 0.9 �0.7

JJA 1.7 3.2 4.2

* The difference is the maximum zonal-mean precipitation be-

tween 0° and 10°N minus the maximum zonal-mean precipita-

tion between 10°S and 0°.

** Adler et al. (2003).
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cloud fraction (section 2b) and by changes to the land

surface model. The incorporation of convective cloud

fraction helps improve the diurnal cycle of warm season

convection over land. The changes to the land surface

model help improve the surface temperatures and tur-

bulent heat fluxes over sparsely vegetated continental

regions (Dickinson et al. 2006).

c. Radiative effects of tropical clouds

The cloud systems in the Tropics are generally ex-

tensive, optically thick, and vertically distributed from

the surface to the upper troposphere. As a result, these

systems can reflect a significant fraction of incident sun-

light and absorb a large fraction of the terrestrial ra-

diation. Despite the large magnitudes of the shortwave

and longwave cloud radiative effects, the net radiative

effect of these systems on the top-of-atmosphere en-

ergy budget is near zero (Ramanathan et al. 1989; Cess

et al. 2001). The cancellation implies that the shortwave

and longwave cloud radiative effects should be linearly

correlated with a slope close to �1, and this behavior is

frequently observed in satellite observations. The sta-

tistics for the cloud radiative forcing for the Indonesian

region (10°S–20°N, 110°–160°E) from CAM2, CAM3,

and ERBE are given in Table 3.

Compared to ERBE, CAM2 underestimates the cor-

relation of shortwave and longwave cloud radiative ef-

fects in all seasons examined. It also significantly un-

derestimates the range of shortwave cloud radiative

forcing. The statistics for CAM3 are in better agree-

ment with the ERBE observations. The correlations of

shortwave and longwave cloud forcing increase in all

seasons, and the range of shortwave cloud forcing is

now slightly overestimated in CAM3. The response of

the shortwave cloud forcing to the warming of the mid

Pacific during recent El Niño–Southern Oscillations

(ENSOs) is also much more realistic in CAM3 (not

shown). The improvement in the statistical cancellation

of cloud forcing is due to three changes in the param-

eterizations for cloud processes. These are the reintro-

duction of convective cloud cover, the addition of sedi-

mentation and advection of cloud condensate that in-

crease the cloud water paths in midlevel convection,

and the export of liquid water produced by the shallow

convection scheme to the parameterizations of cloud

condensate.

d. The 200-mb height field

The improvements in CAM3 can be quantified using

a skill score for climate models based upon the fidelity

of the climatological average 200-mb height field (Wil-

liamson 1995). The same score was applied to CCM3

and its preceding versions (Kiehl et al. 1998). It is a

function of the height zm produced by the model and

the height za from a meteorological analysis. A perfect

score of 0 indicates that the model is able to reproduce

the exact 200-mb height field in the analysis. Let sm and

sa represent the spatial variances of the modeled and

analyzed height fields. Let an overbar denote an area

average over the domain of interest. Then the score is

given by the normalized mean square error (NMSE):

NMSE�zm� � �zm � za�2
��za � za�2. �1�

A scaled variance ratio (SVR) is included as a control

statistic:

SVR�zm� � �sm

sa
�

2

NMSE�zm�. �2�

The NMSE can be rewritten as a sum of three nonneg-

ative terms:

NMSE�zm� � U�zm� � C�zm� � P�zm�. �3�

The first term U(zm) is a measure of the unconditional

bias in the model, and it vanishes only if the average

heights in the model and analysis are equal. The second

term C(zm) is a measure of the conditional bias in the

model. It vanishes if linear regressions of the analyzed

heights against the modeled heights yield slopes equal

to unity. The third term P(zm) is a measure of phase

errors, and it vanishes if the model and analysis fields

are perfectly linearly correlated.

These scores have been computed for the 200-mb

height field during January in the Northern Hemi-

sphere. The results are displayed in Fig. 9 for each ver-

sion of CCM and CAM. The results show that the

NMSE and unconditional error U(zm) have declined

with each successive version of CCM and CAM. The

scores for CAM3 at T85 truncation are the lowest of

any of the models. However, this version has slightly

higher conditional and phase errors than CCM3. This

TABLE 3. Indonesian cloud forcing statistics (10°S–20°N,

110°–160°E).

Period

CAM2 CAM3 ERBEa

sb �c s � s �

Annual �0.84 �0.65 �1.24 �0.81 �1.10 �0.94

DJF �0.49 �0.61 �1.06 �0.89 �1.05 �0.93

JJA �0.79 �0.74 �0.98 �0.82 �1.00 �0.96

a (Harrison et al. 1990; Kiehl and Trenberth 1997).
b Here, s is the linear least squares slope for SWCF as a function

of LWCF.
c Here, � is the Pearson correlation coefficient between shortwave

and longwave cloud forcing (SWCF and LWCF, respectively).
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graph illustrates the steady improvement in the upper

tropospheric simulation in the CCM/CAM series.

5. Challenges for future development

Despite the improvements in the climate simulation

produced by CAM3, there are still many significant

challenges for future development. Issues with the im-

plied heat transport, particularly in the Southern Hemi-

sphere, are discussed in section 3. Several of the model

deficiencies are discussed in the context of the CCSM3

integrations in Collins et al. (2006a), including:

• biases in midlatitude continental precipitation and

surface temperature,

• errors in the radiative fluxes and surface stress in

western coastal regions, and

• underestimation of downwelling shortwave radiation

in polar regions.

For the sake of brevity, the following discussion clearly

cannot be comprehensive, but it does serve to illustrate

some problems in the climate simulations under inves-

tigation.

a. The Madden–Julian oscillation

Like its previous versions, CAM3 underestimates the

variability associated with the Madden–Julian oscilla-

tion (MJO). This variability can be quantified from a

time series of daily 200-mb zonal wind averaged over

10°S–10°N. The time series is bandpass filtered for a

period of 20–100 days, and a MJO index is defined as

the running 101-day variance of the bandpass-filtered

data. The indices from the five-member ensemble are

compared against the index from the NCEP reanalysis

(Kistler et al. 2001) for the period 1981–2000. Table 4

compares the indices at the 50th, 90th, and 95th per-

centile from the ensemble and the reanalysis. The re-

sults show that while the model is able to reproduce the

median variance with reasonable fidelity, it systemati-

cally underestimates the variance of the strongest fluc-

tuations in zonal wind speed on these time scales. For

the 90th and 95th percentiles, the model underesti-

mates the variance by at least 25%. This systematic bias

is also evident in Hovmöller diagrams of the bandpass-

filtered 200-mb velocity potential in the Tropics.

The normalized power spectra for the 200-mb zonal

velocity from the NCEP reanalysis and CAM3 are plot-

ted in Fig. 10 for the tropical waveguide between 15°S

and 15°N following the methodology of Wheeler and

Kiladis (1999). In their analysis of tropical waves,

Wheeler and Kiladis (1999) associate the MJO with

eastward-propagating modes with periods between 30

and 96 days. It is evident from the figure that CAM3

systematically underestimates the power in eastward-

traveling waves for periods between 30 and 60 days.

However, the phase speeds of the waves in CAM3 in

this frequency range are roughly consistent with the

speeds of the corresponding waves in the reanalysis.

For periods between 60 and 96 days, CAM3 generates

too much (too little) power in westward-propagating

(eastward propagating) modes. These results are con-

sistent with the conclusions from the analysis of the

MJO indices and show that CAM3 does not produce

realistic MJO activity.

b. Energy budget of the western Pacific warm pool

The ability of the atmospheric model to produce a

reasonable energy budget for the tropical western Pa-

cific warm pool has important implications for the

coupled simulation of the Pacific basin (Kiehl 1998;

FIG. 9. NMSE and SVR for the 200-mb height field for each

version of CCM and CAM. For each model version, the narrow

left-hand-side bar is SVR(zm) and the broad right-hand-side bar is

NMSE(zm). The terms in Eq. (3) for NMSE(zm) are U(zm)

(hatched), C(zm) (solid black), and P(zm) (unfilled).

TABLE 4. MJO indices* for 1981–2000 (m2 s�2).

Percentile

Min

ensemble

Max

ensemble

NCEP

reanalysis

50 1.57 1.72 1.66

90 3.12 3.60 4.82

95 3.73 4.57 6.29

* The index is defined in section 5a.
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Collins 2001a). Previous versions of CAM and CCM

significantly overestimate the annual mean surface in-

solation over the warm pool. When the atmosphere is

coupled to CCSM, this bias is compensated by latent

heat fluxes much larger than the in situ estimates. The

reason is that the ocean dynamical transport out of the

warm pool is limited to less than approximately 20 W

m�2, so large net radiation inputs to the ocean must be

balanced by other fluxes. The TOA and surface energy

budgets for CAM2 and CAM3 are compared against

observations in Table 5. The table shows that the esti-

mate of the net surface energy budget in CAM3 is only

6 W m�2 greater than observed, while the net budget

from CAM2 is 21 W m�2 greater than observed. The

lower CAM3 energy budget is due to a 29 W m�2 re-

duction in surface insolation, which is partially compen-

sated by decreases in the other fluxes. While the surface

insolation in CAM3 is in better agreement with obser-

vations (e.g., Waliser et al. 1996), 22 W m�2 of the

reduction is attributable to an overestimate of the TOA

shortwave cloud radiative effect compared to ERBE.

The remaining 7 W m�2 of the reduction is caused by

the increased absorption of near-infrared radiation by

water vapor in CAM3 (Collins et al. 2006b). The fact

that the model is unable to match the TOA and surface

all-sky shortwave fluxes simultaneously remains a basic

research issue for future study. It should be noted that

zonal-mean TOA cloud radiative effects are also over-

estimated for the entire Tropics, particularly the north-

ern branch of the Hadley cell.

c. Surface stress in the storm tracks

CAM3 simulates larger surface stresses than ob-

served in the storm tracks in both hemispheres. Since

the biases appear throughout the annual cycle, it is suf-

ficient to consider a comparison of the annual mean

stress from CAM3 and the European Remote Sensing

Satellite (ERS) scatterometer (Stoffelen and Anderson

1997a,b). The excess stress occurs in the southern In-

dian and Atlantic oceans adjacent to the Antarctic cir-

cumpolar current, the northern Atlantic between Nova

Scotia and Great Britain, and the northern Pacific and

Sea of Okhotsk (Fig. 11). In terms of zonal means, the

peak errors at 52°N in the Northern Hemisphere and at

49°S in the Southern Hemisphere. At both latitudes,

the stress is too large by 0.07 N m�2. In the Northern

Hemisphere, this constitutes an overestimate by 144%,

while in the Southern Hemisphere the overestimate is

by 56%. When the atmosphere is coupled to a dynamic

ocean, these stress errors lead to ocean mass transports

larger than observed, particularly in the Drake Passage

(Large and Danabasoglu 2006). One possible explana-

tion is that the total mountain stress is underestimated

by the McFarlane (1987) scheme for gravity wave drag

(GWD). The zonally averaged surface stress must

match the eddy momentum flux convergence in the at-

mosphere. If the total surface stress over land, including

the effects of vegetation and GWD, is too low, then the

stress over ocean must be overestimated in order to

match the atmospheric momentum flux convergence.

6. Summary

A new version of the Community Atmosphere

Model, CAM3, has been developed and released to the

FIG. 10. Normalized power spectra for the 200-mb velocity

fields summed over 15°S to 15°N for the (top) NCEP reanalysis

and (bottom) CAM3. The spectra are normalized by smoothed

background power spectra following Wheeler and Kiladis (1999).

The solid lines are dispersion curves for odd meridional mode-

numbered equatorial Kelvin waves for three equivalent depths of

12, 25, and 50 m.
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scientific community. CAM3 includes new optional dy-

namical formulations and extensive improvements to

the physical parameterizations. The model produces at-

mospheric simulations suitable for use in a fully

coupled system that includes the land surface, full-

depth ocean, and dynamic sea ice. The model physics is

designed to maintain the fidelity of the simulations over

a wide range of spatial resolutions and multiple dynam-

ics. This is accomplished by making the model time step

and other adjustable parameters dependent on the

resolution and dynamics. The adjustable parameters af-

fect the parameterizations of cloud and precipitation

processes. The version of the model documented here

is based upon the Eulerian spectral dynamics with T85

spectral truncation.

The new atmospheric model includes significant

changes to cloud and precipitation processes, radiation

processes, and treatments of aerosols. The finite vol-

ume dynamical core is now included as an option for

integrating CAM. The tendency equations can be inte-

grated with either process-split or time-split formula-

tions of the numerical difference approximations. The

physics of cloud and precipitation processes have been

modified extensively. The modifications include sepa-

rate treatments of liquid and ice condensate; advection,

detrainment, and sedimentation of cloud condensate;

and separate treatments of frozen and liquid precipita-

tion. The radiation has been updated with a generalized

treatment of cloud geometrical overlap and new treat-

ment of longwave and shortwave interactions with wa-

ter vapor. A prognostic sulfur cycle for predicting sul-

fate aerosols is now a standard option for the model. A

prescribed distribution of sulfate, soil dust, carbon-

aceous species, and sea salt based upon a three-

dimensional assimilation is used to calculate the direct

effects of tropospheric aerosols on the heating rates.

The model also includes the effects of stratospheric vol-

canic aerosols.

Several important features of the atmospheric simu-

lation are improved in CAM3. The cold temperature

bias at the tropical tropopause has been reduced by

60% relative to the ECMWF reanalysis. The overesti-

mation of boreal winter sub-Arctic land surface tem-

peratures has been reduced by 2 to 4 K in Eurasia, the

western United States and Canada, and Greenland

(Collins et al. 2006a). The surface precipitation over

northern South America has increased from CAM2 to

CAM3, although the model still does not produce

enough rainfall over the Amazonian basin. The clear-

sky longwave fluxes in polar regions are in much better

agreement with observations. The structure of the

ITCZ in the tropical Pacific is more realistic, with a

weaker and less zonal SPCZ and stronger rainfall in the

northern portion of the tropical Pacific warm pool. The

relationship of shortwave and longwave effects for

tropical cloud systems is more consistent with satellite

observations. As a result, the response of cloud radia-

tive forcing to ENSO variations has the correct sign and

spatial structure in CAM3. The seasonal cycle of short-

wave cloud forcing and cloud amount is more realistic

in the northern Pacific and the coastal stratus regions.

A number of significant challenges remain for future

study and development. Like the preceding models,

CAM3 does not produce a reasonable simulation of the

Madden–Julian oscillation. The amplitude of the 30–90-

day variability is too low, and the wave trains do not

consistently propagate eastward. The surface stress is

much too large relative to satellite retrievals in the

storm tracks, especially in the region just north of the

Antarctic circumpolar current. As a result, the coupled

model overestimates the mass transport through the

Drake Passage by over 50%. However, the surface

TABLE 5. Pacific warm pool energy budgets (10°S–10°N, 140°–170°E; W m�2).

Level Flux CAM2 CAM3 Observation*

TOA All-sky absorbed solar radiation 316 294 309

Clear-sky absorbed solar radiation 373 381 373

All-sky outgoing longwave radiation 227 212 225

Clear-sky outgoing longwave radiation 279 282 285

Surface All-sky absorbed solar radiation 227 198 182

Clear-sky absorbed solar radiation 287 288 282

All-sky upward longwave radiation 50 48 49

Latent heat flux 125 118 107

Sensible heat flux 13 9 8

Net** 39 24 18

* References are given in Collins (2001a).

** The Net is the difference between the all-sky absorbed solar radiation and the sum of the latent heat flux, sensible heat flux, and

all-sky longwave radiation.
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stresses are still weaker than observed in the coastal

stratus regions west of South America and Africa.

There are biases of up to 100 m in the 500-mb height

field, and the strength of the Aleutian low is too low

and the strength of the Icelandic low is too high by

roughly 6 mb (Hurrell et al. 2006).

Future development will focus on these and other

systematic errors in the atmospheric simulation. The

model is also being extended to include reactive chem-

istry and photochemistry from the troposphere through

the thermosphere. Much more detailed treatments of

the formation and evolution of the major aerosol spe-

cies have also been brought online. The introduction of

chemistry into CAM has elevated the importance of

tracer transport and flux-form dynamics. Further prog-

ress in simulation fidelity will be measured in terms of

both the physical and chemical state of the atmosphere.
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