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Developments during the last two decades in nuclear motion theory made it possible to obtain variational solutions to the time-independent, nuclear-motion Schrödinger equation of polyatomic systems as "exact" as the potential energy surface (PES) is. Nuclear motion theory thus reached a level whereby this branch of quantum chemistry started to catch up with the well developed and widely applied other branch, electronic structure theory. It seems to be fair to declare that we are now in the fourth age of quantum chemistry, where the first three ages are principally defined by developments in electronic structure techniques (G. Richards, Nature, 1979, 278, 507). In the fourth age we are able to incorporate into our quantum chemical treatment the motion of nuclei in an exact fashion and, for example, go beyond equilibrium molecular properties and compute accurate, temperature-dependent, effective properties, thus closing the gap between measurements and electronic structure computations. In this Perspective three fundamental algorithms for the variational solution of the time-independent nuclear-motion Schrödinger equation employing exact kinetic energy operators are presented: one based on tailor-made Hamiltonians, one on the Eckart-Watson Hamiltonian, and one on a general internal-coordinate Hamiltonian. It is argued that the most useful and most widely applicable procedure is the third one, based on a Hamiltonian containing a kinetic energy operator written in terms of internal coordinates and an arbitrary embedding of the body-fixed frame of the molecule. This Hamiltonian makes it feasible to treat the nuclear motions of arbitrary quantum systems, irrespective of whether they exhibit a single well-defined minimum or not, and of arbitrary reduced-dimensional models. As a result, molecular spectroscopy, an important field for the application of nuclear motion theory, has almost black-box-type tools at its disposal. Variational nuclear motion computations, based on an exact kinetic energy operator and an arbitrary PES, can now be performed for about 9 active vibrational degrees of freedom relatively straightforwardly. Simulations of high-resolution spectra allow the understanding of complete rotational-vibrational spectra up to and beyond the first dissociation limits. Variational results obtained for $\mathrm{H}_{2} \mathrm{O}, \mathrm{H}_{3}^{+}, \mathrm{NH}_{3}, \mathrm{CH}_{4}$, and $\mathrm{H}_{2} \mathrm{CCO}$ are used to demonstrate the power of the variational techniques for the description of vibrational and rotational excitations. Some qualitative features of the results are also discussed.

## 1 Introduction

For about 200 years, ${ }^{1-6}$ atomic and molecular spectroscopy has been a pioneering field for and a principal source of improving our understanding of chemical phenomena. About 80 years ago, ${ }^{7-9}$ in order to provide a qualitative explanation of the available experimental results, quantum mechanics was adapted to chemical (molecular) systems and thus the development of quantum chemistry has begun. Molecular systems

[^0]were treated using a quantum mechanical description of the electrons moving in the field of clamped nuclei, i.e., employing the Born-Oppenheimer (BO) approximation. ${ }^{10-15}$ This readily provided a successful qualitative description of many available experimental results. Besides the "numerical" achievements, the theoretical framework of molecular systems corresponding to the quantum mechanical description of electrons moving in the field of fixed, classical nuclei provided a formal ground to many important chemical constructs, like the concept of distinct potential energy surfaces (PES), ${ }^{16-21}$ equilibrium structures, ${ }^{22-26}$ transition states, ${ }^{27-29}$ and atomic and molecular orbitals. ${ }^{8,9}$ These concepts have remained central to our understanding of chemical phenomena. In influential publications and related lectures, Richards ${ }^{30}$ and Schaefer ${ }^{31,32}$ categorized the development of computational quantum chemistry
into three ages and called this the first age of quantum chemistry. As the numerical methods for solving the electronic Schrödinger equation evolved and improved, electronic structure theory started to result in more accurate, already at least semi-quantitative description of experimentally measurable quantities. This period of extensive method development within electronic structure theory was coined the second age of quantum chemistry. ${ }^{30-32}$ Later, perhaps as early as in 1970, ${ }^{30}$ theoretical predictions with an accuracy comparable to contemporary measurements were provided by the numerically precise solution of the electronic Schrödinger equation, marking the beginning of the third age of quantum chemistry. In this era application of state-of-the-art quantum chemical methods produced results which could legitimately challenge existing experiments or provide significant challenges for the design and execution of new experiments.

As experimental spectroscopy developed and provided more and more detailed and accurate results for a number of more and more complex systems, it became evident that electronic structure theory with fixed nuclei is not sufficient for simulating experiments. The computation of equilibrium properties, i.e., properties corresponding to nuclei fixed at a local minimum of the PES, restricted the picture of a molecule to a rigid or at least semirigid structure, or maybe to a handful of (semi-)rigid structures or conformations. ${ }^{33}$ Electronic structure theory ${ }^{34-36}$ has been quite successful in yielding equilibrium quantities which can be related to experimental observables but are distinct from them. Quantitative agreement with results of most experiments can only be expected if the motion of the nuclei are considered explicitly, as well. It is hoped in this respect that in the fourth age of quantum chemistry, which we are living in, efficient quantum chemical
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(electronic structure and nuclear motion) computations can be performed which not only treat all particles of a molecule quantum mechanically but can bridge the gap between "effective", experimental observables and "equilibrium" computed quantities at even elevated temperatures of interest, thus providing treatment of molecules in constant and rapid motion. ${ }^{37}$

Molecules are non-rigid assemblies of electrons and nuclei. ${ }^{22,38}$ "Effects" due to the rotations and vibrations of the nuclei are omnipresent whether one takes them into account explicitly or not. Nevertheless, the BO separation of the motion of electrons and nuclei is a remarkably good approximation for chemistry. ${ }^{22,25,39-42}$ Thus, after solving the electronic problem, the motion of nuclei can be considered on a PES provided by electronic structure theory. ${ }^{20}$ One of the simplest dynamical descriptions of molecules is introduced by considering the classical motion of the nuclei on a PES. ${ }^{43,44}$ This classical description is useful in a semi-quantitative understanding of many dynamical processes, ${ }^{45}$ but the zeropoint energy of molecules ${ }^{45-47}$ and the tunneling of nuclei, ${ }^{48-52}$ most importantly that of protons, are not readily incorporated in this model and must be considered as special "effects", showing limitations of this approach.

A next significant step toward a sophisticated and detailed, quantitative description of molecular phenomena is the consideration of nuclei as quantum particles moving on a PES. As to the conceptual part, this framework naturally includes not only various conformational changes of the molecular structure but also the zero-point vibrational energy of molecules as well as the "tunneling" of protons or other nuclei. As to the numerical results, after decades of methodological developments of quantum nuclear motion theory, see, e.g., ref. 19, 53-80, the joint technology provided by electronic structure and nuclear motion methods is now able to yield, among other quantities less relevant for this Perspective, remarkably accurate rovibrational energies and related transitions, state-to-state and overall reaction rates, as well as effective, temperature-dependent molecular structure parameters and a detailed understanding of "exotic" chemical phenomena such
as resonance states and tunneling. As in all fields of rapid development, there are various trends within nuclear motion theory, including time-dependent ${ }^{81-83}$ and time-independent (treated in detail below) descriptions, perturbational ${ }^{84,85}$ and variational (treated in detail below) algorithms, various forms of rovibrational Hamiltonians, ${ }^{39,86-89}$ as well as different numerical representations of the Hamiltonians. ${ }^{9-96}$ One may wonder which is the best combination of the numerous possible choices or whether a unified protocol would soon emerge. At this point we have to leave these questions open and say that the applications should determine the most appropriate choices. What can be said with confidence is that the extensive use of the different algorithms and protocols indicates that the current quantum chemical adaptation of quantum mechanics to molecular systems is a successful one. As a result, the outcome of quantum chemical simulations based on the technology developed can be used in applied fields of science and engineering, for instance for improving the outcome of atmospheric radiative models. ${ }^{97,98}$

The spectacular development of experimental spectroscopic techniques continues and as it can be seen at present there are two major directions. On one hand, not only smaller models but larger and larger molecular systems, including biomimetics, true biomolecules and biopolymers, are studied with the ultimate goal of a molecular-level understanding of life. On the other hand, more and more accurate experiments are designed in order to test physical theories, fundamental symmetries, and perhaps their violations in molecular systems. ${ }^{6,99,100}$ The development of experimental spectroscopy in either direction will certainly continue challenging molecularscale theoretical methods and serve as a driving force, as it did in the past, for their improvement.

We feel that at this point it is important to mention another direction of the development of theoretical chemistry, namely that dealing with the collection, critical evaluation, and validation of the increasing amount of data on molecular systems, ${ }^{101-107}$ which goes toward the completion of information and aims at providing extensive and reliable knowledge on molecules.
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In spectroscopy, this involves joint efforts of high-resolution but narrow-band as well as broad-band but maybe lowerresolution techniques together with computer-aided handling of spectroscopic networks ${ }^{108}$ and related large-scale databases. ${ }^{107,109-111}$ Ultimately it is the joint utilization of (spectroscopic) experiments, quantum theory, and information technology which helps to secure and extend our firm chemical knowledge and makes it applicable in diverse scientific and engineering areas.

There have been many successes, some extensively reviewed, ${ }^{56,74-79}$ in the nuclear motion theory branch of quantum chemistry. In the present work we focus on some of the recent developments of quantum nuclear motion theory which, together with electronic structure theory, provide a comprehensive description of molecules in motion. The literature even of this restricted field is extensive and in this Perspective we admittedly present a more thorough overview of those areas where we have gained experience during the last ten years or so and describe recent developments in our group on BO quantum nuclear motion theory and focus on using (quasi-)variational procedures for the solution of the timeindependent rovibrational Schrödinger equation.

## 2 Nuclear motion theory

In spite of various unification efforts, different variants of quantum chemical nuclear motion theory coexist and they often serve different purposes. Nevertheless, a unified description of the basics is attempted here.

### 2.1 Time-independent Schrödinger equation of the nuclei

The fundamental equation for this study and for the computation of stationary nuclear-motion states $\Psi$ of molecular systems containing $\mathscr{M}$ nuclei considered as quantum particles is the time-independent nuclear Schrödinger equation corresponding to the Hamiltonian $\hat{H}^{\prime}$,

$$
\begin{equation*}
\hat{H}^{\prime} \Psi=\left(-\sum_{i=1}^{\mathscr{M}} \frac{1}{2 m_{i}} \Delta_{\mathbf{x}_{i}}+\hat{V}\right) \Psi=E \Psi \tag{1}
\end{equation*}
$$

written in atomic units. In eqn (1), $m_{i}$ denote the masses associated with the nuclei, which in practice are either the atomic or the nuclear masses of the nuclei (or perhaps somewhere in between to mimic non-BO behavior), ${ }^{112}$ and $\mathbf{X}_{i}$ are the position vectors in the laboratory-fixed (LF) frame with the corresponding Laplace operator $\Delta_{\mathbf{x}_{i}}$. Out of the possible mathematical solutions of eqn (1), the physically relevant solutions are constrained by the spin statistics theorem, ${ }^{33}$ i.e., by considering the spin associated with each nucleus. In what follows $\hat{V}$ is chosen as a geometric potential, depending only on the internuclear distances and is identified with the PES corresponding to the ground electronic state of the molecular system (though any separated excited electronic state could also be chosen). The system is considered to be isolated, no external fields are acting, and no hyperfine couplings are considered; thus, the angular momentum corresponding to the overall rotation of the molecular system is a conserved quantity.

After separating the translational motion of the nuclear center of mass from $\hat{H}^{\prime}$ in eqn (1), the translationally invariant

Hamiltonian ${ }^{38,113}$ is considered with the domain of squareintegrable functions, $L^{2}$, for bound states, characterized by real eigenvalues, and a manifold with complex eigenvalues for non-bound, resonance states. ${ }^{114}$

## 2.2 (Quasi)-variational solutions

Stationary rovibrational states are computed by solving the time-independent Schrödinger equation (TISE) of the nuclei, eqn (1), by approximating the rotational-vibrational wave function as a linear combination of carefully chosen basis functions. The matrix representation of the translationally invariant, rovibrational Hamiltonian employing this basis set is constructed using various efficient numerical methods. The overall procedure is termed quasi-variational, as in the practical schemes the matrix elements may not be computed analytically, and thus the eigenvalues may not necessarily satisfy the variational principle. The essential parts of this approximation technique are discussed in this subsection.
2.2.1 The coordinate dilemma. The coordinate "dilemma" "115-119 in spectroscopy and kinetics originates from the traditional reasoning that it is useful to set up the rotational-vibrational problem of molecular systems using coordinates more or less adapted to the various types of nuclear motion ${ }^{120-123}$ and thus provide the most separable zeroth-order basis functions for quantum dynamics. These motions are drastically different for the different systems and energy regimes; thus, there is little hope to find a unique set of coordinates which is widely applicable. Furthermore, the coordinate domains must allow for a one-to-one correspondence with the geometrical domain of the molecule. In some cases the use of coordinates which mimic the pointgroup or MS-group ${ }^{33}$ symmetry of the system under study or help to reduce the complexity of the rovibrational kinetic energy operator is advantageous.

Coordinate systems and their transformations employed in the description of molecular systems have been presented in thorough and formal discussions by Sutcliffe. ${ }^{38,113}$ The first step is the separation of the overall translational motion of the center of mass of the nuclei by defining translationally invariant Cartesian coordinates introduced via a simple linear transformation of the original Cartesians. Then, a frame is introduced attached to the non-rigid body (body-fixed frame (BF), embedding, or gauge) and three variables are introduced to describe the orientation of the BF with respect to the LF frame..$^{86,124-126}$ Furthermore, $3 \mathscr{M}-6$ internal coordinates are defined to describe the internal motion of the nuclei. Mathematical and technical complications are introduced as this transformation of the translationally invariant Cartesian coordinates is nonlinear and the resulting orientational and internal coordinates are curvilinear. This makes the formalism somewhat involved and it also results in a Hamiltonian which has to be defined over a slightly more restricted domain, due to the vanishing Jacobian, than the original one. ${ }^{120}$
2.2.2 Quantum chemical Hamiltonians. Starting from the TISE, the kinetic energy operator is expressed in terms of internal coordinates, $q_{k}(k=1,2, \ldots, D \leq 3 \mathscr{M}-6)$ with $D$ active coordinates, and orientational coordinates,
$\alpha_{a}(a=1(x), 2(y), 3(z))$, in order to obtain a rotationalvibrational Hamiltonian. In what follows the most essential expressions are collected, for a more detailed discussion see, for example, ref. 66 and 71, as well as ref. 39, 74, 127-130.

The coordinate transformation is accomplished either by applying the chain rule for the kinetic energy operator ${ }^{131}$ or by writing down the classical Lagrangian and Hamiltonian in the new, internal and rotational coordinates and employing the correspondence principle together with the properties of differential operators, as suggested by Podolsky. ${ }^{132}$ The rotational-vibrational Hamiltonian obtained either way is

$$
\begin{equation*}
\hat{H}^{\mathrm{rV}}=\frac{1}{2} \sum_{k=1}^{D+3} \sum_{l=1}^{D+3} \tilde{g}^{-1 / 4} \hat{p}_{k}^{\dagger} G_{k l} \tilde{g}^{1 / 2} \hat{p}_{l} \tilde{g}^{-1 / 4}+\hat{V} \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{p}_{k}=-i \frac{\partial}{\partial q_{k}}, \quad k=1,2, \ldots, D \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{p}_{D+a}=-i \frac{\partial}{\partial \alpha_{a}}=\hat{J}_{a}, \quad a=1(x), 2(y), 3(z) \tag{4}
\end{equation*}
$$

where $\hat{J}_{a}$ refers to the body-fixed components of the rotational angular momentum if the three $\alpha_{a}$ s are chosen to describe rotations around the three orthogonal axes of the BF frame. Furthermore, for non-vanishing $\tilde{g}=\operatorname{det} \mathbf{g}$

$$
\begin{equation*}
G_{k l}=\left(\mathbf{g}^{-1}\right)_{k l}, \quad k, l=1,2, \ldots, D+3 \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{k l}=\sum_{i=1}^{M} m_{i} \frac{\partial \mathbf{X}_{i}}{\partial q_{k}} \cdot \frac{\partial \mathbf{X}_{i}}{\partial q_{l}}, \quad k, l=1,2, \ldots, D+3 \tag{6}
\end{equation*}
$$

where $\mathbf{X}_{i}$ gives the position vector of the $i$ th nucleus in the space-fixed reference frame and $q_{k}$ refers to either the $q_{k}$ internal or the $\alpha_{k}$ rotational coordinates. The corresponding volume element is

$$
\begin{equation*}
\mathrm{d} V=\mathrm{d} q_{1} \mathrm{~d} q_{2} \ldots \mathrm{~d} q_{D} \mathrm{~d} \alpha_{1} \mathrm{~d} \alpha_{2} \mathrm{~d} \alpha_{3} . \tag{7}
\end{equation*}
$$

For some choices of the BF frame and internal coordinates the quantum chemical Hamiltonian can be written down explicitly and maybe after some formal rearrangements its matrix representation implemented in a computer code. There are various possible choices for the coordinates for the $\mathscr{M}$ nuclei and the corresponding quantum chemical Hamiltonians have different forms. ${ }^{120,131,133-135}$ All the different mathematical forms can be used in a computer code resulting in many different implementations. A special and popular choice is the use of the Eckart embedding ${ }^{86}$ and rectilinear coordinates, ${ }^{136}$ resulting in a Hamiltonian whose most compact form was derived by Watson. ${ }^{87,88}$ We prefer to call this the Eckart-Watson Hamiltonian, its detailed form and an implementation in a computer code is discussed in Section 3.2.
2.2.3 Potential energy hypersurfaces. The concept of a PES is so fundamental to the understanding of most branches of chemistry that it is worth discussing it separately even in this Perspective on nuclear motions.

There are many possible ways to define PESs applicable for nuclear motion computations. Ab initio construction of PESs usually involves ${ }^{20}$ (a) choice of a physically correct and robust electron correlation methodology, including choice of a non-relativistic ${ }^{35,36}$ or relativistic ${ }^{137,138}$ Hamiltonian; (b) application of a highly flexible and still compact basis set ${ }^{139}$ describing both the correlation hole and the longer-range region of the electronic wave function; (c) inclusion of all "small corrections" ${ }^{140,141}$ affecting the precision of composite PESs; (d) design of a suitable geometrical grid for the electronic structure computations defined; ${ }^{142}$ and (e) an artful selection of a functional form resulting in a flexible and compact interpolating and extrapolating function. ${ }^{16,54,143-146}$

There are basically three distinct families of PESs used, hypersurfaces for (ro)vibrational spectra, chemical reactions, and intermolecular interactions. While these surfaces have a lot in common, there are many important and noteworthy differences in their construction.

For the computation of measured (ro)vibrational spectra and the related dynamics it is often sufficient to have the PES in the vicinity of a minimum (or of a stationary point). Thus, techniques based on power series expansions about a single stationary point can be highly useful. ${ }^{147,148}$ These expansions define what is usually referred to as an anharmonic force field. Force fields are usually expanded up to quartic terms and they are independent of the nuclear masses only if are based on geometrically defined internal coordinates. There are several minor issues which should be considered when employing force field representation of the PES during the variational computation of rotational-vibrational spectra. ${ }^{57}$ Generation of complex PESs, not employing any force field expansions, for (ro) vibrational spectrum simulations is abundant. ${ }^{53,54,149}$

During the course of chemical reactions bonds are broken and formed. The global requirements for these PESs ${ }^{21,150,151}$ are considerably more stringent than those used for spectroscopy and regions have to be sampled where most electronic structure methods perform quite unevenly.

Intermolecular surfaces, ${ }^{152,153}$ a prime target of non-covalent chemistry, are always multi-dimensional, which is often the greatest obstacle in obtaining quantitative accuracy for them.
2.2.4 Basis sets. In multidimensional cases the basis functions are usually taken as products of one-dimensional (1D) functions. The frequently used 1D functions, called primitive basis functions, are eigenfunctions of analytically solvable (model) problems, such as the harmonic ${ }^{136}$ or Morse ${ }^{154}$ oscillators. One can also use more sophisticated, so-called potential optimized (PO) basis functions, ${ }^{94,155,156}$ obtained by solving a 1D Schrödinger equation with a potential that is well adapted for the physical problem of interest. For the numerical solution of the 1D problem one usually uses primitive basis functions; thus, the PO basis functions are linear combinations of the primitive functions.

The simplest way for constructing a multidimensional basis set is to use the direct product of a set of 1 D , primitive or PO, functions. The resulting basis set is called a direct-product basis. These direct-product basis sets are widely employed in nuclear motion computations since their use results in matrix representations with special structure, where the matrix elements
can be computed straightforwardly by using standard numerical integration techniques. ${ }^{157,158}$

One can construct nondirect-product basis sets via different ways, such as (a) truncating a direct-product basis; (b) introducing couplings between the product functions; or (c) using non-product multidimensional basis functions. (c) is rarely employed, whereas (a) and (b) are widely used. (a) is the simplest way to reduce the size of the multidimensional basis set by getting rid of the basis functions that are expected to have the smallest coefficients in the wave function. In a discrete variable representation (DVR) ${ }^{90-92}$ of the Hamiltonian (see Section 2.2.5), the truncation can be simply achieved by throwing out grid points based on, for example, an energy cutoff parameter by checking the function value of the potential at the given multidimensional grid point. In a finite basis representation (FBR), truncations are usually made using the idea of the $n$-mode representation, ${ }^{159,160}$ i.e., each basis function has a maximum dimensionality of $n$, where $n$ is (much) less than the full dimension of the physical problem investigated.

As will be mentioned in Section 3, singularities in the Hamiltonian can come into play when a radial coordinate becomes zero. Furthermore, when the radial coordinate goes to zero, an angle usually becomes undefined; thus, the radial and angular singularity is coupled. Therefore, an efficient basis is always a nondirect-product of functions depending on the coupled coordinates. One can construct such a basis via introducing couplings between the product functions. A typical example is a basis having structure similar to that of spherical harmonics. ${ }^{161,162}$ Even if a nondirect-product basis provides a more compact representation of the wave function, in many applications the direct-product basis can be computationally more efficient due to its simplicity.
2.2.5 Matrix representation of the Hamiltonians. There are several representations developed for the Hamiltonians of Section 2.2.2 which can be employed in variational-type nuclear motion theory: the variational basis representation (VBR), ${ }^{56}$ the finite basis representation (FBR), ${ }^{56}$ and several grid-based representations. During the last decades the use of grid-based techniques, ${ }^{76,90-92,163-181}$ almost revolutionized the variational-type quantum chemical treatment of nuclear motions by allowing the development of much improved algorithms. Application of these algorithms contributed to an improved understanding of highly excited states of molecules, studied experimentally via high-resolution molecular spectroscopy, ${ }^{53-55,62-66,69-72,103,104,182-187}$ as well as quantum reaction dynamics. ${ }^{170,188-195}$

It is generally appreciated that grid-based techniques are not strictly variational. This is due to the fact that the variational principle for the eigenenergies holds if the Hamiltonian matrix elements are evaluated "exactly". This can be achieved either by their analytic computation, corresponding to what is called the VBR, or by highly accurate numerical procedures, whereby arbitrarily accurate quadrature schemes are employed, as in a general FBR. In more approximate and apparently more useful schemes, like in a discrete variable representation (DVR), ${ }^{9-92}$ quadratures and basis functions are entangled and one looses the monotonic convergence of the eigenvalues offered by the variational principle. Nevertheless, the
improved numerical behavior of the DVR more than offsets this inconvenience. For the present Perspective, DVR techniques hold a special place and only these techniques are discussed in some detail below.

Based on earlier work, ${ }^{90,91}$ the DVR technique was introduced to quantum chemistry by Light and co-workers ${ }^{76,92,167,172}$ for the efficient variational quantum chemical treatment of nuclear motions. It has been used in a number of variational computational spectroscopic studies, even to determine full rotational-vibrational spectra of triatomic molecules, involving a large number of converged eigenvalues and eigenvectors. ${ }^{183-187}$ Some useful properties of the DVR: (a) it is built upon a compact underlying quadrature scheme; (b) the potential matrix is diagonal and these matrix values are simply local values of $\hat{V}$; (c) all multiplicative operators also have a diagonal form due to the "local-diagonal" or "quadrature" approximation; and (d) it provides a highly efficient framework for the computation of expectation values and integrals involving rovibrational wave functions.

It is important to stress that in DVR computations the matrix elements of operators dependent only upon coordinates are inexact. Using a given basis set and quadrature scheme for numerical integration, the FBR and the DVR are equivalent representations in the sense that they lead to the same eigenvalues. Since an N -point Gaussian quadrature gives exact result for any integrand which is a polynomial of degree less than or equal to $2 N-1,{ }^{157,158}$ many elements in the FBR of the Hamiltonian are exact. This and the equivalence of the FBR and DVR representations explain why the DVR based on Gaussian quadrature gives highly accurate eigenvalues and eigenfunctions in spite of the inaccuracy of the DVR matrix elements. ${ }^{186,196}$

Singular terms always arise in the nuclear motion Hamiltonian when it is expressed in internal coordinates. ${ }^{113} \mathrm{~A}$ common singular term in practical applications, often present in rovibrational Hamiltonians, is the term $r^{-2}$ with $r \in[0, \infty)$. Several useful strategies have been devised for treating singularities in grid-based applications. ${ }^{161,185,197,198}$ These approaches include the use of different coordinate systems devoid of essential singularities and nondirect-product basis sets. When applying the diagonal DVR approximation for the calculation of matrix elements of $r^{-2}$, numerical computations employing basis functions with suitable boundary conditions result in accurate eigenvalues showing fast convergence. ${ }^{186}$ This becomes especially important, for example, for the computation of complete spectra.

### 2.2.6 Determination of required eigenvalues and eigenvectors.

 Most applications of nuclear motion theory involve very large Hamiltonian matrices from which a large number of eigenvalues and eigenvectors need to be computed. One general, a priori strategy is to aim at lower-dimensional Hamiltonian matrices via sequential contraction of the basis. This results in non-direct-product bases and a dense Hamiltonian matrix. Other strategies, based on direct-product bases, produce sparse but much larger matrices with a special structure. In order to compute the required many (thousands of) eigenvalues for medium-sized molecules, an iterative eigensolver (the usual choice is the Lanczos ${ }^{199-202}$ technique) must be implemented, adapted specifically to the features and requirements of the nuclear motion protocol. The following criteria should beconsidered when the effectiveness of a particular "diagonalization" method is investigated: (a) maximum amount of main memory required; (b) disk storage requirements (minimize input/output operations); (c) efficiency of matrix-vector multiplication and the sheer number of such operations; (d) independence of the solution strategy to the characteristics of the problem at hand; and (e) parallelizability of the resulting code. One of the prime features making iterative eigensolvers particularly attractive in this context is the fact that the Hamiltonian matrix does not need to be constructed explicitly, only its product with a vector is required. This can be done very efficiently, as demonstrated several times. ${ }^{64,121,203}$

In order to compute the lowest or interior eigenvalues instead of the largest ones the original Hamiltonian matrix must be transformed so that the required eigenvalues become the largest eigenvalues of the transformed matrix. There are several possibilities to set up such a spectral transformation. ${ }^{204-207}$ The cost of the transformation and the spectral properties of the resultant matrix can be very different. Polynomial, exponential, and shift-invert transformation techniques were studied in detail in ref. 64 .

In the case of the Lanczos method, there are three main factors that contribute to the total timing of the iterative diagonalization approach: (a) the number of matrix-vector multiplications in a single Lanczos step, which is generally the most CPU-intensive part of the computation; (b) reorthogonalization of the Lanczos vectors to maintain (semi-) orthogonality among them, which is an I/O-intensive step and CPU usage becomes significant only if the size of the Krylov subspace is very large; and (c) the convergence rate of the total Lanczos iteration influenced by the relative separation of the eigenvalues of the matrix introduced in the Lanczos iteration. After having studied the interplay of these three factors in considerable detail, we found ${ }^{64,72}$ that for larger applications, specifically for the computation of the lowest few hundred eigenpairs of five-atomic molecules, a simple and clever choice is the usage of the shift-fold filter, periodic reorthogonalization, and the thickrestart Lanczos method. When not the lowest eigenvalues but an interior part of the spectrum is to be computed, the shiftinvert technique seems to be an appealing choice, but to find an efficient black-box method to carry out the spectral transformation is challenging. A safe and practical technique might be the usage of a carefully optimized shifted version of the exponential transformation, the shift-Gaussian filter.

The computation of interior eigenvalues opens a promising route toward the computation of a very large number of eigenvalues and eigenvectors, i.e., toward the determination of the complete spectrum. This task could be distributed to practically independent computing nodes by distributing smaller ranges of the spectrum to different machines. This would make the computation of a very large number of eigenpairs an embarrassingly parallel problem. Eigenpairs from different ranges of the spectrum can be converged independently, i.e., the lower end of the spectrum could be computed using a smaller grid. If only very few interior eigenvalues, e.g., 10 eigenvalues, are required in each run, the total storage requirement, Lanczos and a few auxiliary vectors, of the computation fits into the main memory of nowadays standard machines, which eliminates the time-consuming I/O operations on the hard disk.

### 2.3 Post-processing

Three topics relevant after executing a variational nuclear motion computation and the required eigenvalues and eigenfunctions become available are discussed next.

The complete internal wave function, a product of the rovibronic and nuclear spin wave functions, has important symmetry restrictions dictated by quantum statistics. ${ }^{33}$ Thus, the allowed nuclear spin states, different for the different isotopologues of a molecule, determine which computed rovibronic states are allowed. This practically means that out of the legitimate eigenstates computed for a given rovibronic Hamiltonian some could be forbidden due to symmetry restrictions. Thus, statistical weights need to be determined for the different symmetry classes of the molecular symmetry (MS) group. If the statistical weight is zero for a given isotopologue (e.g., for ${ }^{14} \mathrm{NH}_{3}$ this is the case for the $A_{1}^{\prime}$ and $A_{1}^{\prime \prime}$ irreducible representations of the $D_{3 \mathrm{~h}}(M)$ group) and a given class, those energy levels are forbidden and cannot "participate" in rovibronic transitions. The symmetry restrictions and spin statistical weights should also be taken into account when (temperature-dependent) rovibronic averaging of molecular properties is performed (see Section 4.4).

An ideal labeling scheme applicable for eigenstates computed through the variational solution of the nuclear Schrödinger equation would be physically incisive and independent of the coordinates and basis functions used to represent the Hamiltonian and the wave function. However, assignment schemes can be very useful even if these requirements are not fully met. Among the techniques that have been employed in the analyses of variationally computed nuclearmotion wave functions are "node counting" along specified cuts of coordinate space, ${ }^{54,187}$ the determination of "optimally separable" coordinates, ${ }^{115,116,208-216}$ the use of natural modal representations, ${ }^{54,217}$ and the evaluation of coordinate expectation values. ${ }^{187}$ An alternative approach to assigning molecular eigenstates is provided by effective Hamiltonian methods, particularly in relatively low-energy regions. The canonical models of the vibrations and rotations of a molecule are the quantum mechanical harmonic oscillator (HO) ${ }^{136}$ and rigid rotor $(\mathrm{RR})^{218}$ approximations, respectively. The lowlying states of semirigid molecules have traditionally been described by labels based on multidimensional normal-mode vibrational wave functions conjoined with rigid-rotor rotational wave functions represented in a symmetric-top basis. A widespread preference for RRHO labels persists, both for the appealing simplicity of the underlying models and for historical reasons. Of course, the RRHO labeling scheme is inherently model-dependent, unlike methods based on natural modals, for example. Variational (ro)vibrational computations have often ${ }^{63,64,74,85,89,159,219-228}$ employed the Eckart-Watson Hamiltonian expressed in normal coordinates, ${ }^{86-88}$ which leads straightforwardly to an RRHO labeling of the lowerlying eigenstates. For more details on an RRHO labeling scheme see Section 4.3.

To connect nuclear motion computations to spectroscopic experiments, it is often particularly important to compute not only transition (line) energies but also line intensities and even line shapes (the latter is not discussed here). For one-photon
absorption and emission spectra this requires the availability of a dipole moment surface (DMS). ${ }^{229,230}$ This DMS, together with the rovibrational wave functions, can result in, via expectation-value-type computations, line intensities. Line intensities have an extremely large dynamical range. Computation of a DMS has similar challenges as that of a PES detailed in Section 2.2.3, composite schemes are again highly useful, but the fitting process is even more elaborate and even more prone to significant errors. ${ }^{229}$

## 3 Practical implementations

In this section different choices for the nuclear motion Hamiltonian are presented and discussed. The computations built upon these Hamiltonians give some insight into the current status of nuclear motion theory. As to the technical details, in actual implementations the various steps are not necessarily distinct parts of the computer code, as an overall consideration of the algorithm might result in a more efficient implementation. In Table 1 characteristics of those codes are summarized which our group developed for spectroscopic applications.

### 3.1 Tailor-made Hamiltonians, DOPI

One of the traditional ways to treat nuclear motions variationally is based on Hamiltonians expressed in a given choice of curvilinear coordinates, ${ }^{120,121}$ e.g., orthogonal ${ }^{122,123}$ or valence ${ }^{136}$ internal coordinates. This approach is feasible for a small number of nuclei. ${ }^{57,58,121,182,203,231-236}$ The required explicit knowledge of the Hamiltonian, in fact of the kinetic energy operator, ${ }^{131,133-135}$ offers the advantage that appropriate basis sets can be chosen, and with proper and efficient representations, matrix element computations, and diagonalization techniques one could compute the complete bound-state eigenspectrum of molecules. The most important drawback of this so-called tailor-made Hamiltonian approach is that the explicit construction of the kinetic energy operator is needed for the different internal coordinate choices, which can be demanding in many cases. However, for small molecules this is still one of the simplest possible strategies for variational nuclear motion computations, and a possible algorithm can be set up as follows: the Hamiltonian is expressed in orthogonal (O) coordinates, its matrix is represented by the discrete variable representation ( D , see Section 2.2.5) coupled with a direct product (P) basis (see Section 2.2.4), and advantage can
be taken of the sparsity and special structure of the resulting Hamiltonian matrix whose required eigenvalues can be determined extremely efficiently by variants of iterative (I) "diagonalization" techniques (see Section 2.2.6). In our own work, a three-atomic variant of the tailor-made approach is termed $\mathrm{D}^{3} \mathrm{OPI},{ }^{57,58,186}$ standing for discrete variable representation for all three internal coordinates, while the rest of the abbreviations are explained above.

Focusing only on triatomic cases, program suites can be developed which use a generalized Hamiltonian ${ }^{120}$ containing parameters which can be fixed to different values giving different Hamiltonians corresponding to different (orthogonal and non-orthogonal) internal coordinate choices. Assuming that an orthogonal coordinate system is chosen, the SutcliffeTennyson rovibrational Hamiltonian ${ }^{120}$ of a triatomic molecule, incorporating the radial part of the Jacobian, can be written in the $R_{1}$ embedding as

$$
\begin{align*}
\hat{H}^{\mathrm{rv}}= & -\frac{1}{2 \mu_{1}} \frac{\partial^{2}}{\partial R_{1}^{2}}-\frac{1}{2 \mu_{2}} \frac{\partial^{2}}{\partial R_{2}^{2}}-\left(\frac{1}{2 \mu_{1} R_{1}^{2}}+\frac{1}{2 \mu_{2} R_{2}^{2}}\right) \\
& \times\left(\frac{\partial^{2}}{\partial \theta^{2}}+\cot \theta \frac{\partial}{\partial \theta}-\frac{\hat{j}_{z}^{2}}{\sin ^{2} \theta}\right)+\frac{1}{2 \mu_{1} R_{1}^{2}}  \tag{8}\\
& \times\left(\hat{J}^{2}-2 \hat{J}_{z} \hat{j}_{z}-\hat{J}_{+} \hat{j}_{-}-\hat{J}_{-} \hat{j}_{+}\right)+\hat{V}\left(R_{1}, R_{2}, \theta\right),
\end{align*}
$$

where $\mu_{1}$ and $\mu_{2}$ are effective masses related to the actual masses in a way that depends on how precisely the orthogonal coordinate system is chosen, $R_{1}$ and $R_{2}$ are two radial internal coordinates whose form may be chosen at will within the limits imposed by the coordinate orthogonality constraint, $\theta$ is the angle between the two radial coordinates, while $\hat{J}$ and $\hat{j}$ refer to the appropriate ${ }^{120}$ rotational angular momenta.

Note that it is not always computationally most efficient to make an orthogonal coordinate choice. Furthermore, even when making this choice, one particular scheme can prove to be better than another, as can a particular choice of attaching a body frame to the molecule.

Although tailor-made Hamiltonians of tetratomic molecules and beyond most often lead to codes suitable for a unique type of physical system and are not appropriate for a general, black-box-type approach for nuclear motion computations, this uniqueness leads to high efficiency. Choosing internal coordinates which reflect the physical nature of the system under investigation can have many advantages. Properly chosen coordinates and coordinate frame embeddings make

Table 1 Characteristics of nuclear motion codes developed in our group for spectroscopic computations and their applications

| Characteristics | DOPI ${ }^{57,58,186}$ | DEWE ${ }^{63,64,72}$ | GENIUSH ${ }^{66,71}$ |
| :---: | :---: | :---: | :---: |
| Coordinate system | Orthogonal (O) internal, e.g., Jacobi ${ }^{122}$ or Radau ${ }^{123}$ | Rectilinear normal ${ }^{136}$ | Arbitrary internal (I), ${ }^{136}$ e.g., Z-matrix |
| Embedding | $R_{1}, R_{2}$, bisector ${ }^{120}$ | Eckart ${ }^{86}$ | Arbitrary |
| Hamiltonian | tailor-made, Sutcliffe-Tennyson ${ }^{120}$ | Eckart-Watson (EW) | General (GE), numerical (N), user-specified (US) |
| Basis | Direct product ( P ) + Wang symmetric-top eigenfunctions | Direct-product Hermite + Wang symmetric-top eigenfunctions | Direct-product Hermite, <br> Legendre + Wang symmetric-top eigenfunctions |
| Matrix representation | DVR (D), DVR-FBR | DVR (D) | DVR |
| Eigensolver | Iterative (I), Lanczos | Iterative, Lanczos | Iterative, Lanczos |
| Applications | $\mathrm{H}_{2} \mathrm{O},{ }^{53,187} \mathrm{H}_{3}^{+},{ }^{186} \mathrm{CH}_{2}{ }^{58}$ | $\mathrm{CH}_{4}{ }^{64} \mathrm{H}_{2} \mathrm{CCO}^{72}$ | $\mathrm{NH}_{3}{ }^{71}$ |

it easier to exploit the symmetry of the system, ${ }^{237,238}$ or grant the possibility of using basis functions well adopted to the internal coordinates, leading to a compact expansion of the wave function. Well-defined internal coordinates and embeddings can also help by leading to singular terms, necessarily present in Hamiltonians expressed in internal coordinates, for which singular nuclear configurations are at a physically hardly reachable region of the PES. It is also worth mentioning that inspecting different Hamiltonians given in different coordinate embeddings and internal coordinates, one might even decide between various possible matrix representations, some leading to special matrix structures which can be exploited for the sake of efficiency.

Referring to even just the most important applications of tailor-made Hamiltonians is beyond the scope of this Perspective; thus, we only mention a few works which we consider to be representative examples of the method. To make use of the possible high efficiency of a well-chosen Hamiltonian and matrix representation, many studies were carried out to optimize the computational protocols, for example treating numerical issues arising from singularities ${ }^{162,186,239}$ or optimizing basis sets ${ }^{155,186,198}$ and numerical integral evaluation. ${ }^{161}$ The latest applications include various computations of eigenenergies and spectra of molecules up to dissociation, which requires PESs adequate near dissociation. Having such PESs available, high accuracy computations on the water isotopologues have been carried out, producing a nearly complete set of vibrational labels for $\mathrm{H}_{2}{ }^{16} \mathrm{O}^{187}$ and, with the help of a dipole moment surface, a huge amount of data on the line list of the water isotopologues. ${ }^{240,241}$ Highly accurate computations were also carried out on the $\mathrm{H}_{3}^{+}$molecular ion resulting in vibrational eigenenergies of $\mathrm{cm}^{-1}$ accuracy up to nearly all vibrational states below dissociation and line lists for the $\mathrm{H}_{3}^{+}$isotopologues. ${ }^{242,243}$

### 3.2 The Eckart-Watson Hamiltonian, DEWE

The Eckart-Watson Hamiltonian has numerous implementations, ${ }^{59,63,64,72,85,188,220,221,224-226}$ though seemingly only one of them ${ }^{63,64,72}$ has at present the capability to perform an "exact" computation of rovibrational eigenpairs corresponding to a given PES for molecules with more than four nuclei. In this section this implementation is reviewed. A special feature of this implementation is that symmetry labels of the corresponding largest Abelian molecular symmetry group with $\pm 1$ characters only are automatically distributed to the computed rotational-vibrational levels (see Section 3.5). ${ }^{72}$

The coordinates are defined by specifying a non-linear Eckart reference structure, c, which fixes through the Eckart conditions ${ }^{86}$ the Cartesian coordinates in the BF, $\mathbf{x}_{i}$,

$$
\begin{equation*}
\sum_{i=1}^{\mathscr{M}} m_{i} \mathbf{x}_{i}=\mathbf{0} \text { and } \sum_{i=1}^{\mathscr{M}} m_{i} \mathbf{c}_{i} \times \mathbf{x}_{i}=\mathbf{0} \tag{9}
\end{equation*}
$$

Furthermore, orthogonal, rectilinear internal coordinates are introduced ${ }^{87}$

$$
\begin{equation*}
Q_{k}=\sum_{i=1}^{\mathscr{M}} \sqrt{m_{i}} i_{i k}\left(\mathbf{x}_{i}-\mathbf{c}_{i}\right), \quad k=1,2, \ldots, 3 \mathscr{M}-6 \tag{10}
\end{equation*}
$$

with specifying the constants $\mathbf{l}_{i k} \in \mathbb{R}^{3}$ which satisfy the orthogonality and the Eckart conditions. As a special case,
c is the equilibrium structure and $Q_{k}$ s are the normal coordinates corresponding to a given PES.

The compact and popular form of the rovibrational Hamiltonian corresponding to this coordinate choice was first given by Watson ${ }^{87}$ for nonlinear molecules. For convenience, the corresponding vibrational, rotational, and rotationalvibrational coupling terms of the kinetic energy operator can be denoted separately by $\hat{T}^{\mathrm{v}}, \hat{T}^{\mathrm{r}}$, and $\hat{T}^{\mathrm{rv}}$, respectively. Then, the Eckart-Watson Hamiltonian is

$$
\begin{equation*}
\hat{H}^{\mathrm{rv}}=\hat{T}^{\mathrm{v}}+\hat{T}^{\mathrm{r}}+\hat{T}^{\mathrm{rv}}+\hat{V} \tag{11}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{T}^{\mathrm{V}}=\frac{1}{2} \sum_{k=1}^{3 \cdot M-6} \hat{P}_{k}^{2}+\frac{1}{2} \sum_{\alpha \beta} \hat{\pi}_{\alpha} \mu_{\alpha \beta} \hat{\pi}_{\beta}-\frac{\hbar^{2}}{8} \sum_{\alpha} \mu_{\alpha \alpha},  \tag{12}\\
\hat{T}^{\mathrm{r}}=\frac{1}{2} \sum_{\alpha} \mu_{\alpha \alpha} \hat{J}_{\alpha}^{2}+\frac{1}{2} \sum_{\alpha<\beta} \mu_{\alpha \beta}\left[\hat{J}_{\alpha}, \hat{J}_{\beta}\right]_{+}, \tag{13}
\end{gather*}
$$

and

$$
\begin{equation*}
\hat{T}^{\mathrm{rv}}=-\sum_{\alpha \beta} \mu_{\alpha \beta} \hat{\pi}_{\beta} \hat{J}_{\alpha} \tag{14}
\end{equation*}
$$

with $\hat{P}_{k}=-i \frac{\partial}{\partial Q_{k}}$ and the components of the rotational angular momentum $\hat{J}_{x}, \hat{J}_{y}$, and $\hat{J}_{z}$ in the BF. The Coriolis operator and the generalized inertia tensor have here the usual definition

$$
\begin{align*}
& \hat{\pi}_{\alpha}=\sum_{k l=1}^{3 \cdot M-6} \zeta_{k l}^{\alpha} Q_{k} \hat{P}_{l} \text { and } \zeta_{k l}^{\alpha}=\sum_{\beta \gamma} e_{\alpha \beta \gamma} \sum_{i=1}^{M} l_{\beta i k} l_{\gamma i l}  \tag{15}\\
& \mu_{\alpha \beta}=\left(\mathbf{I}^{\prime-1}\right)_{\alpha \beta} \text { and } I_{\alpha \beta}^{\prime}=I_{\alpha \beta}-\sum_{k l m=1}^{3 \cdot M-6} \zeta_{k m}^{\alpha} \zeta_{l m}^{\beta} Q_{k} Q_{l}, \tag{16}
\end{align*}
$$

where $e_{\alpha \beta \gamma}$ denotes the Levi-Civita symbol, $I_{\alpha \beta}$ is the instantaneous inertia tensor, and $\left[\hat{J}_{\alpha}, \hat{J}_{\beta}\right]_{+}$is the anticommutator of $\hat{J}_{\alpha}$ and $\hat{J}_{\beta}$. The volume element of the integration is

$$
\mathrm{d} V=\mathrm{d} \phi \sin \theta \mathrm{~d} \theta \mathrm{~d} \chi \mathrm{~d} Q_{1} \mathrm{~d} Q_{2} \ldots \mathrm{~d} Q_{3 / M-6}
$$

where $\phi, \theta$, and $\chi$ are Euler angles with $\phi, \chi \in[0,2 \pi), \theta \in[0, \pi]$, and $Q_{k} \in(-\infty, \infty)$. Whenever $\operatorname{det} \mathbf{I}^{\prime}$ equals zero the Hamiltonian is singular. ${ }^{244}$

In our own work, the protocol based on the Eckart-Watson Hamiltonian is termed DEWE, ${ }^{63,64,72}$ standing for discrete variable representation (D) of the Eckart-Watson Hamiltonian (EW) with an exact (E) inclusion of an arbitrary PES.

In DEWE, after specifying the reference structure, $\mathbf{c}$, and the coefficients, I, a matrix representation of the vibrational terms of the Hamiltonian are considered on a direct-product Hermite-DVR basis (grid). In order to represent the rovibrational Hamiltonian for a given $J$ value, the direct product of the vibrational basis and the Wang combination of symmetrictop eigenfunctions is formed. Analytic matrix elements are computed for $Q_{k}, \hat{P}_{k}, \hat{P}_{k}^{2}$, and the various angular momentum operators containing $\hat{J}_{\alpha}$ in the BF. At the same time, any coordinate-dependent operator terms which do not contain differential operator are expressed in terms of the actual internal coordinates, $Q_{k}$, and are approximated by a diagonal
matrix in the direct-product Hermite DVR. A Hamiltonian matrix thus constructed is real. The matrix element evaluation is facilitated by the insertion of the truncated resolution of identity in the vibrational basis between every $\mu_{\alpha \beta}$ and $\hat{\pi}_{\alpha}$ and $\hat{\pi}_{\beta}$ terms occurring in the Hamiltonian. As a result the matrix representation of the Hamiltonian can be written as a sum of products of simple operators. In the actual implementation the matrix representation of the Hamiltonian is not constructed explicitly, as the Lanczos eigensolver (see Section 2.2.6) requires only the multiplication of the Hamiltonian matrix with a trial vector. This allows a substantial reduction in storage requirements, which nevertheless scales linearly with the overall dimension of the direct product vibrational grid (storage of the diagonal $\mathbf{V}$ and $\boldsymbol{\mu}_{\alpha \beta}$ terms) and also linearly with $J$ due to the required storage of Lanczos vectors. The Hamiltonian matrixvector multiplication step is one of the most time-consuming parts of the program, with an almost linear scaling with the size of the direct product space and $J$, and is parallelized with OpenMP. If a large number of eigenvalues and eigenvectors are required for a five atomic molecule the overall storage requirement can exceed, say, 10 GB , and the Lanczos vectors are stored on hard disk. ${ }^{64,72}$ An optimized storage and input/ output operation sequence allowed the computation of a few hundred of (ro)vibrational eigenvalues and eigenvectors of fiveatomic molecules and six-atomic semi-rigid species deem to be tractable in the near future.

A rationalized vibrational subspace (VS) procedure ${ }^{72}$ (see Section 3.4) developed for the computation of rotationalvibrational energy levels and wave functions corresponding to large $J$ values is interfaced with the presented rovibrational DEWE program, thus extending the possibilities of handling semi-rigid molecules.

Approaches based on the Eckart-Watson Hamiltonian have well-defined limitations. The rectilinear nature of the coordinates $Q_{k}$ is not well suited for the treatment of some vibrations, e.g., highly excited bends. Furthermore, as the Eckart conditions are based on the existence of a single and well-defined energy minimum on the PES, it is difficult to apply this method for the description of molecules which exhibit multiple accessible minima.

### 3.3 General internal-coordinate Hamiltonians, GENIUSH

The third choice for a rovibrational Hamiltonian incorporates the advantages of the above two Hamiltonians. It is general for all molecular systems, employs curvilinear, arbitrarily chosen internal coordinates, allows the selection of the most suitable embedding, and ready for reduced-dimensional treatments. In contrast to the first method, the rotationalvibrational Hamiltonian is represented numerically; thus, the explicit, analytical construction of the kinetic energy operator is circumvented. In our own work, this approach is called GENIUSH, ${ }^{66,71}$ in reference to its main characteristics: general (GE) code with numerical (N), internal-coordinate (I), user-specified (US) Hamiltonians (H). This numerical approach to the use of kinetic energy operators has also been pursued by others, for example by Luckhaus and co-workers, ${ }^{61,70,245,246}$ Lauvergnat et al., ${ }^{62,247}$ Yurchenko et al., ${ }^{69}$ and Makarewicz. ${ }^{129}$

The coordinate choice (and dilemma, see Section 2.2.1) is left to the user as much as possible. A $Z$-matrix-type reader is implemented to help the coordinate definition but in principle any specification of the BF Cartesian coordinates, $\mathbf{x}_{i}$ corresponding to the chosen body-fixed frame, in terms of the chosen $q_{k}$ internal coordinates can be provided, e.g., Jacobi coordinates.

Our implementation favors the " $t$-vector" formalism, i.e., evaluation of $\frac{\partial \mathbf{x}_{i}}{\partial q_{k}}$ type quantities is required in terms of internal coordinates, $q_{k}$. Thus, for convenience, the symmetric matrix $\mathbf{g}$ in eqn (6) is rearranged to

$$
\begin{gather*}
g_{k l}=\sum_{i=1}^{\mathscr{M}} m_{i} \frac{\partial \mathbf{x}_{i}}{\partial q_{k}} \cdot \frac{\partial \mathbf{x}_{i}}{\partial q_{l}}  \tag{17}\\
g_{a+D, l}=\sum_{i=1}^{M} m_{i}\left(\mathbf{e}_{a} \times \mathbf{x}_{i}\right) \cdot \frac{\partial \mathbf{x}_{i}}{\partial q_{l}}  \tag{18}\\
g_{a+D, b+D}=\sum_{i=1}^{\mathscr{M}} m_{i}\left(\mathbf{e}_{a} \times \mathbf{x}_{i}\right) \cdot\left(\mathbf{e}_{b} \times \mathbf{x}_{i}\right), \tag{19}
\end{gather*}
$$

where $\mathbf{e}_{a}$ is the unit vector along the $a$ th axis BF frame and $\mathbf{x}_{i}$ denotes the Cartesian coordinates of the $i$ th nucleus in the BF frame. The elements of $\mathbf{G}$ and $\tilde{g}$ are expressed in terms of the internal coordinates and they are not functions of the orientational coordinates; thus, eqn (2) can be rearranged to

$$
\begin{equation*}
\hat{H}^{\mathrm{rv}}=\hat{T}^{\mathrm{v}}+\hat{T}^{\mathrm{r}}+\hat{T}^{\mathrm{rv}}+\hat{V} \tag{20}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{T}^{\mathrm{V}}=\frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \tilde{g}^{-1 / 4} \hat{p}_{k}^{\dagger} G_{k l} \tilde{g}^{1 / 2} \hat{p}_{l} \tilde{g}^{-1 / 4},  \tag{21}\\
\hat{T}^{\mathrm{r}}=\frac{1}{2} \sum_{a=1}^{3} G_{a+D, a+D} \hat{J}_{a}^{2}+\frac{1}{2} \sum_{a=1}^{3} \sum_{b>a}^{3} G_{a+D, b+D}\left[\hat{J}_{a}, \hat{J}_{b}\right]_{+}, \tag{22}
\end{gather*}
$$

and

$$
\begin{equation*}
\hat{T}^{\mathrm{rv}}=\frac{1}{2} \sum_{k=1}^{D} \sum_{a=1}^{3}\left(\tilde{g}^{-1 / 4} \hat{p}_{k}^{\dagger} G_{k, l+D} \tilde{g}^{1 / 4}+\tilde{g}^{1 / 4} G_{k, l+D} \hat{p}_{k} \tilde{g}^{-1 / 4}\right) \hat{J}_{a}, \tag{23}
\end{equation*}
$$

where $\hat{T}^{\mathrm{v}}$ is the vibrational and $\hat{T}^{\mathrm{r}}$ is the rotational kinetic energy and $\hat{T}^{\text {rv }}$ gives the coupling between vibration and rotation. In eqn (22) $\left[\hat{J}_{a}, \hat{J}_{b}\right]_{+}$, refers to the anticommutator of $\hat{J}_{a}$ and $\hat{J}_{b}$.

The "effective" vibrational Hamiltonian corresponding to rotational angular momentum $J=0$ is ("Podolsky form")

$$
\begin{equation*}
\hat{H}^{\mathrm{V}}=\hat{T}^{\mathrm{v}}+\hat{V}=\frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \tilde{g}^{-1 / 4} \hat{p}_{k}^{\dagger} G_{k l} \tilde{g}^{1 / 2} \hat{p}_{l} \tilde{g}^{-1 / 4}+\hat{V} . \tag{24}
\end{equation*}
$$

In applications the $\hat{T}^{\mathrm{v}}$ term is often further rearranged ("rearranged form"),

$$
\begin{equation*}
\hat{T}^{\mathrm{V}}=\frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \tilde{g}^{-1 / 4} \hat{p}_{k}^{\dagger} G_{k l} \tilde{g}^{1 / 2} \hat{p}_{l} \tilde{g}^{-1 / 4}=\frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \hat{p}_{k}^{\dagger} G_{k l} \hat{p}_{l}+U, \tag{25}
\end{equation*}
$$

with the extrapotential term

$$
\begin{equation*}
U=\frac{1}{32} \sum_{k=1}^{D} \sum_{l=1}^{D}\left[\frac{G_{k l}}{\tilde{g}^{2}} \frac{\partial \tilde{g}}{\partial q_{k}} \frac{\partial \tilde{g}}{\partial q_{l}}+4 \frac{\partial}{\partial q_{k}}\left(\frac{G_{k l}}{\tilde{g}} \frac{\partial \tilde{g}}{\partial q_{l}}\right)\right] . \tag{26}
\end{equation*}
$$

Of course, by making use of the special properties of a chosen set of internal coordinates and the BF this form can be further rearranged, maybe simplified in order to obtain one of the various tailor-made Hamiltonians. Instead of this route, the early forms of the Hamiltonian, eqn (20)-(26), are considered and implemented in a computer program. The requirement of numerical stability and reproducibility of the computed results, certainly better than $<0.01 \mathrm{~cm}^{-1}$, requires a careful validation and often leads to a painful debugging of a pilot implementation. In GENIUSH both the Podolsky and the rearranged forms of the vibration-only kinetic energy operator were implemented. The Podolsky form has been used in rovibrational computations.

A matrix representation of the vibrational terms of the Hamiltonian were considered using a direct product DVR grid, which can be constructed using Hermite, Legendre, and other DVRs. The differential operators were constructed analytically, while the coordinate-dependent (non-differential) operators were approximated as diagonal matrices in DVR. Between the differential and coordinate-dependent operators the truncated resolution of identity (RI) was inserted. As the truncated RI had satisfactory numerical properties in this representation, in practice we preferred the use of the "Podolsky" form of the Hamiltonian as its matrix representation can be built by calculating only the first derivatives of the BF Cartesian coordinates with respect to internal coordinates, eqn (17)-(19), which can be evaluated either analytically or numerically in 8 -byte real ("double precision" in Fortran) arithmetics. If the "rearranged form" of the kinetic energy operator is used, the extrapotential term, $U$, requires the evaluation of not only first, but also second and third derivatives, which assumes the knowledge of analytic derivatives or 16-byte real ("quadruple precision" in Fortran) arithmetics in order to provide a numerically stable and reliable implementation meeting the rigorous spectroscopic precision. These technical considerations explain our preference for the Podolsky-form.

Matrix representation of the rovibrational Hamiltonian, eqn (20), was constructed using the direct product of the vibrational terms in DVR and the rotational matrices constructed with the Wang functions. ${ }^{71}$ The resulting Hamiltonian matrix is real.

Instead of an explicit construction of the Hamiltonian matrix the consecutive multiplication of its terms with a trial vector (parallelized with OpenMP) is implemented and used in a Lanczos eigensolver (see Section 2.2.6). The overall storage requirements scale linearly with the size of the DVR grid and the $J$ rotational quantum number.

### 3.4 Rovibrational computations for high $J$ values, vibrational subspace (VS) method

In this section a highly efficient method, inspired by the rigid rotor decomposition (RRD) algorithm detailed in Section 4.3.2, is described which is suitable for the computation of
rovibrational energy levels for high values of the $J$ rotational quantum number and was first presented in ref. 72. This idea is related to a two-step procedure ${ }^{120}$ advocated by Sutcliffe and Tennyson.

To start, the rovibrational Hamiltonian is split into a vibrational and a rovibrational part. After solving the

$$
\begin{equation*}
\hat{H}^{\mathrm{v}} \phi_{i}=E_{i} \phi_{i} \tag{27}
\end{equation*}
$$

Schrödinger-equation of the vibrations-only $\hat{H}^{v}$ Hamiltonian, it is worth employing the orthonormal $\phi_{i}, i=1, \ldots, n$ vibrational wave functions as vibrational basis functions for the expansion of the $\Psi_{i}$ rovibrational wave function:

$$
\begin{equation*}
\Psi_{i}=\sum_{j=1}^{n} \sum_{k=1}^{2 J+1} c_{j k}^{i} \phi_{j} R_{k} \tag{28}
\end{equation*}
$$

where $R_{k} \mathrm{~s}$ are elements of an orthonormal rotational basis of dimension $2 J+1$. If the $R_{k}$ rotational basis functions are chosen to be the rigid rotor eigenfunctions of the molecule under examination, the absolute squares of the $c_{j k}^{i}$ coefficients are equivalent to the RRD coefficients defined in Section 4.3.2. It is straightforward to derive generally the matrix elements of $\hat{H}^{v}$ in this basis as the $\phi_{i}$ functions are eigenfunctions of $\hat{H}^{v}$ :

$$
\begin{equation*}
\mathbf{H}_{i j, k l}^{\vee}=\left\langle\phi_{i} R_{j}\right| \hat{H}^{v}\left|\phi_{k} R_{l}\right\rangle=E_{i} \cdot \delta_{i k} \cdot \delta_{j l}, \tag{29}
\end{equation*}
$$

while matrix elements of the $\hat{T}^{\mathrm{r}}$ and $\hat{T}^{\mathrm{rv}}$ operators of eqn (11) cannot be given universally as they depend on the particular choice of the rovibrational Hamiltonian.

This vibrational subspace (VS) method exhibits the following advantages: (a) the vibrational basis is very compact (it consists of typically the first few hundred vibrational band origins), which results in a Hamiltonian of modest size even for high $J$ values; (b) the RRD analysis, which facilitates the assignment of the variational rovibrational levels, becomes straightforward and its coefficients are easy to compute; (c) the vibrational basis functions are automatically symmetry adapted (as they are basis functions of the irreducible representations of the molecular symmetry group) which supports the easy exploitation of molecular symmetry during the computation; (d) once the necessary vibrational matrix elements for the construction of the representation of $\hat{T}^{\mathrm{r}}$ and $\hat{T}^{\mathrm{rv}}$ have been computed, they can be saved in a file of modest size for later use, which greatly reduces the cost of further computations; and (e) due to the modest size of the Hamiltonian one can use direct eigensolvers instead of the Lanczos algorithm, thus the density of the rovibrational energy levels does not affect the convergence rate of the eigenstates.

### 3.5 Symmetry in rovibrational computations

The starting point of symmetry considerations in nuclear motion theory is the concept of molecular symmetry (MS) groups. ${ }^{33}$ In this section two approaches are outlined briefly, which proved to be successful in our recent spectroscopic applications. A technical and detailed description can be found in ref. 72. For other uses of symmetry in nuclear motion computations see, e.g., ref. 121 and 248.

The first application of symmetry in nuclear motion computations employs the symmetry-adapted Lanczos (SAL) method. ${ }^{249-251}$ In our case, it was implemented within the

DEWE code. The current implementation is applicable to either vibrational or rovibrational variational computations but it is limited to the use of molecular symmetry groups having characters of $\pm 1$. The basic idea behind SAL is the projection of the Lanczos vectors onto the irreducible representations of the MS group during the Lanczos iteration process. This is done by an efficient matrix-vector multiplication procedure as the matrix representation of the necessary projectors is sparse and has a special structure. Although this method obviously does not reduce the size of the Hamiltonian matrix, it has two main advantages over the simple Lanczos procedure: (a) the rovibrational energy levels and wave functions are computed with symmetry labels of the corresponding MS group; and (b) the spectral density of the eigenvalues reduces, resulting in an improved convergence of the Lanczos procedure.

In a second application of symmetry, a method based on the VS procedure can be constructed, which applies to degenerate groups, as well. The first step is to examine the product-type $\phi_{j} R_{k}$ rovibrational basis functions in the expansion of the $\Psi_{i}$ rovibrational wave function (see eqn (28)). If the symmetry properties of the $\phi_{j}$ pure vibrational states and $R_{k}$ rigid rotor states are known, one can deduce the irreducible representations spanned by the $\phi_{j} R_{k}$ basis functions. The only remaining step is to assign $\Psi_{i}$ with the irreducible representation spanned by the $\phi_{j} R_{k} \mathrm{~s}$ which are present in the expansion of $\Psi_{i}$. A detailed derivation, for Abelian groups, can be found in ref. 72, where this method has been succesfully employed to the five-atomic ketene molecule $\left(\mathrm{C}_{2} \mathrm{H}_{2} \mathrm{O}, \mathrm{C}_{2 \mathrm{v}}(\mathrm{M})\right.$ symmetry group).

It would be preferable to employ symmetry to its full extent in a general nuclear motion protocol, i.e., forming blocks of the original Hamiltonian. However, the details how to do this in the general case, to the best of our knowledge, have not been worked out. It seems ${ }^{69}$ that exploitation of symmetry in a universal code employing DVR is not as straightforward as it is in an FBR.

## 4 Selected spectroscopic applications

At present the main field of application of the quantum theory of nuclear motion described in the previous sections is the computation and interpretation of high-resolution (rotationalvibrational) spectra. Other principal applications include the study of molecular dynamics and the quantum mechanical evaluation of reaction rates. While the latter two are challenging and especially important topics for chemistry which have received considerable attention, ${ }^{51,188,252}$ they are not even touched upon in this section.

### 4.1 Spectroscopic networks

Complete characterization of high-resolution spectra of a considerable number of molecules, starting from the microwave and extending to the ultraviolet, is a pre-requisite for modeling and understanding many processes and phenomena in physics, chemistry, and engineering. Modelers often need detailed line-by-line information which only the joint consideration of elaborate spectroscopic measurements or sophisticated quantum chemical computations can provide.

Recent advances in molecular spectroscopy led to a considerable increase in the extent of experimental high-resolution spectroscopic data, i.e., assigned rovibrational transitions, energy levels, intensities, and line profiles. Some of these data have been deposited, sometimes in a critically evaluated and annotated form, in databases; see, for example, ref. 103, 104, 107, $253-256$. Treatment of the rapidly increasing amount of information and the desire to turn information into knowledge requires sophisticated procedures for the generation, accumulation, validation, handling, visualization, and distribution of spectroscopic data. Some of these tasks can be helped by recognizing that for individual molecules spectra correspond to large-scale deterministic, undirected, (weighted) graphs (networks), made up of energy levels as vertices (nodes), allowed transitions between the levels as edges (links), and weights related to transition intensities. This way one defines spectroscopic networks (SNs). ${ }^{105,108}$ The robust organizing principle of SNs is provided by quantum mechanical selection rules; different transitions and transition intensities characterize different spectroscopic techniques. It is important to emphasize that even in the experimentally most thoroughly studied cases the observable transitions form just a tiny part of all the transitions allowed. ${ }^{103,104}$ The complete line list information about allowed transitions, corresponding to a very large SN , can only be determined via sophisticated variational rotational-vibrational computations.

The network-theoretical view of complex SNs detailed in ref. 108 offers certain advantages toward completing the characterization of high-resolution molecular spectra. The approximately scale-free property of the overall network structure ${ }^{108}$ leads to the concept of hubs and thus straightforwardly to the design of new spectroscopic experiments. These experiments, with a minimum amount of effort, help to determine a more accurate and more robust SN by preferentially measuring, with improved accuracy, transitions in which less accurately known hubs are involved. Detailed comparison of measured and first-principle hubs helps to determine the "weakest nodes" among the energy levels in an existing experimental SN which, in turn, leads to the identification of transitions which should preferentially be investigated in new experiments designed specifically for their determination. The graph-theoretical view, through maximum weight spanning trees, should also help to connect components in the measured SN with a minimum amount of effort. Driven by the need of scientific and engineering applications, complex spectroscopic networks, perhaps as part of active databases, ${ }^{103,104,109}$ are expected to become an intrinsic part of the description of the high-resolution spectra of molecules.
4.1.1 MARVEL: SNs from experiment. Experiments yield relatively small multiedge graphs, with a considerable number of parallel edges, while first-principles computations result in very large simple graphs. The existence of multiedge experimental SNs calls for a protocol which can invert the experimental transition information and yield experimental energy levels with well-defined uncertainties. Development of such inversion protocols has a long history in spectroscopy. ${ }^{257-263}$ It must also be mentioned that similar inversion techniques have helped tremendously other areas of physical chemistry, including thermochemistry ${ }^{110,111}$ and reaction kinetics. ${ }^{264,265}$

Our own inversion protocol is called MARVEL, ${ }^{109}$ standing for Measured Active Rotational-Vibrational Energy Levels. The principal steps of applying MARVEL to an arbitrary molecule are as follows. (1) Collection, preliminary validation, and compilation of those measured transitions into a database which possess assignments and uncertainties. (2) Based on the database built this way, determination of those energy levels of the given species which belong to a component of a particular spectroscopic network. (3) Within a given SN, setting up of a vector containing all the experimentally measured transitions selected, another one comprising the requested MARVEL energy levels, and an extremely sparse matrix which describes the relation between the transitions and the energy levels, containing for each measured line only two non-zero entries, +1 and -1 for the upper and lower energy levels, respectively. (4) Solution of the set of linear equations corresponding to the chosen pair of vectors and the inversion (design) matrix. During solution of the set of linear equations uncertainties in the measured transitions can be incorporated which results in uncertainties of the energy levels determined.

The MARVEL technique has been used to handle and validate measured transitions of the following isotopologues of the water molecule: $\mathrm{H}_{2}{ }^{17} \mathrm{O},{ }^{103,104} \mathrm{H}_{2}{ }^{18} \mathrm{O},{ }^{103,104} \mathrm{HD}^{16} \mathrm{O},{ }^{104}$ $\mathrm{HD}^{17} \mathrm{O},{ }^{104}$ and $\mathrm{HD}^{18} \mathrm{O} .{ }^{104} \mathrm{~A}$ summary of the characteristics of the MARVEL analyses for these five water isotopologues is presented in Table 2. It is clear that out of the millions of transitions which could technically be detected, only very few have been observed and assigned experimentally. The most extensive set of data is available for $\mathrm{HD}^{16} \mathrm{O}$ but even in this case only about 55000 transitions and 9000 energy levels have been scrutinized by experimentalists. Note that MARVEL analysis of the parent isotopologue, $\mathrm{H}_{2}{ }^{16} \mathrm{O}$, is in progress.

Fig. 1 demonstrates one of the principal virtues of a MARVEL-type analysis. It shows very vividly that even if only a very limited number of MARVEL energy levels can be deduced from the published experimental data, the transitions predicted by these MARVEL energy levels provide a much more substantial coverage of the spectrum. MARVEL has also been used to determine calibration standards based on the spectra of several water isotopologues. ${ }^{266}$ The measured spectra of the parent isotopologue of ketene have also been subjected to a MARVEL analysis. ${ }^{72}$

The number of molecules subjected to MARVEL-type analyses is expected to grow substantially in the near future. These efforts have special relevance as even the most sophisticated quantum chemical techniques are not able to approach the accuracy of experiments for polyatomic and polyelectronic systems. The same can be said, though to a much lesser extent,

Table 2 Summary of the characteristics of the MARVEL analysis of five water isotopologues ${ }^{103,104}$

| Characteristics | $\mathrm{H}_{2}{ }^{17} \mathrm{O}$ | $\mathrm{H}_{2}{ }^{18} \mathrm{O}$ | $\mathrm{HD}^{16} \mathrm{O}$ | $\mathrm{HD}^{17} \mathrm{O}$ | $\mathrm{HD}^{18} \mathrm{O}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| No. of expt. sources ${ }^{a}$ | 35 | 51 | 50 | 3 | 11 |
| No. of expt. transitions | 9036 | 31748 | 54740 | 485 | 8728 |
| No. of validated transitions | 9028 | 31705 | 53291 | 445 | 7186 |
| No. of expt. energy levels | 2723 | 5131 | 8819 | 162 | 1864 |

${ }^{a}$ No. of published articles with independent experimental line information.


Fig. 1 Demonstration of the utility of accurate MARVEL energy levels of $\mathrm{HD}^{18} \mathrm{O}$ determined from the limited amount of experimentally observed and assigned transitions (first panel, "Measured") for predicting new transitions without any new measurements (second panel, "Measured + MARVEL"). All line intensities correspond to first-principles ("Variational") computed intensities. The firstprinciples variational results, yielding the complete spectrum, proved essential in other parts of the MARVEL analysis, as well.
about effective Hamiltonian approaches. Clearly, the most viable approach is to combine incomplete but highly accurate experimental information with complete but inaccurate firstprinciples results.

### 4.2 Determination of levels and lines

All the variational procedures discussed above are able to yield rovibrational energy levels of molecules. Table 3 contains selected rovibrational energy levels for the ground and $\nu_{9}$ vibrational states of the parent isotopologue of the ketene molecule. Results obtained with the line inversion MARVEL process, by the first-principles DEWE-VS procedure, and by an effective Hamiltonian approach whose results can be found in ref. 268 are compared up to $J=30$. Obtaining such extended coverage of rovibrational energy levels and thus lines can be done straightforwardly for a 5 -atomic semirigid molecule, and possibly for systems up to 7 atoms.

Similarly extensive computations can be performed for molecules with more than one essential minima using the GENIUSH protocol and code. Such results are reported in ref. 71. A further advantage of GENIUSH, namely the ease with which reduced-dimensional nuclear motion computations can be performed for any molecule, including $\mathrm{NH}_{3}$, are demonstrated by the $1 \mathrm{D}, 2 \mathrm{D}, 3 \mathrm{D}$, and 6 D results obtained in the same study and summarized in Table 4. The 1D model concentrates on the umbrella motion of ammonia, while all other coordinates are constrained. The 2D and 3D models add to the umbrella motion the symmetric stretching motion and the other two bending-type coordinates, respectively. In the

Table 3 Selected $J_{0, J}$ rovibrational energy levels (in units of $\mathrm{cm}^{-1}$ ) of the parent ketene molecule, $\mathrm{H}_{2} \mathrm{C}=\mathrm{C}=\mathrm{O}$, determined by the MARVEL line inversion process (with uncertainties given in parentheses in units of $10^{-6} \mathrm{~cm}^{-1}$ ), by the DEWE-VS first-principles nuclear motion procedure, and by an effective Hamiltonian approach as reported in the CDMS ${ }^{72}$ database ${ }^{a}$

| $J$ | $K_{\mathrm{a}}$ | $K_{\text {c }}$ | GS |  |  | $\nu_{9}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | MARVEL | DEWE-VS | CDMS | MARVEL | DEWE-VS |
| 1 | 0 | 1 | 0.674106(0) | 0.674 | 0.674107 | 440.061194(231) | 440.062 |
| 2 | 0 | 2 | 2.022302(0) | 2.022 | 2.022304 | 441.410911(216) | 441.415 |
| 3 | 0 | 3 | $4.044557(0)$ | 4.045 | 4.044562 | $443.438915(215)$ | 443.444 |
| 4 | 0 | 4 | $6.740826(1)$ | 6.741 | 6.740831 | 446.143029(137) | 446.150 |
| 5 | 0 | 5 | 10.111046(1) | 10.111 | 10.111050 | 449.522754(132) | 449.531 |
| 10 | 0 | 10 | 37.067862(220) | 37.069 | 37.068083 | 476.554409(364) | 476.579 |
| 20 | 0 | 20 | $141.447550(576)$ | 141.453 | 141.447591 | 581.196584(353) | 581.290 |
| 30 | 0 | 30 | 312.900609(1398) | 312.917 | 312.899634 | 752.995071(496) | 753.227 |

${ }^{a}$ Variational results corresponding to a quartic force field expansion of the PES, see ref. 267 and 72 . GS refers to the vibrational ground state. The DEWE-VS rovibrational energies reported for $\nu_{9}$ were adjusted so that the DEWE-VS vibrational band origin matches the MARVEL value exactly.

Table 4 Full and reduced-dimensional zero-point vibrational energies and vibrational band origins of ${ }^{14} \mathrm{NH}_{3}$ relative to the vibrational ground state energy, all in $\mathrm{cm}^{-1}$, determined using the GENIUSH code and the "refined" PES of ref. 269

|  | 1 D | 2 D |  | 3 D |  |
| :--- | ---: | :---: | ---: | ---: | ---: |
| 6D | Expt. $^{a}$ |  |  |  |  |
| $0^{+}\left(\mathrm{A}_{1}^{\prime}, \mathrm{GS}\right)$ | 521.43 | 2256.74 | 2158.70 | 7436.82 | - |
| $0^{-}\left(\mathrm{A}_{2}^{\prime \prime}\right)$ | 1.13 | 1.28 | 1.70 | 0.79 | 0.79 |
| $\nu_{2}^{+}\left(\mathrm{A}_{1}^{\prime}\right)$ | 930.57 | 900.48 | 904.48 | 932.41 | 932.43 |
| $\nu_{2}^{-}\left(\mathrm{A}_{2}^{\prime \prime}\right)$ | 979.80 | 952.80 | 970.68 | 968.15 | 968.12 |
| $2 \nu_{2}^{+}\left(\mathrm{A}_{1}^{\prime}\right)$ | 1586.97 | 1537.6 | 1550.06 | 1597.26 | 1597.47 |
| $\nu_{4}^{+}\left(\mathrm{E}^{\prime}\right)$ | - | - | 1659.43 | 1625.62 | 1626.28 |
| $\nu_{4}^{-}\left(\mathrm{E}^{\prime \prime}\right)$ | - | - | 1662.12 | 1626.73 | 1627.37 |
| $2 \nu_{2}^{-}\left(\mathrm{A}_{2}^{\prime \prime}\right)$ | 1918.86 | 1868.39 | 1917.98 | 1882.18 | 1882.18 |

${ }^{a}$ The molecular symmetry group $D_{3 \mathrm{~h}}(\mathrm{M})$ is used to label the rotationalvibrational states. The $D_{3 \mathrm{~h}}(\mathrm{M})$ symmetry labels are given in parentheses. $\mathrm{GS}=$ ground state. The 1D and 2D models do not exhibit the $\nu_{4}^{+}$and $\nu_{4}^{-}$vibrations as the two bending vibrational coordinates are fixed in these cases. Experimental results are taken from ref. 270 and have considerably higher accuracy than indicated here.
case of the 6D model all vibrational degrees of freedom are active. Clearly, the simplest 1D model is successful in reproducing the splitting of the first few pairs of vibrational band origins (VBOs), and those of the rotational levels they hold (not shown but given in ref. 71), and it is rather hard to substantially improve upon it.

Selected further applications of our codes to polyatomic molecular systems are discussed in the next subsections.
4.2.1 Complete bound-state spectra. One of the most important applications of variational nuclear-motion computations is the determination of all the states determining the complete rovibrational spectrum of a molecule. The goal of computing all bound vibrational states of triatomic molecules has been achieved for $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ and $\mathrm{H}_{3}^{+}$. The number of VBOs is 1150 and 1287 (counting the E symmetry states twice) for $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ and $\mathrm{H}_{3}^{+}$, respectively. Of course, depending on the PES these numbers can change by one or two, very close to the dissociation limit new states may arise or old ones disappear.

Due to the density of the rovibrational states and their complex character, the computation of energy levels close to the dissociation limit is problematic and requires the development
of specialized procedures and the use of large basis sets. These technical difficulties can be overcome up to rather large $J$ values and thus extremely large line lists of molecules can be generated, as pioneered by Tennyson and co-workers. ${ }^{241-243}$ The experimentally needed part of these line lists depends also on the temperature at which one is interested in the absorption or emission spectrum. These line lists store not only the computed (or to some extent experimental) energy levels and their assignments and transitions with pointers to the energy levels, but also the Einstein- $A$ coefficients of the transitions so that the temperature-dependent intensities can be computed. It is expected that more or less complete line lists will appear in the near future not only for triatomic but also for important four- and five-atomic systems, such as $\mathrm{NH}_{3}$ and $\mathrm{CH}_{4}$.

The ability to compute highly excited rovibrational states means that a peculiar feature of rovibrational spectra, the clustering of highly-excited rovibrational states of molecules can be studied. Fig. 2 shows interesting clustering effects for the ground vibrational state of the parent isotopologue of methane, where data are shown up to $J=50$. The computations employed the PES of ref. 271 and the DEWE-VS code.


Fig. 2 Rotational clustering effects for the (00)(01) $F_{2}$ vibrational state of the parent isotopologue of methane molecule. $E_{J}-E_{J}^{\max }$ differences, in $\mathrm{cm}^{-1}$, plotted against the $J$ rotational quantum number, where $E_{J}$ and $E_{J}^{\max }$ denote an arbitrary and the maximum energy level for a given value of $J$, respectively. The computations are based on the PES of ref. 271 and obtained with the DEWE-VS code.

Similar clustering effects have been observed for higher vibrational states, as well.
4.2.2 Resonance states. Resonance states, also known as quasi-bound states, of a system are metastable states which have sufficient energy to break up the system into its subsystems. Though seldomly considered, they play an important role in atomic and molecular physics, ${ }^{81,272-274}$ for example, in unimolecular reactions, in photodissociation and photoassociation studies, and in scattering phenomena.

Resonance wave functions can be associated with outgoing eigenfunctions of the Hamiltonian, diverging exponentially at infinity. ${ }^{114}$ Due to the outgoing boundary condition, the eigenvalues corresponding to resonance states are complex, which are usually written as $E_{n}^{(\mathrm{res})}=\varepsilon_{n}-\frac{i}{2} \Gamma_{n}$, where $\varepsilon_{n}$ is the resonance position and $\Gamma_{n}$ is the width (inverse lifetime) of the resonance state. Due to their diverging asymptotic behaviour resonance wave functions are not square integrable; thus, one would think at first that the $L^{2}$ methods discussed in this paper are not suitable for describing them. There are, however, several methods available which do make possible to compute resonance eigenstates using $L^{2}$ methods, usually based on employing modified non-Hermitian Hamiltonians whose eigenvalues with corresponding $L^{2}$ eigenfunctions can be used for evaluating or approximating resonance positions and widths. The two most popular methods are the complex coordinate method ${ }^{114,275}$ and the complex absorbing potential (CAP) method, ${ }^{276-278}$ from which the latter seems to be favored for calculating (ro)vibrational resonances of polyatomic molecules. ${ }^{207,279-282}$

In the CAP method, the Hermitian Hamiltonian is perturbed with a complex absorbing potential which damps the outgoing wave functions at the asymptotic region of the PES, making them square integrable and suitable for an $L^{2}$ basis expansion. Along with other alternatives, ${ }^{277,279,281}$ resonance eigenvalues in the CAP method can be evaluated ${ }^{277,279,282,283}$ by finding cusps in eigenvalue trajectories obtained by diagonalizing the complex symmetric Hamiltonian matrix with different CAP parameters. In recent works ${ }^{279-282}$ it can be seen how being able to use $L^{2}$ methods for computing resonance eigenvalues can be exploited through efficiency and numerical techniques of the well developed $L^{2}$ methods.

While experimentally observed, near-threshold resonance structures of molecules have mostly defied detailed firstprinciples analysis, ${ }^{284,285}$ it is clear that there are at least two well-defined mechanisms that lead to the formation of longlived resonances. Rotational excitation of below-threshold vibrational states leads to a centrifugal barrier behind which high-energy rovibrational states can be trapped temporarily, giving rise to so-called shape resonances. The width of shape resonances is determined by the centrifugal barrier. Shape resonances can extend to hundreds of wavenumbers above the dissociation threshold and they result in narrow features in the spectrum due to their tunneling character. These resonances are responsible, for example, for part of the famous Carrington bands, the multitude of still unassigned lines observed in the near-dissociation spectrum of $\mathrm{H}_{3}^{+} .{ }^{284}$ Vibrational excitation into high-energy states which do not lead toward dissociation gives Feshbach (sometimes called Fano-Feshbach)
resonances. Both types of resonances have been identified in the near-threshold spectrum of the water vapor. ${ }^{286,287} \mathrm{~A}$ combination of these two mechanisms has also been observed. ${ }^{280}$ It is expected that as the method developments continue resonance state computations will become widespread for 3-5-atomic systems, extending considerably our knowledge ${ }^{81,207,248,287-290}$ about them.

### 4.3 Assignment of rovibrational states

Assigning the large number of computed (and measured) rovibrational states of molecules below their first dissociation limits is an extremely demanding task, as shown, for example, for water in ref. 187. Without valid assignments, however, there is no hope of extending the information systems characterizing the spectroscopy of molecules beyond what is available at present. ${ }^{103,104}$ The overall labeling of the rovibrational states, including proper molecular symmetry and the assignment of approximate quantum labels to the eigenstates are important aspects of nuclear motion computations.
4.3.1 Normal-mode decomposition (NMD) tables. Let us consider the $n_{J}$ th rovibrational wave function $\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi)$ as a linear combination of rotational-vibrational basis functions:

$$
\begin{equation*}
\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi)=\sum_{i=1}^{\mathcal{N}} \sum_{L=1}^{2 J+1} c_{n_{J}, i L}^{J} \Phi_{i}(\mathbf{Q}) R_{L}^{J}(\phi, \theta, \chi) \tag{30}
\end{equation*}
$$

where $(\phi, \theta, \chi)$ is the usual set of Euler angles, $\mathbf{Q}=\left(Q_{1}, Q_{2}, \ldots\right.$, $Q_{3, \mathcal{M}-6}$ ) denotes the normal coordinates of an $\mathscr{M}$-atomic molecule, $J$ is the rotational quantum number, and $R_{L}^{J}(\phi, \theta, \chi)$ denotes the Wang-transformed symmetric-top rotational basis functions ${ }^{218}$ indexed by $L$. The vibrational basis functions $\Phi_{i}(\mathbf{Q})$ are assumed to be products of one-dimensional functions in each vibrational degree of freedom, and $\mathscr{N}=$ $N_{1} N_{2} \ldots N_{3 \cdot M-6}$ is the total size of the multidimensional vibrational basis.

In the case of a DEWE-like protocol, $\psi_{m}(\mathbf{Q})$ pure vibrational states $(J=0)$ are described as a linear combination of product functions of harmonic oscillators:

$$
\begin{equation*}
\psi_{m}(\mathbf{Q})=\sum_{i=1}^{\mathcal{N}} C_{m, i} \Phi_{i}^{\mathrm{HO}}(\mathbf{Q}) \tag{31}
\end{equation*}
$$

Due to the normalization of the wave function and the orthonormality of the basis functions, $\sum_{i=1}^{\mathscr{V}}\left|C_{m, i}\right|^{2}=1$, and one can write

$$
\begin{equation*}
C_{m, i}=\left\langle\Phi_{i}^{\mathrm{HO}} \mid \psi_{m}\right\rangle_{\mathbf{Q}} \tag{32}
\end{equation*}
$$

The $\left|C_{m, i}\right|^{2}$ coefficients are referred to as the elements of the normal-mode decomposition (NMD) table as they describe the variational wave function in terms of the harmonic oscillator basis functions. The labeling of "exact" vibrational wave functions, $\psi_{m}(\mathbf{Q})$, with harmonic oscillator quantum numbers can be accomplished by picking out the dominant contributors in eqn (31), which can be read directly from an NMD table. An NMD coefficient smaller than 0.5 does not mean that no good approximate quantum numbers can be found-it simply means that the HO approximation may not provide a good separation.

Obviously, it would be advantageous to be able to produce NMDs from arbitrary wave functions represented with arbitrary basis functions and coordinates. However, if the variational wave functions are computed by programs built upon the use of internal coordinates, the computation of NMDs is hindered considerably as the internal coordinate and the harmonic oscillator wave functions whose overlap must be computed are based on different ranges and volume elements.

The NMD analysis has been applied to $\mathrm{H}_{2}{ }^{16} \mathrm{O}$, whereby the nuclear motion computations employed the PES of ref. 291 and 53 , to NCCO, ${ }^{292}$ trans- HCOH and trans-HCOD, and ketene. Here we present results only for the parent isotopologue of the 5-atomic ketene molecule, $\mathrm{H}_{2}{ }^{12} \mathrm{C}^{12} \mathrm{C}^{16} \mathrm{O}$.

The vibrational states of ketene up to $1050 \mathrm{~cm}^{-1}$ exhibit little mixing and have dominant NMD coefficients $\geq 91 \%$. However, most of the states in the $1050-1550 \mathrm{~cm}^{-1}$ window have much smaller leading NMD coefficients due to anharmonic resonances. The vibrational wave functions ( $\psi_{8}, \psi_{9}, \psi_{10}$, $\left.\psi_{11}\right)$ lying at $(1071,1113,1169,1211) \mathrm{cm}^{-1}$ involve a complicated $\left(2 \omega_{6}, \omega_{5}+\omega_{6}, \omega_{4}, 2 \omega_{5}\right)$ Fermi resonance tetrad that clouds the assignment of the $\mathrm{C}=\mathrm{C}$ stretching fundamental $\left(\nu_{4}\right)$. A striking manifestation is that the $\omega_{5}+\omega_{6}$ basis state contributes between $12 \%$ and $45 \%$ to all variational wave functions in the set $\left(\psi_{8}-\psi_{11}\right)$. The NMD results differ substantially from the more approximate, non-variational coefficients extracted in ref. 293, attesting to the intricacies of the determination of the extent of vibrational mixing. Nevertheless, both studies concur in the assignment of the experimental band ${ }^{294}$ at $1116.0 \mathrm{~cm}^{-1}$ to the $\nu_{4}$ fundamental. The $\nu_{3}\left(\mathrm{CH}_{2}\right.$ scissoring) fundamental is also strongly mixed, in this case due to a resonance between $\left(\omega_{4}, \omega_{8}+\omega_{9}\right)$ basis states, which contribute $(43 \%, 50 \%)$ and $(50 \%, 45 \%)$ to $\left(\psi_{13}, \psi_{15}\right)$, respectively. In brief, the ketene molecule provides multiple examples in which the assignment of even the vibrational fundamentals is blurred. Such complications are expected to arise for other molecules, as well.
4.3.2 Rigid-rotor decomposition (RRD) tables. For the eigenstates of the field-free rovibrational Hamiltonian the $J$ rotational quantum number is exact, while the widely used $K_{\mathrm{a}}$ and $K_{\mathrm{c}}$ labels are approximate and correspond to $|K|$ for the prolate and oblate symmetric-top limits of the asymmetrictop rigid rotor, ${ }^{218}$ respectively. Recently we proposed ${ }^{295}$ a two-step algorithm to match the computed rovibrational states with pure vibrational states and generate the $K_{\mathrm{a}}$ and $K_{\mathrm{c}}$ labels.

By rearranging eqn (30), one obtains

$$
\begin{align*}
\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi) & =\sum_{L=1}^{2 J+1} R_{L}^{J}(\phi, \theta, \chi)\left(\sum_{i=1}^{\mathcal{N}} c_{n_{J}, i L}^{J} \Phi_{i}(\mathbf{Q})\right)  \tag{33}\\
& =\sum_{L=1}^{2 J+1} R_{L}^{J}(\phi, \theta, \chi) \psi_{n_{J} L}^{J}(\mathbf{Q}) .
\end{align*}
$$

From now on, $\psi_{n_{J} L}^{J}(\mathbf{Q})$ will be referred to as the $L$ th vibrational part of $\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi)$. Let us introduce the overlap of the $L$ th vibrational part of $\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi)$ and the
vibration-only $\psi_{m}(\mathbf{Q})=\sum_{j=1}^{\mathcal{V}} c_{m, j} \Phi_{j}(\mathbf{Q})$ as $\mathscr{S}_{n_{j} L, m}^{J}$, and sum the absolute squares of the $\mathscr{S}_{n_{J} L, m}^{J}$ quantities with respect to $L$ :

$$
\begin{equation*}
P_{n_{J}, m}^{J}=\sum_{L=1}^{2 J+1}\left|\mathscr{S}_{n_{J} L, m}^{J}\right|^{2}=\sum_{L=1}^{2 J+1}\left|\sum_{i=1}^{\mathcal{N}} c_{n_{J}, i L}^{J} c_{m, i}\right|^{2} . \tag{34}
\end{equation*}
$$

After converging $M J=0$ and $N_{J} J \neq 0$ eigenstates by variational procedures, $N_{J} M$ square-overlap sums are computed over all of the $J=0$ and $J \neq 0$ pairs. The quantities $P_{n_{J}, m}^{J}\left(n_{J}=1,2, \ldots, N_{J}\right.$ and $\left.m=1,2, \ldots, M\right)$ can be regarded as elements of a rectangular matrix with $N_{J}$ rows and $M$ columns. For a given $J$, those $(2 J+1) \Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi)$ rovibrational states belong to a selected $\psi_{m}(\mathbf{Q})$ pure vibrational state which give the $2 J+1$ largest $P_{n_{J}, m}^{J}$ values. This means of identification is valuable because the rovibrational levels belonging to a given vibrational state appear neither consecutively nor in a predictable manner in the overall eigenspectrum.

The quantities $P_{n_{J}, m}^{J}$ depend on the embedding of the bodyfixed frame and on the rotational constants chosen for the rigid-rotor basis functions. The use of the Eckart-Watson Hamiltonian involves the Eckart frame, ${ }^{86}$ which is expected to be a trenchant choice for the overlap calculations due to a minimalized rovibrational coupling. This rotational labeling scheme can be employed in other variational rovibrational approaches employing arbitrary internal coordinates and embeddings.

After assigning $2 J+1$ rovibrational levels to a pure vibrational state, the next step is to generate the $K_{\mathrm{a}}$ and $K_{\mathrm{c}}$ or the $\tau=K_{\mathrm{a}}-K_{\mathrm{c}}$ labels. To achieve this, one should set up what we call rigid-rotor decomposition (RRD) tables, by evaluating the overlap integral

$$
\begin{equation*}
S_{n_{J}, m, m_{J}}^{J}=\left\langle\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi) \mid \psi_{m}(\mathbf{Q}) \cdot \varphi_{m_{J}}^{J}(\phi, \theta, \chi)\right\rangle_{\mathbf{Q}, \phi, \theta, \chi} . \tag{35}
\end{equation*}
$$

We define the RRD coefficients as the absolute square of the overlaps, $\left|S_{n_{J}, m, m_{J}}^{J}\right|^{2}$, and arrange them in a rectangular table whose rows are the exact states under consideration, $\Psi_{n_{J}}^{J}(\mathbf{Q}, \phi, \theta, \chi)$, and whose columns are the "basis" states, $\psi_{m}(\mathbf{Q}) \varphi_{m_{J}}^{J}(\phi, \theta, \chi)$, products of vibrational and rigid-rotor basis functions. The state with the largest RRD coefficient provides the label of the level.

In the NMD + RRD scheme the complete rovibrational label includes the irreducible representation (irrep) $\Gamma$ of the molecular symmetry (MS) group, the total rotational angular momentum quantum number ( $J$ ), $K_{\mathrm{a}}$ and $K_{\mathrm{c}}$ values corresponding to the asymmetric rigid rotor, and perhaps the normal-mode vibrational quantum numbers ( $v_{1}, v_{2}, \ldots$, $v_{3, \mathcal{M}-6}$ ). It is worth emphasizing that the first two labels, $\Gamma$ and $J$, are exact, as they are valid for the exact nonintegrable Hamiltonian, while the last labels, $K_{\mathrm{a}}, K_{\mathrm{c}}$, and ( $v_{1}, v_{2}, \ldots$, $v_{3, \mathcal{M}-6}$ ), are inexact designations arising from an approximate (RRHO) rovibrational Hamiltonian.

For lower-lying states, the $P_{n_{J}, m}^{J}$ diagnostics [eqn (34)] are frequently very close to their ideal, unmixed values of 1.00 and are almost always greater than 0.90 , thus providing unambiguous quantum labels. Nevertheless, prominent exceptions sometimes occur due to resonances, which our
protocol identifies very successfully. For example, there is strong mixing between $J_{K_{a} K_{c}}$ states belonging to different combination levels of $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ : the rovibrational eigenstate at $10177.6 \mathrm{~cm}^{-1}$ is $79 \%\left[3_{30}\left(\nu_{1}+\nu_{2}\right)\right]+20 \%\left[3_{22}\left(\nu_{2}+\nu_{3}\right)\right]$, while that for $10182.8 \mathrm{~cm}^{-1}$ is $20 \%\left[3_{30}\left(\nu_{1}+\nu_{2}\right)\right]+$ $80 \%\left[3_{22}\left(\nu_{2}+\nu_{3}\right)\right]$. This pronounced resonance causes a switching in relative energy of the $3_{30}$ and $3_{31}$ levels of $\nu_{1}+\nu_{2}$ relative to the expected rigid-rotor energy ordering [ $E\left(3_{31}\right)<$ $\left.E\left(3_{30}\right)\right]$, although the difference is less than $0.5 \mathrm{~cm}^{-1}$. The ketene molecule is very nearly a symmetric top, with $\left(A_{0}, B_{0}, C_{0}\right)$ close to $(9.410,0.343,0.331) \mathrm{cm}^{-1}$, in order. ${ }^{293}$ Accordingly, a near double-degeneracy for all values of $K_{\mathrm{a}} \geq$ 1 is seen in the rovibrational levels of ketene.

As a test to see the range of applicability of the RRD labeling protocol, a massive amount of RRD coefficients were determined for the $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ molecule. $30(2 J+1)$ number of rovibrational states were included in the labeling for each $J$ rotational quantum number ranging from 1 to 20 . For the RRD the vibrational labels were taken from ref. 187 by matching energies, while the $J_{K_{a} K_{c}}$ rotational labels were generated during the RRD analysis. Variational rovibrational computations were performed with the $\mathrm{D}^{2} \mathrm{FOPI}^{186}$ protocol using the PES of ref. 296. In terms of rovibrational states being the linear combination of the direct product functions obtained from vibrational and rigid-rotor eigenfunctions, rovibrational states become more "mixed" with increasing energy and $J$ rotational quantum number. This naturally leads to less dominant overlaps (see eqn (35)). Fig. 3 shows the percentage of clearly assignable states as a function of the $J$ rotational quantum number and the rovibrational energy. RRD labels were considered "well defined" if for the given rovibrational state the square of the largest $S_{n_{J}, m, m_{J}}^{J}$ coefficient (defined in eqn (35)) exceeded 0.5 . As expected, less and less RRD labels are "well defined" with increasing energy and $J$ quantum number. Nonetheless, for a wide range of both of these parameters a large amount of "well defined" labels can be assigned via the RRD protocol. Out of the total of 13200


Fig. 3 Percentage of clearly identifiable rotational-vibrational states of $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ based on RRD matrix elements larger than 0.5 , given as a function of energy (ground state is at $0.0 \mathrm{~cm}^{-1}$ ) and rotational quantum number $J$.
states included in Fig. 3, 5365 could be given a "well defined" status. It is noted that the choice of 0.5 as a lower limit for the square of the largest $S_{n_{J}, m, m_{J}}^{J}$ coefficients for considering an RRD label "well defined" is a rather strict one. With a lower threshold, one could extend the range of applicability of the RRD scheme considerably.

### 4.4 Temperature-dependent effective molecular structures

One of the problems of structural research is that it is impossible to measure the well-defined equilibrium molecular structures experimentally, ${ }^{26,297,298}$ usually only (ro)vibrationally averaged temperature-dependent parameters can be determined. One can define either "distance" or "position" averages. These averages can be converted into each other using different assumptions. The simplest one, applicable to distances, is the use of diatomic paradigms (like the Morse oscillator). ${ }^{154}$ For semirigid molecules perturbation theory yields approximate but rather accurate formulas for distance averages and distance conversions. The third, and by far the most elaborate and most accurate treatment involves variational computation of the nuclear wave functions and uses these wave functions to perform the rovibrational averaging. Only this approach is discussed here briefly.

A distance average of central importance is $r_{\mathrm{g}, T}$, where " g " means "center of gravity of the probability distribution of the interatomic distance" and $T$ stands for the temperature. The working definition to compute $r_{\mathrm{g}, \mathrm{T}}$ is

$$
\begin{align*}
r_{\mathrm{g}, T} & =\sum_{\nu, J_{\tau}} W_{\nu, J_{\tau}}(T)\langle r\rangle_{\nu, J_{\tau}}  \tag{36}\\
\langle r\rangle_{\nu, J_{\tau}} & =\left\langle\Psi_{\nu, J_{\tau}}\right| r\left|\Psi_{\nu, J_{\tau}}\right\rangle, \tag{37}
\end{align*}
$$

where $\langle r\rangle_{\nu, J_{\tau}}$ is the expectation value of the distance corresponding to rovibrational states labeled by vibrational quantum numbers $v$ and rotational quantum numbers $J_{\tau}$, the effect of temperature is taken into account by simple Boltzmann averaging, and $W$ also contains degeneracy and nuclear spin factors. Computation of the multi-dimensional $\langle r\rangle$ integral is especially simple in the DVR representation. During rovibrational averaging one can take advantage of the fact that the internal coordinates do not depend on the Euler

Table 5 Effective structural parameters of two symmetric isotopologues of the water molecule, taken from ref. 299

| Distance type $^{a}$ | $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ | $\mathrm{D}_{2}{ }^{16} \mathrm{O}$ |
| :--- | :--- | :--- |
| $r_{\mathrm{e}}^{\text {ad }}$ | 0.95785 | 0.95783 |
| $r_{\mathrm{g}}(0 \mathrm{~K})$ | 0.97565 | 0.97077 |
| $r_{\mathrm{g}}(300 \mathrm{~K})$ | 0.97625 | 0.97136 |
| $r_{\mathrm{g}}($ GED, $302 \mathrm{~K})$ | $0.9763(30)$ | $0.9700(30)$ |
| $r_{\mathrm{a}}(0 \mathrm{~K})$ | 0.97079 | 0.96724 |
| $r_{\mathrm{a}}(300 \mathrm{~K})$ | 0.97138 | 0.96783 |
| $r_{\mathrm{a}}($ GED, $302 \mathrm{~K})$ | $0.9716(30)$ | $0.9664(30)$ |

${ }^{a}$ All results are given in $\AA$. All computed results correspond to the adiabatic, so-called CVRQD PES of ref. 53 and 291. The isotopedependent, adiabatic equilibrium structures, $r_{\mathrm{e}}^{\text {ad }}$, of water are reported in ref. 24 and they are only very slightly different from the isotopeindependent, Born-Oppenheimer equilibrium structure, $r_{\mathrm{e}}^{\mathrm{BO}}$, yielding 0.95782 . For the nuclear masses employed in the nuclear-motion computations see ref. 299. GED $=$ gas electron diffraction, data taken from ref. 300.
angles describing the overall rotation of the molecule. Thus, the $r_{\mathrm{g}}$-type distance basically means an $\langle r\rangle$ average, and could thus be called "mean" distance. Other distance averages of the type $\left\langle r^{n}\right\rangle^{1 / n}$ can also be defined, most important among these is the $r_{\mathrm{a}, T}=\left\langle r^{-1}\right\rangle^{-1}$, the so-called "inverse" distance. It is also important to note that the centrifugal distortion correction can be treated through a classical mechanical espression $\langle\delta r\rangle_{\text {rot }}^{T}=\sigma T$, where only the linear factor needs to be determined from a few simple rovibrational computations.

Temperature-dependent effective molecular structures have been computed for the $\mathrm{H}_{2}{ }^{16} \mathrm{O}$ and $\mathrm{D}_{2}{ }^{16} \mathrm{O}$ isotopologues of the water molecule. ${ }^{299}$ Selected results are presented in Table 5, exemplifying the accuracy and extent of this procedure, especially when compared to experimental data. ${ }^{300}$

## 5 Conclusions

Powerful variational and variational-like methods are increasingly used for solving the nuclear-motion Schrödinger equation, extending the traditional rigid-rotor-harmonic oscillator (RRHO) and second-order vibrational perurbation theory (VPT2) treatments. Variational studies can help to advance our understanding and extend it in new directions in many areas of physical chemistry and chemical physics. For example, the nuclear-motion computations can be used to obtain improved potential energy and even property surfaces by adjusting $a b$ initio computed surfaces to measurements. This approach is based on the fact that when the nuclear-motion Schrödinger equation with an exact kinetic energy operator is solved variationally the only significant approximation introduced is related to the surfaces. Variational nuclearmotion techniques can be used for computing accurate rovibronic states of polyatomic molecules. The more accurate the surfaces (e.g., PES and DMS) employed, the better the simulations are. In these spectroscopic applications standard, automated procedures are needed for determining, assigning and interpreting the large collections of eigenstates resulting from variational computations, in order to solve chemical, physical and engineering problems and to compile selfconsistent spectroscopic databases. Note in this respect that without detailed assignments of the experimentally measured lines the use of spectroscopic databases to model spectra obtained under different conditions (different pressures, foreign gases, and temperatures) is not possible. The seemingly best quantum chemical procedure offered is what we call GENIUSH, i.e., a fully numerical use of a general internalcoordinate Hamiltonian. This holds not only for spectroscopic applications but also for quantum dynamics and reaction rate computations.

Variational nuclear motion computations complement and far extend techniques built upon effective Hamiltonians to build large-scale spectroscopic databases. The best use of approximate but complete variational quantities is to employ them as complementary information to accurate but incomplete measured results. The judicious use of all sets of results is a prerequisite to the development of spectroscopic information systems. The possible completeness of the computed rovibronic information can greatly help to determine, for example, molecular partition functions via direct summation, which
are the principal quantities of thermochemistry and most thermodynamic quantities of practical interest can be derived from them.

If the accuracy of the variational nuclear motion computations can be ensured via the use of accurate surfaces, they can lead not only to the discovery of or confirmation of "effects" for molecular systems which otherwise would have remained hidden but also to the design of new measurements to test the limits of quantum theory. Cases in mind include clustering of energy levels yielding higher apparent degeneracy than allowed by the symmetry of the systems, quantum monodromy, selection of almost strictly forbidden ortho-para transitions, and parity violating transitions in chiral molecules.

An interesting question of molecular vibrations concerns the range of validity of the harmonic oscillator approximation and of normal modes. One of the conclusions of the numerical results obtained from variational computations is that the normal-mode picture of the vibrational bands commonly breaks down even for some of the fundamentals of molecules. Considerable mixing among some of the low-energy states seems to be the rule rather than the exception for the cases studied so far. This finding may also be important for Eckart-Watson Hamiltonian-based vibrational self-consistentfield (VSCF) spectroscopy (and treatments based on such VSCF ansätze). Along with symmetry classification, the approximate vibrational and rotational labels attached to variationally computed rotational-vibrational eigenstates provide information much needed by experimental spectroscopists. NMD and RRD tables appear to be useful also for spectroscopic perturbation theory as they give a clear indication of extensive mixings among states which could be important when setting up the effective Hamiltonians used to interpret high-resolution spectroscopic experiments. Thus, NMD and RRD tables, resulting in complete rovibrational labels, should be routinely computed at least for semirigid molecules.

Without discounting the considerable achievements of nuclear motion theory, some of which were presented above, it must also be stressed that there are several outstanding challenges which should be met in the near future and require further developments of the existing methodologies. The so-called Carrington bands close to the first dissociation limit of the molecular ion $\mathrm{H}_{3}^{+}$still remain unassigned. In general, efficient computation of resonance states still requires further method developments. Treatment of highly excited states of molecules "with no structure", like the case of $\mathrm{CH}_{5}^{+}$, and of weakly bound molecular systems, like those held together by H -bonds or dispersive interactions, is far from being solved. Computation of the hyperfine structure of measured spectra as well as the efficient joint treatment of several surfaces await further studies. Extending the applicability of nearly exact nuclear-motion treatments to much larger, flexible molecules requires further significant efforts. Computation of quantum rate constants and advancing quantum control are two areas where a lot of developments are expected in the near future. It is clear that in the fourth age of quantum chemistry method development and the application of the new techniques to outstanding problems of chemistry continue and continue with a hopefully increased speed.

## Acknowledgements

Most of the research described was carried out with the financial support of the Scientific Research Fund of Hungary (OTKA, most lately through Grant No. K72885 and NK83583). The work also received support from the European Union and the European Social Fund under Grant No. TÁMOP-4.2.1/B-09/1/KMR-2010-0003. The authors are grateful to those colleagues who were co-authors of joint papers cited in this Perspective. Special thanks go to Prof. Jonathan Tennyson, Prof. Brian Sutcliffe and to Dr Viktor Szalay, without whom our work would definitely not have been the same. AGC is grateful to Prof. Wesley D. Allen for a number of joint third-age quantum chemical investigations.

## References

1 R. Brewster, Trans. R. Soc. Edinburgh, 1834, 12, 519
2 G. Herzberg, Molecular spectra and molecular structure, Van Nostrand Reinhold, Melbourne, 1945, vol. 1-3.
3 J. Mehra and H. Rechenberg, The historical development of quantum theory, Springer-Verlag, Berlin, 1982.
4 A. J. Ihde, The development of modern chemistry, Dover, New York, 1984.
5 F. Merkt and M. Quack, in Handbook of High-resolution Spectroscopy, ed. M. Quack and F. Merkt, Wiley, Chichester, 2011.
6 M. Quack, in Handbook of High-resolution Spectroscopy, ed. M. Quack and F. Merkt, Wiley, Chichester, 2011.
7 G. N. Lewis, Valence and the structure of molecules, Chemical Catalog Co., New York, 1923.
8 W. Heitler and F. London, Z. für Phys., 1927, 44, 455.
9 L. Pauling, The nature of the chemical bond, Cornell Univ. Press, Ithaca, 1939
10 M. Born and J. R. Oppenheimer, Ann. Phys., 1927, 84, 457.
11 J. C. Slater, Proc. Natl. Acad. Sci. U. S. A., 1927, 13, 423.
12 M. Born and K. Huang, Dynamical Theory of Crystal Lattices, Oxford University Press, New York, 1954
13 C. J. Ballhausen and A. E. Hansen, Annu. Rev. Phys. Chem., 1972, 23, 15.
14 B. T. Sutcliffe, Adv. Chem. Phys., 2000, 114, 1.
15 P. R. Bunker and P. Jensen, in Computational Molecular Spectroscopy, ed. P. Jensen and P. R. Bunker, Wiley, Chichester, 2000, pp. 3-11.
16 J. N. Murrell, S. Carter, S. C. Farantos, P. Huxley and A. J. C. Varandas, Molecular Potential Energy Surfaces, Wiley, New York, 1984.
17 H. F. Schaefer III, J. Phys. Chem., 1985, 89, 5336.
18 P. G. Mezey, Potential Energy Hypersurfaces, Elsevier, New York, 1987.

19 B. Kuhn, T. R. Rizzo, D. Luckhaus, M. Quack and M. A. Suhm, J. Chem. Phys., 1999, 111, 2565-2587.

20 A. G. Császár, W. D. Allen, Y. Yamaguchi and H. F. Schaefer III, in Computational Molecular Spectroscopy, ed. P. Jensen and P. R. Bunker, Wiley, Chichester, 2000, pp. 15-68.

21 J. M. Bowman, G. Czakó and B. Fu, Phys. Chem. Chem. Phys., 2011, 13, 8094-8111.
22 R. G. Woolley, Adv. Phys., 1976, 25, 27.
23 H. Primas, Chemistry, Quantum Mechanics and Reductionism: Perspectives in Theoretical Chemistry, Springer-Verlag, Berlin, 1981.

24 A. G. Császár, G. Czakó, T. Furtenbacher, J. Tennyson, V. Szalay, S. V. Shirin, N. F. Zobov and O. L. Polyansky, J. Chem. Phys., 2005, 122, 214305.

25 E. Mátyus, J. Hutter, U. Müller-Herold and M. Reiher, Phys. Rev. A, 2011, 83, 052512.
26 Equilibrium Molecular Structures, ed. J. Demaison, J. E. Boggs and A. G. Császár, CRC Press, Boca Raton, 2011.
27 H. Eyring, J. Chem. Phys., 1935, 3, 107-115.
28 M. G. Evans and M. Polanyi, Trans. Faraday Soc., 1935, 31, 875.
29 D. G. Truhlar, B. C. Garrett and S. Klippenstein, J. Phys. Chem., 1996, 100, 12771-12800.

30 G. Richards, Nature, 1979, 278, 507.
31 H. F. Schaefer III, Science, 1986, 231, 1100.
32 H. F. Schaefer III, Chimia, 1989, 43, 1.
33 P. R. Bunker and P. Jensen, Molecular Symmetry and Spectroscopy, NRC Research Press, Ottawa, 1998.
34 R. McWeeny, Methods of Molecular Quantum Mechanics, Academic Press, London, 1992.
35 T. Helgaker, P. Jorgensen and J. Olsen, Molecular ElectronicStructure Theory, Wiley, Chichester, 2000.
36 F. Jensen, Introduction to Computational Chemistry, Wiley, Chichester, 2006.
37 M. Quack, Chimia, 2001, 55, 753.
38 B. T. Sutcliffe, Molecular Hamiltonians, in Handbook of Molecular Physics and Quantum Chemistry, ed. S. Wilson, Wiley, Chichester, 2003, vol. 1, Part 6, chap. 32, pp. 501-525.
39 R. Meyer and H. H. Günthard, J. Chem. Phys., 1968, 49, 1510.
40 B. T. Sutcliffe and R. G. Woolley, Phys. Chem. Chem. Phys., 2005, 7, 3667.
41 B. T. Sutcliffe, J. Math. Chem., 2008, 44, 988-1008.
42 C. Fábri, G. Czakó, G. Tasi and A. G. Császár, J. Chem. Phys., 2009, 130, 134314.
43 M. Karplus, R. N. Porter and R. D. Sharma, J. Chem. Phys., 1964, 40, 2033.
44 W. L. Hase, in The Encyclopedia of Computational Chemistry, ed. P. v. R. Schleyer, et al., Wiley, Chichester, 1998, pp. 399-407.
45 G. Czakó, A. L. Kaledin and J. M. Bowman, J. Chem. Phys., 2010, 132, 164103.
46 J. M. Bowman, B. Gazdy and Q. Sun, J. Chem. Phys., 1989, 91, 2859.
47 S. Habershon and D. E. Manolopoulos, J. Chem. Phys., 2009, 131, 244518.
48 R. P. Bell, The Tunnel Effect in Chemistry, Chapman and Hall, London, 1980.
49 K. M. T. Yamada and S. C. Ross, J. Mol. Struct., 2006, 795, 84-92.
50 R. Meyer and T.-K. Ha, Mol. Phys., 2005, 103, 2687-2698.
51 P. R. Schreiner, H. P. Reisenauer, F. C. Pickard, A. C. Simmonett, W. D. Allen, E. Mátyus and A. G. Császár, Nature, 2008, 453, 906.
52 J. Sarka, A. G. Császár and P. R. Schreiner, Collect. Czech. Chem. Commun., 2011, 76, 645.
53 O. L. Polyansky, A. G. Császár, S. V. Shirin, N. F. Zobov, P. Barletta, J. Tennyson, D. W. Schwenke and P. J. Knowles, Science, 2003, 299, 539-542.
54 N. E. Klepeis, A. L. L. East, A. G. Császár, W. D. Allen, T. J. Lee and D. W. Schwenke, J. Chem. Phys., 1993, 99, 3865.
55 X. Huang, D. W. Schwenke and T. J. Lee, J. Chem. Phys., 2008, 129, 214304.
56 J. M. Bowman, T. Carrington and H.-D. Meyer, Mol. Phys., 2008, 106, 2145.
57 G. Czakó, T. Furtenbacher, A. G. Császár and V. Szalay, Mol. Phys., 2004, 102, 2411.
58 T. Furtenbacher, G. Czakó, B. T. Sutcliffe, A. G. Császár and V. Szalay, J. Mol. Struct., 2006, 780-781, 283.

59 F. Wang, F. R. W. McCourt and E. I. von Nagy-Felsobuki, Chem. Phys. Lett., 1997, 269, 138.
60 M. Mladenovic, Spectrochim. Acta, Part A, 2002, 58, 795.
61 B. Fehrensen, D. Luckhaus and M. Quack, Chem. Phys. Lett., 1999, 300, 312.
62 D. Lauvergnat and A. Nauts, J. Chem. Phys., 2002, 116, 8560.
63 E. Mátyus, G. Czakó, B. T. Sutcliffe and A. G. Császár, J. Chem. Phys., 2007, 127, 084102.
64 E. Mátyus, J. Šimunek and A. G. Császár, J. Chem. Phys., 2009, 131, 074106.
65 J. Tennyson, M. A. Kostin, P. Barletta, G. J. Harris, O. L. Polyansky, J. Ramanlal and N. F. Zobov, Comput. Phys. Соттип., 2004, 163, 85.
66 E. Mátyus, G. Czakó and A. G. Császár, J. Chem. Phys., 2009, 130, 134112.
67 I. N. Kozin, M. M. Law, J. Tennyson and J. M. Hutson, Comput. Phys. Commun., 2004, 163, 117.
68 X.-G. Wang and T. Carrington, J. Chem. Phys., 2004, 121, 2937.
69 S. N. Yurchenko, W. Thiel and P. Jensen, J. Mol. Spectrosc., 2007, 245, 126.
70 D. Luckhaus, J. Chem. Phys., 2000, 113, 1329.

71 C. Fábri, E. Mátyus and A. G. Császár, J. Chem. Phys., 2011, 134, 074105.
72 C. Fábri, E. Mátyus, T. Furtenbacher, L. Nemes, B. Mihály, T. Zoltáni and A. G. Császár, J. Chem. Phys., 2011, 135, 094307.

73 I. N. Kozin, M. M. Law, J. Tennyson and J. M. Hutson, J. Chem. Phys., 2005, 122, 064309.
74 G. D. Carney, L. I. Sprandel and C. W. Kern, Adv. Chem. Phys., 1978, 37, 305.
75 S. Carter and N. C. Handy, Comput. Phys. Rep., 1986, 5, 115.
76 Z. Bacic and J. Light, Annu. Rev. Phys. Chem., 1989, 40, 469.
77 N. C. Handy, Int. Rev. Phys. Chem., 1989, 8, 275.
78 D. W. Schwenke, Comput. Phys. Commun., 1992, 70, 1.
79 D. Searles and E. von Nagy-Felsobuki, Lect. Notes Chem., 1993, 61, 1-186.
80 L. Lodi and J. Tennyson, J. Phys. B: At., Mol. Opt. Phys., 2010, 43, 133001.
81 R. Schinke, Photodissociation Dynamics, Cambridge University Press, Cambridge, 1993.
82 J. Z. H. Zhang, Theory and Application of Quantum Molecular Dynamics, World Scientific, Singapore, 1999.
83 D. J. Tannor, Introduction to Quantum Mechanics: A TimeDependent Perspective, University Science Books, Sausalito, 2007.
84 H. H. Nielsen, Rev. Mod. Phys., 1951, 23, 90-136.
85 O. Christiansen, Phys. Chem. Chem. Phys., 2007, 9, 2942.
86 C. Eckart, Phys. Rev., 1935, 47, 552.
87 J. K. G. Watson, Mol. Phys., 1968, 15, 479.
88 J. K. G. Watson, Mol. Phys., 1970, 19, 465.
89 R. J. Whitehead and N. C. Handy, J. Mol. Spectrosc., 1975, 55, 356-373.
90 D. O. Harris, G. G. Engerholm and W. D. Gwinn, J. Chem. Phys., 1965, 43, 1515.
91 A. S. Dickinson and P. R. Certain, J. Chem. Phys., 1968, 49, 4209.
92 J. V. Lill, G. A. Parker and J. C. Light, Chem. Phys. Lett., 1982, 89, 483.
93 V. Szalay, J. Chem. Phys., 1993, 99, 1978.
94 V. Szalay, G. Czakó, A. Nagy, T. Furtenbacher and A. G. Császár, J. Chem. Phys., 2003, 119, 10512.

95 S. E. Choi and J. C. Light, J. Chem. Phys., 1990, 92, 2129.
96 J. Vázquez, M. Harding, J. F. Stanton and J. Gauss, J. Chem. Theor. Comput., 2011, 7, 1428.
97 S. A. Buhler, P. Eriksson, T. Kuhn, A. von Engeln and C. Verdes, J. Quant. Spectrosc. Radiat. Transfer, 2005, 91, 65.

98 S. A. Clough, M. W. Shephard, E. J. Mlawer, J. S. Delamere, M. J. Iacono, K. Cady-Pereira, S. Boukabara and P. D. Brown, J. Quant. Spectrosc. Radiat. Transfer, 2005, 91, 233-244.

99 M. Quack, Angew. Chem., Int. Ed., 1989, 28, 571.
100 M. Quack, J. Stohner and M. Willeke, Annu. Rev. Phys. Chem., 2008, 59, 741.
101 B. Ruscic, J. E. Boggs, A. Burcat, A. G. Császár, J. Demaison, R. Janoschek, J. M. L. Martin, M. Morton, M. J. Rossi, J. F. Stanton, P. G. Szalay, P. R. Westmoreland, F. Zabel and T. Bérces, J. Phys. Chem. Ref. Data, 2005, 34, 573-656.

102 C. M. Lindsay and B. J. McCall, J. Mol. Spectrosc., 2001, 210, 60-83.
103 J. Tennyson, P. F. Bernath, L. R. Brown, A. Campargue, M. R. Carleer, A. G. Császár, R. R. Gamache, J. T. Hodges, A. Jenouvrier, O. V. Naumenko, O. L. Polyansky, L. S. Rothman, R. A. Toth, A. C. Vandaele, N. F. Zobov, L. Daumont, A. Z. Fazliev, T. Furtenbacher, I. F. Gordon, S. N. Mikhailenko and S. V. Shirin, J. Quant. Spectrosc. Radiat. Transfer, 2009, 110, 573.
104 J. Tennyson, P. F. Bernath, L. R. Brown, A. Campargue, M. R. Carleer, A. G. Császár, L. Daumont, R. R. Gamache, J. T. Hodges, A. Jenouvrier, O. V. Naumenko, O. L. Polyansky, L. S. Rothman, R. A. Toth, A. C. Vandaele, N. F. Zobov, A. Z. Fazliev, T. Furtenbacher, I. F. Gordon, S.-M. Hu, S. N. Mikhailenko and B. Voronin, J. Quant. Spectrosc. Radiat. Transfer, 2010, 111, 2160.
105 A. G. Császár, G. Czakó, T. Furtenbacher and E. Mátyus, Annu. Rep. Comput. Chem., 2007, 3, 155.
106 S. A. Tashkun and V. I. Perevalov, J. Quant. Spectrosc. Radiat.Transfer, 2011, 112, 1403.
107 N. Jacquinet-Husson and 52 co-authors, J. Quant. Spectrosc. Radiat. Transfer, 2008, 109, 1043-1059.
108 A. G. Császár and T. Furtenbacher, J. Mol. Spectrosc., 2011, 266, 99-103.

109 T. Furtenbacher, A. G. Császár and J. Tennyson, J. Mol. Spectrosc., 2007, 245, 115.
110 B. Ruscic, R. E. Pinzon, M. L. Morton, G. V. Laszevski, S. J. Bittner, S. G. Nijsure, K. A. Amin, M. Minkoff and A. F. Wagner, J. Phys. Chem. A, 2004, 108, 9979-9997.

111 A. G. Császár and T. Furtenbacher, Chem.-Eur. J., 2010, 16, 4826.
112 O. L. Polyansky and J. Tennyson, J. Chem. Phys., 1999, 110, 5056.
113 B. T. Sutcliffe, Coordinate Systems and Transformations, in Handbook of Molecular Physics and Quantum Chemistry, ed. S. Wilson, Wiley, Chichester, 2003, vol. 1, Part 6, ch. 31, pp. 485-500.
114 N. Moiseyev, Phys. Rep., 1998, 302, 211.
115 T. C. Thompson and D. G. Truhlar, J. Chem. Phys., 1982, 77, 3031.
116 N. De Leon and E. J. Heller, Phys. Rev. A: At., Mol., Opt. Phys., 1984, 30, 5.
117 B. T. Sutcliffe and J. Tennyson, Mol. Phys., 1986, 58, 1053.
118 D. T. Colbert and E. L. Sibert III, J. Chem. Phys., 1989, 91, 350-363.
119 D. E. Manolopoulos, State-to-state Reactive Scattering, in The Encyclopedia of Computational Chemistry, ed. P. v. R. Schleyer, et al., Wiley, Chichester, 1998, pp. 2699-2708.
120 B. T. Sutcliffe and J. Tennyson, Int. J. Quantum Chem., 1991, 39, 183.
121 M. J. Bramley and T. Carrington Jr., J. Chem. Phys., 1993, 99, 8519.
122 C. G. J. Jacobi, C. R. Hebd. Seances Acad. Sci., 1842, 15, 236.
123 R. Radau, Ann. Sci. Ecol. Norm. S., 1868, 5, 311.
124 B. T. Sutcliffe, The Eckart Hamiltonian for Molecules-A Critical Exposition, in Quantum Dynamics of Molecules: The New Experimental Challenge to Theorists, ed. R. G. Woolley, Plenum Press, New York, 1980, pp. 1-37.
125 B. T. Sutcliffe, Israel J. Chem., 1980, 19, 220-223.
126 R. G. Littlejohn and M. Reinsch, Rev. Mod. Phys., 1997, 69, 213.
127 R. Meyer, J. Mol. Spectrosc., 1979, 76, 266-300.
128 G. O. Sorensen, Top. Curr. Chem., 1979, 82, 99.
129 J. Makarewicz, Computational Molecular Spectroscopy, Wiley, Chichester, 2000, ch. 12.
130 J. K. G. Watson, J. Mol. Spectrosc., 2004, 228, 645-658.
131 N. C. Handy, Mol. Phys., 1987, 61, 207.
132 B. Podolsky, Phys. Rev., 1928, 32(5), 812.
133 A. G. Császár and N. C. Handy, J. Chem. Phys., 1995, 102, 3962.
134 A. G. Császár and N. C. Handy, Mol. Phys., 1995, 86, 959.
135 J. Pesonen and L. Halonen, Adv. Chem. Phys., 2003, 125, 269-349.
136 E. B. Wilson Jr., J. C. Decius and P. C. Cross, Molecular Vibrations, McGraw-Hill, New York, 1955.
137 K. Balasubramanian, Relativistic Effects in Chemistry, Wiley, New York, 1997.
138 G. Tarczay, A. G. Császár, W. Klopper and H. M. Quiney, Mol. Phys., 2001, 99, 1769.
139 T. H. Dunning Jr., J. Chem. Phys., 1989, 90, 1007.
140 W. D. Allen, A. L. L. East and A. G. Császár, in Structures and conformations of nonrigid molecules, ed. J. Laane, M. Dakkouri, B. van der Veken and H. Oberhammer, Kluwer, Dordrecht, 1993, pp. 343.
141 A. G. Császár, W. D. Allen and H. F. Schaefer III, J. Chem. Phys., 1998, 108, 9751-9764.
142 M. A. Collins, Adv. Chem. Phys., 1996, 93, 389.
143 A. J. C. Varandas, Adv. Chem. Phys., 1988, 74, 255.
144 A. B. McCoy and E. L. Sibert, J. Chem. Phys., 1992, 97, 2938.
145 S. Manzhos, X. Wang, R. Dawes and T. Carrington, J. Phys. Chem., 2006, 110, 5295-5304.
146 J. Ischtwan and M. A. Collins, J. Chem. Phys., 1994, 100, 8080.
147 A. G. Császár, in The Encyclopedia of Computational Chemistry, ed. P. v. R. Schleyer, et al., Wiley, Chichester, 1998, pp. 13-30.
148 A. G. Császár, WIREs-CMS, 2011, DOI: $10.1002 / \mathrm{wcms} .75$, in press.
149 T. van Mourik, G. J. Harris, O. L. Polyansky, J. Tennyson, A. G. Császár and P. J. Knowles, J. Chem. Phys., 2001, 115, 3706.

150 M. A. Collins, Theor. Chem. Acc., 2002, 108, 313.
151 B. J. Braams and J. M. Bowman, Int. Rev. Phys. Chem., 2009, 28, 577.
152 R. J. Wheatley, A. S. Tuleganov and E. N. Bichoutskaia, Int. Rev. Phys. Chem., 2004, 23, 151.

153 F. M. Tao, Int. Rev. Phys. Chem., 2001, 20, 617-643.
154 P. M. Morse, Phys. Rev., 1929, 34, 57.
155 H. Wei and J. T. Carrington, J. Chem. Phys., 1992, 97, 3029-3037.
156 J. Echave and D. C. Clary, Chem. Phys. Lett., 1992, 190, 225.
157 A. H. Stroud and D. Secrest, Gaussian Quadrature Formulas, Prentice-Hall, Englewood Cliffs, 1966.
158 G. Szegö, Orthogonal Polynomials, Am. Math. Soc., New York, 1939.

159 J. O. Jung and R. B. Gerber, J. Chem. Phys., 1996, 105, 10332.
160 S. Carter, S. J. Culik and J. M. Bowman, J. Chem. Phys., 1997, 107, 10458.
161 G. Czakó, V. Szalay and A. G. Császár, J. Chem. Phys., 2006, 124, 014110.
162 G. Czakó, T. Furtenbacher, P. Barletta, A. G. Császár, V. Szalay and B. T. Sutcliffe, Phys. Chem. Chem. Phys., 2007, 9, 3407.
163 C. Lanczos, Applied Analysis, Prentice Hall, Engelwood Cliffs, N. J., 1956.

164 D. Kosloff and R. Kosloff, J. Comput. Phys., 1983, 52, 35.
165 B. Shizgal and R. Blackmore, J. Comput. Phys., 1984, 55, 313.
166 R. Blackmore and B. Shizgal, Phys. Rev. A: At., Mol., Opt. Phys., 1985, 31, 1855.
167 J. C. Light, I. P. Hamilton and J. V. Lill, J. Chem. Phys., 1985, 82, 1400.
168 C. C. Marston and G. G. Bálint-Kürti, J. Chem. Phys., 1989, 91, 3571.
169 C. Leforestier, J. Chem. Phys., 1991, 94, 6388.
170 R. Kosloff, J. Phys. Chem., 1988, 92, 2087.
171 Z. Bacic, R. M. Whitnell, D. Brown and J. C. Light, Comput. Phys. Commun., 1988, 51, 35.
172 J. C. Light and T. Carrington, Adv. Chem. Phys., 2000, 114, 263.
173 R. A. Friesner, J. Chem. Phys., 1986, 85, 1462.
174 R. A. Friesner, Annu. Rev. Phys. Chem., 1991, 42, 341.
175 M. Vincke, L. Malegat and D. Baye, J. Phys. B: At., Mol. Opt. Phys., 1993, 26, 811.
176 W. Yang and A. Peet, Chem. Phys. Lett., 1988, 153, 98.
177 S. Kaufer and M. Shapiro, J. Phys. Chem., 1984, 88, 3964.
178 G. Schiffel and U. Manthe, Chem. Phys., 2010, 374, 118.
179 L.-Y. Peng and A. Starace, J. Chem. Phys., 2006, 125, 154311.
180 B. I. Schneider and N. Nygaard, J. Phys. Chem., 2002, 106, 10773-10776.
181 S. A. Smolyak, Sov. Math. Dokl., 1963, 4, 240.
182 X.-G. Wang and T. Carrington Jr., J. Chem. Phys., 2008, 129, 234102.
183 J. J. Munro, J. Ramanlal, J. Tennyson and H. Y. Mussa, Mol. Phys., 2006, 104, 115.
184 J. Henderson and J. Tennyson, Chem. Phys. Lett., 1990, 173, 133.
185 J. R. Henderson, J. Tennyson and B. T. Sutcliffe, J. Chem. Phys., 1993, 98, 7191.
186 T. Szidarovszky, A. G. Császár and G. Czakó, Phys. Chem. Chem. Phys., 2010, 12, 8373-8386.
187 A. G. Császár, E. Mátyus, T. Szidarovszky, L. Lodi, N. Zobov, S. V. Shirin, O. L. Polyansky and J. Tennyson, J. Quant. Spectrosc. Radiat. Transfer, 2010, 111, 1043.
188 T. Seideman and W. H. Miller, J. Chem. Phys., 1992, 97, 2499.
189 D. C. Clary, Proc. Natl. Acad. Sci. U. S. A., 2008, 105, 12654.
190 A. Bastida, J. Zuniga, A. Requena, N. Halberstadt and J. A. Beswick, Chem. Phys., 1999, 240, 229.

191 D. Neuhauser, J. Chem. Phys., 1994, 100, 9272.
192 D. H. Zhang and J. Z. H. Zhang, J. Chem. Phys., 1994, 101, 1146.
193 H.-D. Meyer, U. Manthe and L. S. Cederbaum, Chem. Phys. Lett., 1990, 165, 73.
194 D. T. Colbert and W. H. Miller, J. Chem. Phys., 1992, 96, 1982.
195 B. Fehrensen, D. Luckhaus and M. Quack, Chem. Phys., 2007, 338, 90.
196 V. Szalay, T. Szidarovszky, G. Czakó and A. G. Császár, J. Math. Chem., 2011, DOI: 10.1007/s10910-011-9843-2, in press.
197 J. K. G. Watson, Can. J. Phys., 1994, 72, 238.
198 M. J. Bramley, J. W. Tromp, T. Carrington Jr. and G. C. Corey, J. Chem. Phys., 1994, 100, 6175.

199 C. Lanczos, J. Res. Natl. Bur. Stand., 1950, 45, 255.
200 J. K. Cullum and R. A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue Computations, Birkhauser, Boston, 1985.

201 Y. Saad, Iterative Methods for Sparse Linear Systems, Society for Industrial and Applied Mathematics, Philadelphia, PA, 2003.

202 H.-G. Yu and G. Nyman, Chem. Phys. Lett., 1998, 298, 27.
203 H.-G. Yu, J. Chem. Phys., 2004, 120, 2270.
204 T. Ericsson and A. Ruhe, Math. Comput., 1980, 35, 1251.
205 H. Kono, Chem. Phys. Lett., 1993, 214, 137.
206 R. E. Wyatt, Phys. Rev. E: Stat. Phys., Plasmas, Fluids, Relat. Interdiscip. Top., 1995, 51, 3643.
207 B. Poirier and T. Carrington Jr., J. Chem. Phys., 2002, 116, 1215-1227.
208 C. Jung, H. S. Taylor and M. P. Jacobson, J. Phys. Chem. A, 2001, 195, 681.
209 R. Lefebvre, Int. J. Quantum. Chem., 1983, 23, 543.
210 K. Stefanski and H. S. Taylor, Phys. Rev. A: At., Mol., Opt. Phys., 1985, 31, 2810.
211 P. R. Fleming and J. S. Hutchinson, J. Chem. Phys., 1989, 90, 1735.
212 D. W. Schwenke, J. Chem. Phys., 1992, 96, 3426.
213 R. C. Mayrhofer and E. L. Sibert, Theor. Chim. Acta, 1995, 92, 107.
214 J. Zuniga, A. Bastida and A. Requena, J. Chem. Soc., Faraday Trans., 1997, 93, 1681.
215 J. Zuniga, J. A. G. Picon, A. Bastida and A. Requena, J. Chem. Phys., 2005, 122, 224319.
216 T. Carrington, J. Chem. Phys., 2005, 122, 134101.
217 S. E. Choi and J. C. Light, J. Chem. Phys., 1992, 97, 7031.
218 R. N. Zare, Angular Momentum: Understanding Spatial Aspects in Chemistry and Physics, Wiley-Interscience, New York, 1988.
219 J. M. Bowman, K. M. Christoffel and F. Tobin, J. Phys. Chem., 1979, 83, 905.
220 K. M. Dunn, J. E. Boggs and P. Pulay, J. Chem. Phys., 1986, 85, 5838.
221 K. M. Dunn, J. E. Boggs and P. Pulay, J. Chem. Phys., 1987, 86, 5088.
222 D. Searles and E. von Nagy-Felsobuki, J. Chem. Phys., 1991, 95, 1107.
223 K. Yagi, T. Taketsugu, K. Hirao and M. S. Gordon, J. Chem. Phys., 2000, 113, 1005.
224 J. M. Bowman, S. Carter and X. Huang, Int. Rev. Phys. Chem., 2003, 2, 533.
225 T. Yonehara, T. Yamamoto and S. Kato, Chem. Phys. Lett., 2004, 393, 98.
226 G. Rauhut, J. Chem. Phys., 2004, 121, 9313.
227 S. Carter, J. M. Bowman and N. C. Handy, Theor. Chem. Acc., 1998, 100, 191.
228 D. Searles and E. von Nagy-Felsobuki, Ab initio Variational Calculations of Molecular Vibration-Rotation Spectra, SpringerVerlag, Berlin, 1993.
229 D. W. Schwenke and H. Partridge, J. Chem. Phys., 2000, 113, 6592.
230 L. Lodi, R. N. Tolchenov, J. Tennyson, A. E. Lynas-Gray, S. V. Shirin, N. F. Zobov, O. L. Polyansky, A. G. Császár, J. Tennyson, J. van Stralen and L. Visscher, J. Chem. Phys., 2008, 128, 044304.
231 H. Partridge and D. W. Schwenke, J. Chem. Phys., 1997, 106, 4618.
232 J. Tennyson, M. A. Kostin, P. Barletta, G. J. Harris, O. L. Polyansky and N. F. Zobov, Comput. Phys. Commun., 2004, 163, 85.
233 I. N. Kozin, M. M. Law, J. Tennyson and J. M. Hutson, Comput. Phys. Comтии., 2004, 163, 117.
234 X.-G. Wang and T. Carrington Jr., J. Chem. Phys., 2003, 119, 101.
235 H.-G. Yu, J. Chem. Phys., 2004, 121, 6334.
236 A. Urru, I. N. Kozin, G. Mulas, B. J. Braams and J. Tennyson, Mol. Phys., 2010, 108, 1973-1990.
237 J. K. G. Watson, Can. J. Phys., 1994, 72, 702.
238 X.-G. Wang and J. T. Carrington, J. Phys. Chem., 2007, 111, 10220-10225.
239 G. Czakó, V. Szalay, A. G. Császár and T. Furtenbacher, J. Chem. Phys., 2005, 122, 024101.

240 R. J. Barber, J. Tennyson, G. J. Harris and R. N. Tolchenov, Mon. Not. R. Astron. Soc., 2006, 368, 1087.
241 S. V. Shirin, N. F. Zobov, R. I. Ovsannikov, O. L. Polyansky and J. Tennyson, J. Chem. Phys., 2008, 128, 224306.

242 L. Neale, S. Miller and J. Tennyson, Astrophys. J., 1996, 464, 516-520.

243 T. Sochi and J. Tennyson, Mon. Not. R. Astron. Soc., 2010, 405, 2345.
244 R. Bartholomae, D. Martin and B. T. Sutcliffe, J. Mol. Spectrosc., 1981, 87, 367.
245 B. Fehrensen, D. Luckhaus and M. Quack, Z. Phys. Chem. (Münich), 1999, 209, 1.
246 D. Luckhaus, J. Chem. Phys., 2003, 118, 8797.
247 D. Lauvergnat, E. Baloitcha, G. Dive and M. Desouter-Lecomte, Chem. Phys., 2006, 326, 500.
248 G. S. Whittier and J. C. Light, J. Chem. Phys., 1997, 107, 1816.
249 N. M. Poulin, M. J. Bramley, T. Carrington Jr., H. G. Kjaergaard and B. R. Henry, J. Chem. Phys., 1996, 104, 7807.
250 X.-G. Wang and T. Carrington Jr., J. Chem. Phys., 2001, 114, 1473.
251 R. Chen and H. Guo, J. Chem. Phys., 2001, 114, 1467.
252 S. C. Farantos, R. Schinke, H. Guo and M. Joyeux, Chem. Rev., 2009, 109, 4248.
253 H. M. Pickett, R. L. Poynter, E. A. Cohen, M. L. Delitsky, J. C. Pearson and H. S. P. Muller, J. Quant. Spectrosc. Radiat. Transfer, 1998, 60, 883.
254 L. S. Rothman, I. E. Gordonxi, A. Barbe, D. C. Benner, P. F. Bernath, M. Birk, V. Boudon, L. R. Brown, A. Campargue, J.-P. Champion, K. Chance, L. H. Coudert, V. Dana, V. M. Devi, S. Fally, J.-M. Flaud, R. R. Gamache, A. Goldman, D. Jacquemart, I. Kleiner, N. Lacome, W. J. Lafferty, J.-Y. Mandin, S. T. Massie, S. N. Mikhailenko, C. E. Miller, N. Moazzen-Ahmadi, O. Naumenko, A. V. Nikitin, J. Orphal, V. I. Perevalov, A. Perrin, A. Predoi-Cross, C. P. Rinsland, M. Rotger, M. Simecková, M. A. H. Smith, K. Sung, S. A. Tashkun, J. Tennyson, R. A. Toth, A. C. Vandaele and J. V. Auwera, J. Quant. Spectrosc. Radiat. Transfer, 2009, 110, 533.

255 H. S. P. Müller, S. Thorwirth, D. A. Roth and G. Winnewisser, Astron. Astrophys., 2001, 370, L49.
256 H. S. P. Müller, F. Schlöder, J. Stutzki and G. Winnewisser, J. Mol. Struct., 2005, 742, 215.

257 N. Aslund, Arkiv. Fys., 1965, 30, 377.
258 N. Aslund, J. Mol. Spectrosc., 1974, 50, 424.
259 D. L. Albritton, W. J. Harrop, A. L. Schmeltekopf, R. N. Zare and E. L. Crow, J. Mol. Spectrosc., 1973, 46, 67.
260 J. Pliva and W. B. Telfair, J. Mol. Spectrosc., 1974, 53, 221-245.
261 J.-M. Flaud, C. Camy-Peyret and J. P. Maillard, Mol. Phys., 1976, 32, 499.
262 G. Moruzzi, F. Strumia, R. M. Lees and I. Mukhopadhyay, Infrared Phys., 1991, 32, 333.
263 J. K. G. Watson, J. Mol. Spectrosc., 1994, 165, 283-290.
264 R. Feeley, P. Seiler, A. Packard and M. Frenklach, J. Phys. Chem. A, 2004, 108, 9573.
265 M. Frenklach, A. Packard, P. Seiler and R. Feeley, Int. J. Chem. Kinet., 2004, 36, 57.
266 T. Furtenbacher and A. G. Császár, J. Quant. Spectrosc. Radiat. Transfer, 2008, 109, 1234.
267 A. L. L. East, W. D. Allen and S. J. Klippenstein, J. Chem. Phys., 1995, 102, 8506.
268 See the web site www.ph1.uni-koeln.de/cgi-bin/cdmsinfo?file $=$ e042501.cat.
269 S. N. Yurchenko, J. Zheng, H. Lin, P. Jensen and W. Thiel, J. Chem. Phys., 2005, 123, 134308.

270 T. Rajamaki, A. Miani and L. Halonen, J. Chem. Phys., 2003, 118, 6358.

271 D. W. Schwenke and H. Partridge, Spectrochim. Acta, Part A, 2002, 58, 849.
272 J. R. Taylor, Scattering Theory, Wiley, New York, 1972.
273 R. E. Wyatt and J. Z. H. Zhang, Dynamics of Molecules and Chemical Reactions, Marcel Dekker, New York, 1996.
274 V. I. Kukulin, V. M. Kasnopolsky and J. Horacek, Theory of Resonances, Kluwer, Dordrecht, 1988.
275 W. P. Reinhardt, Annu. Rev. Phys. Chem., 1982, 33, 223.
276 G. Jolicard, C. Leforestier and E. Austin, J. Chem. Phys., 1988, 88, 1026.
277 U. V. Riss and H.-D. Meyer, J. Phys. B: At., Mol. Opt. Phys., 1993, 26, 4503.
278 J. G. Muga, J. P. Palao, B. Navarro and I. L. Egusquiza, Phys. Rep., 2004, 395, 357.
279 S. Skokov, J. M. Bowman and V. A. Mandelshtam, Phys. Chem. Chem. Phys., 1999, 1, 1279-1282.
280 H. Y. Mussa and J. Tennyson, Chem. Phys. Lett., 2002, 366, 449.
281 J. C. Tremblay and T. Carrington Jr., J. Chem. Phys., 2005, 122, 244107.
282 B. C. Silva, P. Barletta, J. J. Munro and J. Tennyson, J. Chem. Phys., 2008, 128, 244312.
283 N. Moiseyev, S. Friedland and P. R. Certain, J. Chem. Phys., 1981, 74, 4739.
284 A. Carrington, I. R. McNab and Y. D. West, Chem. Phys., 1993, 98, 1073.
285 J. Miyawaki, K. Yamanouchi and S. Tsuchiya, Chem. Phys., 1993, 99, 254.
286 M. Grechko, P. Maksyutenko, T. R. Rizzo and O. V. Boyarkin, J. Chem. Phys., 2010, 133, 081103.

287 N. F. Zobov, S. V. Shirin, L. Lodi, B. C. Silva, J. Tennyson, A. G. Császár and O. L. Polyansky, Chem. Phys. Lett., 2011, 507, 48-51.
288 T. P. Grozdanov, V. A. Mandelshtam and H. S. Taylor, J. Chem. Phys., 1995, 103, 7990.
289 B. Poirier and J. C. Light, J. Chem. Phys., 2001, 114, 6562.
290 T. Slee and R. J. L. Roy, J. Chem. Phys., 1993, 99, 360.
291 P. Barletta, S. V. Shirin, N. F. Zobov, O. L. Polyansky, J. Tennyson, E. F. Valeev and A. G. Császár, J. Chem. Phys., 2006, 125, 204307.
292 P. R. Schreiner, H. P. Reisenauer, E. Mátyus, A. G. Császár, A. Siddiqi, A. C. Simmonett and W. D. Allen, Phys. Chem. Chem. Phys., 2009, 11, 10385.
293 A. L. L. East, W. D. Allen and S. J. Klippenstein, J. Chem. Phys., 1995, 102, 8506.
294 J. L. Duncan, A. M. Ferguson, J. Harper and K. H. Tong, J. Mol. Spectrosc., 1987, 125, 196.
295 E. Mátyus, C. Fábri, T. Szidarovszky, G. Czakó, W. D. Allen and A. G. Császár, J. Chem. Phys., 2010, 133, 034113.

296 S. V. Shirin, O. L. Polyansky, N. F. Zobov, P. Barletta and J. Tennyson, J. Chem. Phys., 2003, 118, 2124-2129.

297 W. D. Allen and A. G. Császár, in Equilibrium Molecular Structures, ed. J. Demaison, J. E. Boggs and A. G. Császár, CRC Press, Boca Raton, 2011, pp. 1-28.
298 A. G. Császár, in Equilibrium Molecular Structures, ed. J. Demaison, J. E. Boggs and A. G. Császár, CRC Press, Boca Raton, 2011, pp. 233-262.
299 G. Czakó, E. Mátyus and A. G. Császár, J. Phys. Chem. A, 2009, 113, 11665.
300 S. Shibata and L. S. Bartell, J. Chem. Phys., 1965, 42, 1147.


[^0]:    ${ }^{a}$ Laboratory of Molecular Spectroscopy, Institute of Chemistry, Eötvös University, H-1518 Budapest 112, P.O. Box 32, Hungary.
    E-mail: csaszar@chem.elte.hu
    ${ }^{b}$ Cherry L. Emerson Center for Scientific Computation and Department of Chemistry, Emory University, Atlanta, GA 30322, USA

