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ABSTRACT. Th e theory developed in previous pa pers to represent the response of a g lac ier to cha nges in 
th e ra te of accumu lation a nd a bla tion has been used fo r a number of appli cations. A method of in teg ra ting 
the diffe renti a l equa tions for a fi xed fi'eq uency was p rogrammed for a high-speed dig ita l compu ter. This 
provides a bett er way of finding the frequ l" ncy response than the ea rli er method w hich used seri es a pproxi
mations for high a nd low freq uencies . i{ ('sults are given for (a ) a n artificial g lacier showing varying a moun ts 
of d iffusion of the kin ematic waves . (b) So uth Cascade G lac ier, Washington, U .S.A. , as a check on p revious 
resu lts, and (c) S lo rg laciaren, Kebr.c ka ise, Sweden. The response curves of Storg lac ia ren are very similar in 
sha p e to those of South Cascade Glac ie r but , sin ce Storglaciaren moves more slowly, the curves a rc shifted in 
frequency (by a fac to r o f two) . The phase o f the response at the terminus o f Storg lac iii ren plo ll ed aga inst 
frequency shows a d oubl e peak. 

C ertain ma thema tical resu lt s for the a rtifi cial case of no diffusion are g iven in a n Appendix. 
A computer programme was a lso written fo r calcu la ting A and I-' coeffici ents a nd a ppli ed to South Cascad e 

Glac ie r a nd Storg laciiiren . 

R ESUME . La freqllence re/JOnSe d'lIl! glacier. La theori e developpee dans des publica tions an teri eures pour 
representer la reponse d'un g lacier a ux ehangemenls des va leurs d 'a ccumulat ion (' t d 'a bla lion a e le utilisee 
pour nombre d 'appli cations. La methode el ' in tegra tion des equat ions d ifferent ie lk s po ur un e frequen ce 
elo nnee a ete progra mmee pour un calcu la teur dig ita lise a g ra nele vitesse. C 'es t un m e il lcur chem in pour 
trouve r la frequence reponse que I'ancienne me thocl e qui utilisa it eles developpem ents (' n seri e pour ha utes et 
basses fr equences. Les result a ts sont clonnes pour (a ) un g la c ier artificiel montra nt des va leurs vari a bles d e 
diffusion des ondes cinema tiques, (b ) Sout h Cascade G la cier, Washington, U.S.A ., comme contr61e de 
resuJt a ts connus, e t (c ) S to rg lacia ren , K e bn eka is(', Suede. Les co urbes des reponscs d e S torg laciaren sont bien 
sembla bles comme fa rm e de cellcs d e So ut h Cascade G lac ier mais, comme Sto rg lac ia rcn s'ecoule p lus 
lentement. les courbes son t deplacees en frequence (pa r un fac teu r d eux). La phase (le- la reponse au front d e 
Sto rg lae iii ren traeee en fa nelion de la freq uence montre une d o uble pointe. 

Cert a ins resulta ts mathema tiques pour Ic cas a rtifi ciel cle non diffusion sont clo nnes en append ice. 
Une program ma t ion d e.' ca lcu lateur a a uss i e te ec ri te pour le ca leul des coefli c ients A e t 1-', et app liquee au 

South Cascade Glac ic r e t S torglac iiiren . 

Z USAM" E:< FASSUNG. D ie Freqllenzerwidemng VDn Glelschern. Die in fruheren Vero ffentli chungen entwickelte 
Th eOl' ie des Ansprechens von Glelschern a uf Ancle rungen d er Akkumulations- und !\ bla lions-geschwindig
ke it en wurde feir e in ige An wend ungen bcnutz t. Fur eine e1 ektronische Rechena n lagc wurdc eine iVle thode 
Z LIl' Integrat ion de l' Differenti a lgleichungcn lx i fes ter Frequcnz programmierL Di esel' \ '\Ieg ist fur d as 
Auffind en de l' Frequen ze.' rwide rung bess('J' a ls di e freihere M ethod e, di e R eih enentw icklungen feir hohe uncl 
niedrige Frequenzen ,·erwendele. Ergebnisse we rden vo rgeleg t fur (a ) e inen kLlI1 stlichen G letscher mit 
wechsclnder Durchlass ig ke it de l' kinema ti schen "'-'<- lien , (b) d en South Cascade G lac ie r, vVashing toll , U SA, 
a ls Pro be feir freil1(' re Ergebn issc, und (c) d en SlOrg lac ia rcn, K f' bncka ise, Schwcd cn. Die Erwidnungkurven d es 
Sto rg lae iii ren sind den en des South Cascad e G lac ier del' Fo rm nach sehr a hnlic h, d oeh wc isen sic e ine 
Frcquenzve rlage rung mi t dem Fak tor 2 a uf, da sich der Sto rg laciiiren langsam(' 1' bewegl. Die Ph ase d el' 
R esona nz an der Front des Storglac ia ren ze ig t {'i n doppeltes Maximum. 

C; ewisse mathem a tische Ergebn isse fu r den hYPolhe ti sch en Fall fehlencler Durch liiss igkeit we rden in 
einem Anhang m ilge te il l. 

Z ur Berechnung von A- und fL-Kocfri z ienten wurde ebenfa ll s ein R echenpl'Og ra mm l'nlwickelt und fur 
d en Soulh Cascade G la c ie r wie den Sto rg lac iii ren a ngewandl. 

I. I NTRODUCTION 

Th e response of a g lac ier to changes in the rate of accumulation a nd ab lation has been. 

examined theoretica ll y in previo us papers (Nye, [g60, Ig63[a] , Ig63[b] ,) which will be 

referred to as :.'-Jye [Ij, Nye [Il] and N ye [Ill]. In this paper we use exactly th e same d ifferentia l 

eq uations as before a nd present new n umerical results fo r the frequency response of (a ) an 

a rtifi cia l g lacier chosen for analytica l simplicity, (b) South Cascade G lac ier, Wash ing ton, 

U.S.A., and (c) Storglacia ren, K ebnekaise, Sweden . 

Let us first reca ll the assumptions of the theory and the basic equa tions. T he ass umptions 

a re tha t (a ) the ice has constant a nd uniform density, (b ) the discharge q through a cross

section at x, where x is distance measured down the g lacier, is a fun ction of x, the thi ckness h 

* Parts o f this work were d one whi le the author was at the Hammo ncl Metallurg ical Laboratory, Yale U nive r
sity, and at the I nstitute of G eophysics and Plane tary Physics, U ni vers ity of Califo rnia a t Los Angeles . 
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of the glacier at that section, and the slope a of the upper surface at that section . Thus 

q = q (x, h, a). 

h could be taken , for convenience, as the maximum thickness at the section. By this assumption 

we postulate that any change of discharge at given x is produced only by a change in the thick

ness or surface slope of the glacier at the cross-section in question . The theory cannot therefore 

take account of changes in discharge caused by changes in ice temperature, which will change 

the flow law ; nor can it take account of changes in ice discharge caused by physical changes 

a t the ice- rock interface, as might be caused, for example, by an increase in the amount of 

lubrication by m elt water. 

Under a stead y rate of accumulation and ablation ao (x), the glacier will reach a steady 

state, called the datum state. ao (x) is positive for accumulation a nd negative for ablation and 

is m easured as thickness of ice per unit time. The theory is concerned with the behaviour of 

sm all perturbations from this datum state. The equations for th e perturbations are 

a:;-+ Bo(x) Tt = Bo(x) aJ(x, t ) . ( I) ilq , ilh, J' 

ilh, 
q , = co(x) hl- Do(x) a:;- (2) 

q , (x, t ), hJ (x, t ) a nd aJ (x, t ) are the perturbations of the discharge, thickness and accumulation

rate from the stead y-state values. Bo(x) is the width of the upper surface of the g lacier, and is 

supposed not to change during the perturbation. co(x) and Do(x) are functions which, like 

B o(x), characterize the particular glacier under consideration ; co/Bo has the physical 

interp retation of a kinematic wave velocity while Do/Bo is a diffusion coefficient. The detai ls 

of the derivation of equations (1) and (2) are given in Nye [Ill]. If Bo(x) , co(x), Do(x) are 

known functions, ( I) and (2) are two simultaneous linear equations for determining the 

q J(x, t ) and the h, (x, t ) which result from a given perturbation aJ (x, t ) in the rate of accumu

lation and ablation . It is a simplification to assume that a, (x, t ) is independent of x, so that 

we may write it as a, (t ). A m ore general assumption about the x dependence is that 

a, (x, t ) = X (x) a(t) 

where X (x) is a known functio n. But although all the computer programmes to be discussed 

have been written for a general fun ction X (x) it has in fact proved adequate in a ll a pplications 

so far to take X (x) == [. We shall therefore make this simplification throughout and write 

aJ (x, t ) = a, (t ). 
In this paper we are concerned with the response or a glacier to a simple harm onic variation 

of a, (x, t ). Thus we put 

a,(t ) = Aeiwt, 

where A is real. Since the system is linear the response, a fter transients have disappeared, will 

be harmonic variations of h,(x, t) and q ,(x, t ) of the same angular frequency w but, in general, 

different phase. Thus we write 

hr (x,t) = H (x, w) eiwt, 

q ,(x, t ) = Q (x,w ) eiwt, 

where H and Qare complex. Hand Qare the complex amplitudes of the response at given x 

to an applied signa l of uniform amplitude A and angular frequency w. Substitution in 

equations ( I) a nd (2) gives 

dQ . 
dx + zwBo(x) H = Bo(x) A 1 

dH J Q = Co(x) H - Do(x) dx 
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As already stated, B o, Co, Do are known functions of x, and A is a real constant. These two 

equations then give the complex functions H (x) and Q (x) for a given choice of w. Since Qand 

H are directly proportional to A, A may be taken equal to I without loss of generality. 

Q and H are then the response amplitudes to a unit-amplitude oscillation of al. 

2. DIRECT COMPUTATION OF R ESPONSE C U RVES 

The above introduction simpl y summarizes the relevant parts of ye [Ill] without 

adding anything new. 

In Nye [11] equations (3) and (4) were considered for a special m od el in which the 

functions characterizing the glacier have the simple polynomial forms 

Bo(x) =1 
co(x) = ~(I - 7) (5) 

Do(x) = E;2 (I -8-7) 
where u, 8, E, l are positive constants. u is a time, 8 is dimensionless and much less than I, 

E is dimensionless, and l is related to the length L of the glacier in the datum state by 

l ( 1- 8) = L. The glacier in the datum state runs from x = 0 to x = L. A solution in closed 

form was found for E = I. 

In a real glacier one wishes to solve (3) and (4) when Bo(x) , co(x) , Do(x) are given 

graphically. In Nye [Ill] this was done b y obtaining seri es approximations of the [or m 

H ~x ) = fLO (X) + fL' (x) iW + fL 2(X) (iW )2 + ... (6) 

and 
A 

H (x) = '\o(x) + '\, (x) iW + ,\2(X) (iw )'+ ... , 

valid for low frequencies, and 

H ~X ) _ = vo(x)+ v, (x) (iW )- ' + V2(X) (iW )- 2+ ... , (8) 

va lid for high frequencies. A schem e for computing the ,\'s and v's from known functions 

Bo(x), co(x), Do(x) was developed and applied to data d erived from Dr. M a rk F. Meier's 

work on South Cascad e Glacier, Washing ton, U.S.A. In this way the frequency response of 

South Cascade Glacier was computed. The work was done on a desk calculator. 

Wh en automatic digital computers became available to the author two possibilities 

presented th emselves. First, to write a programme for the calculation o f fL and ,\ coe ffi cients 

previo usly done by hand , which could then be used for data on any glacier. T he results from 

thi s progra mme wi ll be d escribed later. Second, instead of obtaining thc frequency response 

in two stages, by first computing the '\'s a nd v' s and then using the two serie (7) and (8) , it 

should be possible to compute solutions of (3) and (4) directly for a number of different w's, 

thereby finding the response curves . This would be a more direct way or finding the frequency 

response, and at the sam e time would avoid any difficulties in the inte rmediate range of 

frequencies where both (7) and (8) might break down. 

(i) Results for analytical model 

As a sta rt I investigated so lutions of (3) and (4) with BD, C O, Do having th e specia l forms (5) . 

u is taken as the unit of time and l as the unit of leng th. A is also put equal to 1 without loss 
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of generality since both Q a nd H are directly proportional to A . The equa tions are then 

dQ 
I - iwH (9) 

~ I , 
dH I 
- = - (coH - Q ) (10) 

with 
dx D o 

co(x) ~" xC, - x) } ( I I) 

Do(X) = E x2 (L - x) , ( 12) 

and with the datum glacier running from x = 0 to L, where L = I - 8. Thus 0 ::;; x ::;; L < I. 

The boundary conditions at x = 0 and x = L need special consideration. D o = 0 at 

both end points, which are regular singularities of the equations. The problem is fully discussed 

in Appendix I (see also Nye [Il] ) and here we need only quote certain results. A unique 

solution for any given w is d etermined if we simply require that H be not infinite at x = 0 

or x = L. The requirem ent at x = 0 is equivalent to putting Q = 0 at this point. Near 

x = 0 there is a one-parameter famil y of solutions satisfying the boundary condition, in the 

sense that a particular solution is fixed by the value of one complex constant; but the leading 

term is the same for a ll m embers of the family, namely 

I 
H = --. + ... 

r+ zw 
and 

x 
Q = -. + ... , 

r+ zw 

where the dots stand for terms of higher order in x. 

Near x = L there is also a one-complex-parameter family of solutions satisfying the 

boundary condition. The leading term in this famil y of solutions, when they are expanded 

a bout the point x = L, is an arbitrary complex constant. For a ll this famil y of solutions, 

at x = L, 

and 

Q = coH , 

H' = I -( c ~ + iw ) H 

c o - D ~ 

where the pnmes denote differentiation with respect to x . ( 14) is derived by putting 

D o H ' = 0 in (10) (more strictly in (4)) ; the second may be obtained b y differentia ting 

(10), putting D o H" = 0, and substituting for Q ' from (9) . The justification for putting 

D o H ' = 0 and Do H " = 0 at x = L is that D o(L ) = 0 and, as shown in Appendix I , H ' (L ) 
and H "(L ) are not infinite in the family of solutions satisfying the boundary condition. 

The m ethod of solution is to integrate the simultaneous equations backwards from 

x = L , using (9) and (10) at a ll points except x = L; at x = L (10) does not suffice to fix H' 
because D o is zero; we therefore use (15) instead. The starting values of Hand Q are not 

known, and must be chosen by trial so that the solution satisfies the boundary condition at 

x = 0, that is, so that Q = 0 or H is not infinite. To avoid the trial solutions becoming 

infinite the testing is done not at x = 0 but at x = 10, 10 being small. The value we have to 

achieve is 

( 16) 

from (13) . The trials are made as follows. Write H = u+ iv and Q = r+ is where u, v, r, s 

are real. Choose arbitrary starting values for u, v, say (0,0) , at x = L. Find r, s from (14) . 

Then integrate back to x = E . Let the resulting values of r, s at x = 10 be r" Sr . Now choose a 

new pair of starting values for u, v, say (1,0), and repeat the integration, obtaining at x = 10 
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the values r2, Sz. Since Q (E) depends linearly on the sta r ting value H (L ) we have, in general, 

Q (E) = j + kH(L ) 

or, taking real a nd imaginary pa r ts, 

r(€) = j ,+ k, u(L )-k2v(L ) 

a nd s(€) = j 2+ k2u(L ) + k , v(L ), 

where j = j, + ij2 a nd k = k,+ ik, are complex consta nts. j " j 2, 

defi nitions of r" s, a nd 1'2, S2, so that we have 

r(€) = r ,+(r, - r, ) u(L )- (S2- S, ) v(L ), 

s(€) = SI +(S, - S,) u(L )+(r2- r,) v(L ). 

k" k, are fixed b y the 

( 17) 

( 18) 

T hus the constants in the linear relation are d etermined by the known values 1'" 1'" S r, s, . 

If 1' (€) and s(€) a re now assigned the values required by (16), (17) a nd (18) ma y be solved 

to give the correct star ting values u(L), v(L ). A fina l integra tion is now perform ed using 

these starting values, and i t should strike the target values r( €), s( €) required b y ( 16) . T his 

is the required solu tion . 

T his method * was programmed for an I.B.M. 709 digita l computer , using a Ru nge-Kutta 

in tegration m ethod , with w , E, 8 and € as vari a ble parameters. I t worked successfully for 

values of w from 0 to abo ut 3 0 (with 8 = o· 0 1) , a nd was checked against the known a na lytical 

solution for E = I. T he precision was checked by changing € and the in terval. At the highest 

frequencies w :;::: 18 the fit with the boundary condi tion a t x = € deter iorated. T his is because, 

at these frequencies, a very sm a ll cha nge in the starting values at x = L has a la rge e ffect 

at x = € (or, pu t the other way round , a large input Qat x = 0 would be needed to produce 

a sensible effect at x = L, because of a ttenua tion by diffusion) ; thus for a reasonab le fi t at 

x = € very m a ny significant figures would be need ed in the sta rting va lues at x = L. Bu t 

thi s effect need not trouble us, because the ma in p urpose was to find the response a t x = L, 

a nd thi s is still d ete rmined qui te precisely even though the fi t at x = E is bad . At sl ill higher 

frequencies (say w > 50), where ove rflow m ay occur in the tria l in tegra tions, the resul t is 

bes t obtained b y using the high-frequency ser ies (8) , of which the leading term is sim ply 

H (x)/A = (iw )- ' . 

T he resul ts at x = L for E = o ' I and I a re shown in Figures I a, b , c, d. (R esulls fo r E = 2 

did not differ much from those for E = I. ) Uwe look first at the curve for E = I in F ig ure la 

(a lread y known from Nye [ll]), the am pli tude IHI of the response to uni t a m plitude A 

a pproaches the value 8- ' = 10 0 at low freq uencies, a nd approaches zero as w- ' a t high 

frequencies . On the plot of log I H I : log w in F ig ure I b the curve for E = I is be low the 

stra ight line IHI = w- ' (broken li ne) at low freq uencies, above i t at medium freq uencies, 

a nd approaches it a ympto ti call y at high freq uenc ies. T his may be expla ined by say ing that 

at high frequencies the glacier acts as a perfect in tegrator of the cha nges in accumul a lion rate, 

that is oh,/ot = a" giving the response IHI ,.-....J w - ' . At m ediu m frequencies the response at the 

terminus is greater tha n this becausc it is reinforced b y kinematic waves from hig he r up the 

glacier. But at low frequencies the g lacier no longe r integrates, because the lea kage rate is 

too fast, and we have h, simpl y p roportiona l to a ,. 

T he curves of IHI for E = o' I in Figures l a, b are similar in genera l form to those fOl' 

E = I , but they cross at w = 1 '2 (owing presumably to more d estructi ve inlc rfel-ence 

between the waves) . 

T he phase lag 4> of the response at x = L, d efin ed by 

H = IHI e- i 1> , 

IS plotted against log w in Figure 1 c. T he curve for E = I goes through a maximum (at 

* Three tria l pa irs o f u(L). u(L), na mely (0,0) . (0, I) , ( 1,0) were in fact used before 1 rea li zed tha t two were 
eno ugh. T he results a re the same, but the computer did more work than necessary. 
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P eriod (y r. ) 

IOo r--- -- -= � ~ O ~ .O~O~O ------_= ~--~IO;O~O ~ _==_------~ I ~O~O~ -- ----------- I;O-- __ ~ 

IHI 

OL--- -------- ~~-- ---- ----~-- -- ------~~==~~----~ 
. 001 . 01 , I 10 

w 

Fig. ra. Frequency response at the terminus oj an artificial glacier. The response amplitude IHI to a unit amplitude variation of 
accumulation and ablation rate is plotted against angular frequency w. w is measured ill natural units (a = I ). For 
illustration a scale of periods, taking a = 6 yr., is shown at the top 

Period (yr.) 

10,000 1000 10 0 10 
100 r -------~-- -- -=~ ~ ----~ ~ ~---- --==== ~r_-- ---- --------r_----_, 

10 

lHI 

0.1.
001 . 0 1 . 1 

W 

Fig. lb. Same as Figure la, but showing IHI Oil a logarithmic scale 

w = y2) as found in Nye [Il]. The curve for E = o' I is similar but more sharply peaked. 

Figure Id is a polar plot for E = o· I of the end of the vector H as it changes with w. 

It seemed desirable for completeness to calculate the response for E = 0, which corre

sponds to no diffusion and therefore pure kinematic wave propagation down the glacier. The 

differential equations become of first order and hyperbolic, instead of second order and 

parabolic. The numerical method used for non-zero E fails for this case. It is shown in 
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Period (yr.) 

10 ,000 1000 100 10 

1800~ --------------+--------- ----'-- +----- --------- ~~ ~ -------------r---- ----------~ 

~ 
900~ ---- --------~------------ -- ~ -- ~~~ ~-- --+----- ~ ~---- ~~========== --~ 

Oo ~=:~====~~ ~=====- --------~---------- ----~-- -- ~ --------L------------- ~ 
. 00 1 . Ot . t 10 100 

w 

Fig . I C. Same as Figure l a, but showing the phase lag '" of H on A 

: 1.15 ~ 5 .87 _--'-. - I -~ ~O 
I 7"~ I . ----f"' . ~ 

.42 

. 32 H 

E = 0 .1 

.056 

.1 

1 

Fig. /{I. Frequency resjJollse at the terminus of an artificial glacier, with E = o· J. A polar jJlot 0/ fhe end of the Irctor H as w 

changes. Numbers against the curve are values q{ w in natural units (a = 1) 

Appendix II that, if Bo(x) = 1 and Do(x) -- 0, the response at x = L may be expressed 

quite generall y as 

where 

L 

Q, (L) 1 f . 
H (L ) = co(L ) = co(L ) exp [- LW T (t )] dt, 

o 

L 

f 
dx 

T (t ) = co(x) ' 

f 

( 19) 
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T (g) is the travel time for a wave from x = g to x ~ L ; in the case under consideration where 

Co is given b y (11 ) 

L ( I - g) 
T(g) = In ( I - L )r 

The integra l in (19) was evaluated numerically . At small g, wT(g) in the integrand is 

large and rapidly changing, so the integral was approximated in the range g = 0 to E by 

the first two terms in the power series in Eo Over the rest of the range g = E to L, Simpson 's 

Rule was used . With E between 10- 5 and 10- " and with the remainder of the range divided 

into 400 inter\'als, this procedure was satisfactory for values of w up to about 2. The accuracy 

was checked by changing E and the interval. 

For w > 2 a very small interval would have been need ed near g = E to cope with the 

rapid change of w T. It seemed preferable to deal with this range of w by direct integration 

of the original differential equations. At the same time this gave a check on the previous 

results. Equation (4) simply reduces to Q = Co (x) H , with co(x) = x( I - x ), and equation 

(3) therefore becomes 

Q' = 
iwQ 

1 - --. 
Co 

The boundary condition is Q= 0 at x = o. At x = 0, which is a singula rity, (21 ) does not 

suffice to d etermine Q' directly. In the neighbourhood of x = 0 the equation is sufficiently 

well represen ted by 

which has the genera l solution 

Q' = 
iwQ 

1 - -

X ' 

x 
Q (x) = Px- iw+--. , 

I + lW 

where P is an a rbitrary constant. P = 0 by the bounda ry condition, and hence 

1 

Q' (o) = I + iw' 

(21 ) and (22) were integrated from x = 0 to L (L = 1- 0, 0 = 0'0 1) by a Runge-Kutta 

m ethod. The previous results from (19) were checked and the range of w extended up to 

w = 5.6 (where the ranges 0 :S: x :S: 0.891 a nd 0.891 :S: x :S: 0'99 were divided into 

540 and 600 intervals respectively). 

The results for E = 0 are seen in Figures I a, b, c, e, f. F igure I a shows JH J: log w. The 

drop from maximum response takes place in a rather na r rower frcquency band when there 

is no diffusion. In Figure I b, which shows log JH J : log w, the response amplitude is seen to 

oscillate before settling down to fall off as w -
I

• The phase lag </> is no longer confined within 

a single 360° range. This is seen in the polar plot of Figures l e, f; as w rises from 0 to 2' 95 

the vector H rotates clockwise through 2* revolutions ; it then rotates a further 22° before 

coming in with minor oscillations to </> = 90°. On the plot in Figure I C </> is taken to be 

between 0° and 360°, a nd, for clarity, only the two end branches of the curve for E = 0 

are shown. Appendix 11 shows that a good approximation for </> except at high frequencies is 

</> = C!O)w In I ~o = 263w d egrees, 

for 0 = o· 0 I. This gives values of </> correct to about I per cent up to w = 2. 

A polar plot of H , such as Figures Id, e, f, must start at </> = 0 and finish at </> = 90°. 

F or E = o· I it does not encircle the origin (Figure I d ) , but for E = 0, as we have seen , it 

encircles the origin twice. This poses a continuity problem . As E changes continuously 
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between 0 and o · I the curve must change the number of times it encircles the o rigin first 

from 2 to I and then from I to o . H ow it can do this in a continuous fashion is an interesting 

question which has not been studied in detail. Probably, for certain small values of E, the 

curve actua lly traverses the or igin for finite w. This would m ean that H = 0 for certa in 

fin ite w- with an infinite downward oscillation on a plot of log IHI : w. The terminus would 

be a node for these frequencies . 

50 100 2 4 

. 562 H 

E =O 
E=O 

. 422 
.178 

. 3 

1.61 5 

Fig. /e . Same as Figure /(I butfor E = 0 Fig . If R egion near the origin of Figure re 

(ii) Resultsfor South Cascade Glacier 

H aving studied the numerical solution of the basic equations (3) and (4) with Bo, Co and 

D o having the specia l forms (5), i t was a simple m atter to mod ify the computer programme 

d escribed in §2(i) so that Bo, Co and D o cou ld be specified in numerical form rathe r than 

ca lculated a lgebra icall y. The behaviour of Bo, Co, D o at the end po ints is res tricted to the 

forms given in Appendix I : namely that, n ear x = 0, Bo(x) ,-"", constant, C o (x) ,-...., x, 
D o(x) ,....., x', and n ear x = L, Bo(x) ,....., constant, co(x) """, constant, Do(x) ""'" L - x. T he 

physical justifi cation for th is choice of behaviour at t he end points is discussed in N ye [Il] and 

[Ill]. T he resulting programme was first checked b y computing the frequency respo nse of 

South Cascade G lacier (M eier and Tangborn , 1965) , w hich was a lready known from previous 

work [Nye Ill] u sing the series a pprox imations (7) and (8) . T he input da ta on E o, Co, D o 

were identical to those used for the earli er hand calc ul a tion, except for a sligh t c ha nge to 

m a ke Bo non-zero at x = 0 which ought to have b een m ade before . The resulting frequency 

response curves a re shown in Figure 2a a nd b. The curves computed earlier, and rep orted 

in N ye [Ill] , are a lso shown fo r comparison . In the pa rts of the c Lll-ves previoll sly ob ta ined 

by the low freque ncy seri es (7) there is no significan t difference. But there a re sig nificant 

differences in the <p curves near the maximum. I t seems that th e ea rlier results using the v 

ser ies (8) were less accura te for w < 0· 6 yr. _I th a n was thought at the time, and that the 

useful ra nge of this seri es is therefo re rather sma ll. Th ere is a sugges tion of a n oscillation in <p 

near w = 2 yr. _I, w hich is presumably a real e ffec t in view of the similar oscillation seen in 

th e specia l mod e l for E = o · 1 a nd o. T he d irect computation of H by solving the equations 

fo r fixed w is certa inl y a much bette r procedure when a n a utoma ti c computer is availab le. 
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Fig. 2a. Frequency respollse at the termini oj two glaciers. The response am/Jlitude IHI to a unit amplitude variation oj accumu
lation and ablation mte is /Jlotted against angular jrequency w , and the jmiod (top scale) . Scale on left.' Storglaciiiren. 
Scale on right.' South Cascade Glacier. L ight broken curve shows results oj previous calculation on South Cascade Glacier 

Per io d (yr. ) 
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Fig. 2b. Frequency respollse at the termini oj two glaciers. The phase lag '" oj H on A is plotted against angular jrequency w 

and the period (top scale) . Broken curve shows resuit of previous calculation on South Cascade Glacier 
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W e next wished to use the sam e computer programme to find the frequency r esponse of 

Storglaciaren , K ebnekaise, Swed en. The first step, namely the d eduction of the fun ctions 

Bo(x), co(x), Do(x) from obsel-vation is described in the next section . The method used is very 

similar to that d escribed in Nye [Ill] for South Cascade Glacier. 

3. Bo(x), Co(x) AND Do(x) FOR STORGLACIAREN 

Storglaciaren, a valley glacier with an area of 3· I km." situated in the K ebnekaise mass if 

of northern Sweden, has been studied since 1945 (Schytt, 1959, 1962) with a view to relating 

budget a nd climate. The earlies t measurem ent of the terminus position was made in 1897. 

Professor H. W:son Ah lma nn a nd Dr. V. Schytt have generously made the m easurements, 

both published and unpublished , available to m e for the present stud y. The material used has 

been: 

(i) a topographical map of the glacier fo r 1959 (prepared a t Rikets Almanna K artverk 

under the supervision of Dr. Erik Woxnerud); 

(ii) curves of accumula tion a nd ablation as a function of a ltitude for a ll budget years 

from J 945- 46 to 196 1- 62 (the data from 1949- 50 to J 958- 59 were collected a nd 

reduced by Dr. Woxnerud); 

(iii) a long profile of the g lacier surface and bed (seismic work by S. R . Ekman); 

(iv) data on surface velocities (supplied b y Dc Woxnerud) . 

An x-axis was set down the line of the m easured profi le . The breadth B (x) was read 

from the m ap and taken as Bo(x) (Fig. 4), except for the snout region. The theoretical model 

requires that the g lacier have a wedge-sha ped snout, with Bo(x) non-zero at the terminus. 

T herefore a terminus of thi s type was arbitrarily constructed as the da tum state, having an 

a rea roughly equa l to the real a rea in 1959. T his gave L = 3,300 m. 

A cu rve of m ean elevation as a function of x was constructed from the contour m a p and 

used to plot curves of net budge t (equal to accumulation minus a blation) ve rsus x (Fig. 3) . 

The mean of these net budget curves for 1946- 6 1 was then displaced upwards (by 65· 1 cm. 

L 

of ice jyr. ) so that the resulting curve ao(x) m ad e the integral I ao Bo dx equal to zero. In 

o 

this way the fun ction ao(x), which gives the budget in the datum state, was chosen (Fig. 3) . 

On Sou th Cascade Glacier the net budget curves for the individual budget years run approx i

mately parall el to one another, being displaced up or down by an amount which is taken 

as the al (t ) of the theory. On Storglacia ren, however, the variation from year to year is 

usually more complicated than this (see Fig . 3) , so that taking a, as independent of x from 

year to yea r is only a very rough a pproxima tion. By ta king averages over several successive 

years the a pproximation is improved. Accord ing ly, when we a pply the theory in which al (t ) 
is independent of x to Storglacia ren it is to be understood that ar (t ) is most meaningful when 

interpreted as a n average over several years. T he question of the best interpretation of al (t ) 

for Storglaciaren is taken up again in a later paper (Nye, 1965, which will be referred to as 

Nye [V] ), which d eals with th e problem of inferring the net budget history from the terminus 

record . 

Having fixed ao(x), the da tum-state di scha rge q o(x) was computed from 

x 

q o(x) = I ao(x) Bo(x) dx. 
o 

The da tum-state surface slope ao(x) was taken from the curve of m ean current elevation 

versus x. H ence Do(x) was computed from the fo rmula 

Do(x) = 3q o(x) cot ao (x) 
deri ved in N ye [Ill]. 
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Fig. 3· Net budget ofStorglaciarenfrom 1945 to [962 plotted against distance x down the glacier. Numbers on curves r~rer to 
budget )'ear, e.g. 46 means 1945- 46. Curves are derivedfram observations provided b)' Pro}: H. W: son Ahlmann, Dr. V. 
Sclrytt and Dr. E. Woxnerud 

If the glacier is assumed to have a parabolic cross-section the average velocity uo(x) 

through a section in the datum state is related to the discharge qo(x) by 

qo(x) = iuo (x) Bo(x) ho(x), 

where ho(x) is the maximum depth. ho(x) was assumed equal to the m easured depth. H ence 
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Uo(x) was found . The values of uo(x) were found to be no t significantly different from the 

velocities directly measured on the surface centre-line. Thus, by a coincidence, if the ve locity 

of the glacier were to increase so tha t the m ean velocity over a section was equa l to the current 

centre-lin e velocity, the g lacier would reach a steady sta te a t its current leng th. H aving found 

uo(x), co(x) was deduced from the formulae 

derived in Nye [Ill]. 

{

4BO(X) uo (x) 
co(x) = 

Bo(x) uo (x) 

not near x = L , 

near x = L 

T he resulting fun ctions co(x), Do(x) a re shown in Figure 5. In making the fun ctions have 

the behaviour requi red by the a nalysis at the end points no v iolence is done to the observationa l 

data . 

B.Bo 

" , 
Bo 

oL-____________ L-____________ L-______ ~ ____ ~ __ ~~ ______ ~ 

o 

x (km.) 

Fig . 4. /vfeasllred width B(x) and datum widlh B,,(x) for Slorglaciiirell. B (x) is .from dala provided by Prrif. I-I. W :son 

.'Ihllllallll , D r. V. Sch)'1I and D r. E. WOl'lIerud 

o 
Cl 
t-

o 

° O ~ ~ ---------- ~ -------------- ~ ------------ -- -L~ ~L--- ------ -"4 0 

r (k m.) 

Fig . 5. c ,,(x ) alld D n(x) for Slorglaciiirell illferred from observations provided by P rof. H. W :son Ahlmallll, D r. If. Sch)ltt and 

D r. E. Woxllerud 
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4. FREQUENCY RESPONSE OF STORGLACIAREN 

The same programme that was used for South Cascade G lacier gave the frequency 

response curves for the snout of Storglaciaren shown in Figure 2a and b. The general shapes 

are the same. The ampli tude IHI /A for low frequencies is twice as great as for South Cascade 

Glacier- 586 yr. (meaning 586 cm . for A = I cm. /yr. ) as against 29 1 yr. for South Cascade 

Glacier. This is because this amplitude is givcn by So /Uo (L ), where So is the area of the datum 

glacier. T he area of Storglaciaren (3' I km.2) is about the sam e as that of South Cascade 

Glacier (2' 7 km. 2), but Storglaciaren moves only half as fast. Hence the ampli tude is twice 

as great. 

Another feature of interest is the double maximum on the curve of r/>: log w, which does 

not appear for South Cascade Glacier. The centre of this double peak is at w = o' I 15 yr. - I 

whereas the peak for South Cascade Glacier appears at w = o· 240 yr. _I, which is almost 

exactly twice the frequency . (T he periods are 55 yr. and 26 yr. respectively. ) T he reason is 

.again that Storglaciaren has a lmost the same length and breadth as South Cascade Glacier 

but moves at on ly half the speed. All time constants are therefore doubled. 

5. fL AND ,\ COEFFICIENTS FOR SOUTH CASCADE GLACIER AND STORGLACIAREN 

A programme for calculating the fL and'\ coefficients in the low frequency series (6) and (7) 

was written ; the method was identical to that previously used with a d esk computer, except 

that the integrations of the differential equations were don e by a Runge-Kutta technique 

instead of by a predictor-corrector m ethod. The programme was first tested on the Bo, Co, D o 

data for South Cascade G lacier (which were a lmost identical to those used in the hand 

calculation ) . The results for x = L are shown in columns ( I) and (2) of Table I , with the 

previous results shown for comparison in column (3) . The dependence of the resul ts on the 

number of intervals used is an indication of the accuracy. The interval could have been 

further reduced , but in view of the uncertainty in the starting data on Eo, C o, D o any greater 

precision obtained would be illusory. T he agreement with the result of the hand calculation 

is reasonable. 

The same programme used with the B o, Co, D o data for Storglaciaren gave the results 

shown in columns (4) and (5) of the table . T he fL's for Storglaciaren are a ll greater than those 

for South Cascade G lacier, again because Storglaciaren moves relatively slowly. (The,\'s a lso 

follow this pattern, less obvious ly: those with positive time dimensions are greater, whi le '\0, 

with dimensions time- ', is less. ) 

!'-O yr. 
I'- , X I 0 - 4 yr.' 
I'- , X I O-' yr. 3 

1'-3 X 10- ; yr. ' 
!'-4 X 10 - 8 yr. \ 
!,-, X 10 - ' 0 yr. G 

!,-6 X IO- " yr .1 

Ao yr. - ' 
,\, 

A, yr . 

A3 yr. ' 
,\; yr. l 

As yr.' 
A6 yr. ) 

Col. ( I) 
Col. (2) 
Col. (3) 
Col. (4) 
Col. (5) 

TABLE 1. VALUES OF I'- 'S AND A'S AT X = L 

South Cascade Glacier 
( I) (2) (3) (4) 

292' I 

- 1'1 5 

3'4 1 

- 0'9 
2'3 

- 0'56 
1'4 

292 '0 
- 1'21 

3'79 
- I-I 

2'9 
- 0' 75 

1'9 

293 589'0 
- I '28 - 3' 18 

4'25 11 '3 
- 1' 29 - 3'2 

8'0 
- 1· 8 

3'9 

Storglaciaren 
(5) 

588 '3 
- 3'34 

12'5 
- 3 .8 

9'9 
- 2 ' 4 

5 ' 5 

0'00342 0'00342 0 ' 00341 0'001698 0'001700 
o· 135 o· 142 o · 149 0 ' 092 0'096 
['34 1'45 1'55 1' 71 1·87 
1'03 0 ' 91 2 8 ·8 10 · 2 

- 8'5 - 10'7 - 87'1 - 88'9 

37 46 - 498 - 484 
- 220 - 240 11 , 100 11 ,500 

South Cascade G lacier . Machine computation. 50 interva ls. 
The same. 100 in tervals. 
South Cascade G lacie r. Previous computation by desk machine. 
Storglaciaren. ]\![achine computation. 50 inte rvals. 
The same. 100 interva ls. 
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6. CONCLUSIONS 

The m ethod for finding the frequency response of a glacier described in §2, by direc t 

solution of the equations for given w, is much superior to the earlier method which used high 

and low frequency approximations. Unlike the earlier m ethod it needs an automatic digital 

computer. (An analogue computer might also be very suitable but I have not studied this 

possibility. ) The method makes it possible to see rather clearly the effect of varying the amount 

of diffusion of the kinematic waves in the special analytical model (Figs. I a, b, c, d , e, f ) . 

The frequency response of South Cascade Glacier obtained b y this m eans (Figs. 2a, b) 

verifi es the earlier calculation m ade with the low frequency series; but it shows that the earlier 

results for high frequencies n eed correction. The r es pon S t ~ of Storglaciaren , K ebnekaise, is 

found to be qualitatively very similar to that for South Cascade G lacier but the timc scale is 

changed by a factor of about two; Storglaciaren moves more slowly and response times are 

twice as long. The phase of the response of Storglaciaren shows a double peak which does not 

apparently occur for South Cascade Glacier. 

The fJ., and ,\ coefficients for Storglaciaren also reflect the slower time scale for this glacier. 
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APPENDIX I 

BEHAVIOUR OF THE BASIC E QUATIONS NEAR THE END POI NTS 

W e consider the equations 

Q' + IlBo(x) H = W(x), 

Q = co(x) H- Do(x) H ', 

where the primes denote differentiation with respect to x; B o(x), co(x), D o(x) a re known 

fun ctions, W(x) is a known (real) driving function , and it is required to solve for the unknown 

functions Q (x), H (x) in the range x = 0 to x = L. Il is a parameter that m ay be positive real, 

pure imaginary, or zero . Equations (3) and (4) in the main part of the paper have this form 
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if we write v = iw and W (x) = Bo(x) A. The equations are written in the more general form 

( 23) and (24), where v can be real as well as imaginary, so that the following discussion shall 

be applicable to the similar equations used in deducing influence coefficients in the following 

paper [Nye V]. 

(i) The homogeneous equations. Near x = o. v real and :2: 0 

Here we consider the complementary function which is the solu tion of the homogeneous 

equations formed by putting W(x) = o. Thus 

er + vBo(x) H = 0, 

Q, = C o (x) H - Do(x) H. 

Let the behaviour of the coefficient functions near x = 0 be: 

Bo(x) = BI + O(X) 

co(x) = Cr x + O(x2
) 

Do(x) = d, X2 + O(X3) 

(Br > 0), 

(Cl > 0), 

(dr > 0), 

This behaviour includes both the special model of equations (5) in the text, and a lso the two 

applications to real glaciers. For a solution near x = 0 put 

H = xs(aO + a, X+ .. . ), ao i= o. (27) 

Substitute in (26) to find Q" then substitute in (25) and equate coefficients of X S to obtain the 

indicia! equation 

of which the solutions are 

Since C" d l , BI are a ll positive and v :2: 0, the roots are real and opposite in sign. Let them be 

SI (positive) and S2 (negative) . 

The leading terms of the two linearly independent solutions are proportional to XSI and xS' 

respectively. (This is true even in the exceptional case where SI and Sz differ by an integer 

(see e.g. Morse and Feshbach, 1953, p. 532- 33).) Therefore one of the two independent 

solutions for H is infinite at x = o. aI, a2, . .. , can be expressed as multipl es of ao by equating 

coefficients of higher powers of x. Hence there is a one-parameter set of solutions H (x) satis

fying a boundary condition that H (x) is not infinite at x = o. This is the first r esult we wish 

to establish. 

W e now show that this boundary condition is equivalent to Q = 0 at x = o. We have, 

by substitution of (27) in (26) 

Q (x) = (cr - sd,) aoxS+ I + .... (29) 

Hence, since s, > 0 , the solution containing Sr gives Q (o) = o. Now, from (28) , 

that is 

(cr - d, )-(c,+ d, ) 

2d, 

S2+ T S; o, 

the equality occurring if v = o. Therefore in the solution containing S2 the exponent of the 

first term in (29) is negative or zero. The coefficient (cr - sd, ) ao is never zero. So the solution 

containing Sz gives Q ( 0) infinite if v > 0, and Q ( 0) finite and non-zero if v = o. Hence 

the condition Q ( 0) ~ 0 is equivalent to the condition H ( 0) not infinite. 

(ii) The inhomogeneous equations. Near x = o. v real and :2 0 

Near x = 0 let 

W (x) = W I + ... , 
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whel'e the dots stand for terms in x of higher order than zero. \Ve have to find any pa rticul a r 

integral of equations (23) a nd (24). For this purpose try 

H (x) = H, + .... 

Substitu te in (24) to find Q, then substitute in (23) and equate the constant terms to g ive 

W, 
H, = ---. 

c, + vB, 

The leading terms in the general solu tion are thus 

H (x) = xS' (ao+ a, x+ ... ) + xs1 (bo+ b, x + .. . ) + W, /(c, + vB, ) + ... , 
where s , > 0, h ~ - I, and ao and bo are arbitrary constants. T he boundary condition 

H (o) not infinite necessitates bo = b, = o. It is important to notice that, after the leading 

constant term W, /( c, + vB ,) from the parti cular in tegral, the next term may either be from 

the p articular integral or may be the term ao X S , from the complem entary fun ction. For 

exampl e, if v = 0, s , = c, ld" and with the special forms ( I I) and ( T2 ) used in the paper this 

g ives s, = I IE( I - o). If E = O' I , S , is about TO a nd so in this case the complem en tary 

fun ction does not appear until about the term x JO
• 

T h e behaviour of Q (x) is found from (24) as : 

Q (x ) = (c, - s, d, ) aoxS'+l + ... 

+(c, - s,d,) bOXS'+ l+ .. . 

+ {c, W, /(c, + vB, )} x + .. . . 

Thus again the condition Q (o) = 0 is equivalent to th e condition H (o) not infinite. 

For a ll the m ("mbers of the one-param eter fami ly of so lutions sa tisfying the boundary 

conditio n a t x = 0 the leading term is the same, na m e ly 

H (x) = W, /(c, + v8, ) + ... , 
Q (x ) = {c, W, /(c, + vB, )} x + .... 

This is the second resu lt we wanted to estab lish. 

(iii ) Near x = o. v = iw 

T his case with v pure imagina ry (w real) is the o nc needed for th e present pap er. The 

ana lysis proceeds exactl y as before excep t that Q (x) a nd H (x) are now complex. 

The indicia l equation solves to give 

of = [(c, - d, )±{(c, + d' )'+4id, B , w} )]/2d,. 

L et the roots, which are now complex, be s, = u, + iv , and h = u, + iv, . T he lead ing terms 

in IH (x) I for the two independent so lutio ns are laol X U ' and Ibol X U , . u, is positive a nd It, is 

nega tive. H ence, ju t as with v real , the condition IH I not infinite at x = 0 eliminates one 

of the two independent so lutions. I t may a lso be proved that u, !( - I and so, as before, 

the condition IQ (o)1 = 0 is equivalent. Thus the ana lys is for v real a nd 1/ = iw is essentially 

the sam e. 

(iv ) The homogeneous equations. Near x = L 

Put y = L - x, and let the behaviour of the coefficient fun ctions be 

B o(y ) = B, + O(y) , E, > 0, 

co(y) = c,+ O(y ), c, > 0 , 

Doey) = d ,y + OV), d, > o. 

Eq uations (23) a nd (24) become 

Q' - ,vBo (y) H = - W(y) , 

0 = co(y) H + Do(JI) H ', 
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where the primes now denote differentiation with respect to y . Put W (y ) = 0, and for a 

solution near y = 0 put 

ao i= o. 

If 11 = iw the coefficients ao, aI, ... , will be complex. Substitute into the equations, as before. 

The lowest power of y is y 8-
1

, giving the indicial equation 

s(cl + sd,) = 0, 

whose roots are s = 0 or s = - c, ld, . The general solution then has the leading terms 

H (y) = (ao + ... )+rCdcl ' (bo+ . . . ) . 

The subsequent coefficients in the two power series are proportional to ao and bo respectively, 

so that there is a two-parameter set of solutions. If 11 = iw the two parameters will be complex. 

(v) The inhomogeneous equations. Near x = L 

Let W(y ) = W, + O(y ), and for a particular integral try 

H (y ) = H, )+ H 2 y' + .... 

By substitution we find, for the leading term, 

W, 
H, = - --. 

cr+ d, 

The higher coefficients H 2 , H 3, ... , may also be readily determined . The general solution is 

thus 

H (y ) = (ao+ ... ) + r cdd' (bo+ . .. ) - {W,/(c,+ dr )}y+ ... . 

If we impose the condition IHI not infinite at x = L (y = 0), the second pa rt of the 

complementary function is eliminated, since the exponent - c,ld, is negative . There is then 

a one-parameter (ao) set of solutions in the neighbourhood of x = L satisfying this boundary 

condition. (W e rem ember that if 11 = iw this parameter is complex.) Note that, at x = L , 

unlike the situa tion at x = 0, the leading term in these solu tions is an arbitrary constant, ao. 

Note a lso the result used in the text that for these solutions H ' and H " at x = L are not 

infinite. 

APPENDIX II 

FREQUENCY R ESPONSE WITH NO DIFFUSION 

W e derive here some results for the frequency response of a g lacier in which diffusion is 

neglected. Earlie r work on this problem is described in Nye [1]. We treat the case B o(x) == I 

and put Do(X) == o . Equations (3) and (4) then r educe to 

d

Q
+iwH 

= A 1 dx (30 ) 

Q = c o(x) H 

Substituting for H in the first equation gives the first-order ordinary differential equation 

for Q : 
dQ iw 
-d + - (- ) Q = A. 

x Co x 

The integrating factor is most convenientl y taken as exp {-iw T (x)} where 

L 

J 
dx' 

T (x) = co(x') ( o ~ x ~ L ) . 

x 
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T (x) is then the time taken for a kinematic wave travelling with velocity Co to go from the 

point x to the end of the glacier. Multiplying the differential equation by exp {-iw T (x)} 

and integrating from 0 to L we have 
L L 

[Q exp {- iwT(x)}] = A I exp {- iwT(g)} dg. 

o 0 

On the left-hand side Q = 0 at x = 0 by the boundary condition and T (L ) = 0 by its 

d efinition. H ence we simply obtain 
L 

Q (L ) = A I exp {- iwT(g)} dg. 

o 

Alterna tive ly, the independent variab le in the integrand may b e taken as T. From the 

d efinition (32 ), 

dT(x) 

~ = - co(x)' 

Since T is a function of x, x may b e expressed as a fun ction of T, a nd hence Co, originally a 

function of x, may be expressed as a fun ction of T , namely co( T ) . W e then have 
T , 

Q (L) = A I Co( T) exp {- iwT}dT, 
o 

where T o is the value of T (x) for x = o. 

Equations (33) and (34) are the leading resu lts we want. In (33) the response at x = L 
is expressed as a sum of contributions from all points up-stream with the appropriate phase 

d elays. In (34) the response is expressed as the sum of a number of contributions of linearl y 

varying phase, each wi th ampli tude c o( T) dT. (The vectOl" diagra m used in optical dif

fraction problem s is analogous. VVe see, incidenta ll y, that the leng th of the spiral vector 

diagram is constant and equa l to the length of t he glacier, for 
T , L 

Ico( T)dT = Idg = L. 
o 0 

A resultant vector of length L corresponds to w = o. As w increases from zero the vector 

diagram curl s up, m a in taining constant length , and the resultant decreases in length. ) H(L ) 
is readily obta ined from Q (L ) simply by dividing by co(L). 

A possible sha p e for the fun ction co(x) is shown in Figure 6a. W e have drawn the curve 

symmetricall y a bout a point x = xm, and have arranged that co(o ) = 0 and co(L ) is non-zero. 

Both the special model used in thi s paper 

co(x ) = x( I - x ), (L < I) 
and the one consid ered in Nye [I] 

(0 ~ x ~ t ), 
co(x ) = { EX 

E(I - X) ( t ~X~ L < I ) 

h ave these features. The function co( T ) then has the general sha pe, for T > 0, shown in 

Figure 6b. co( T ) is non-zero at T = 0, rises to a maximum and then approaches zero as 

T -+ 00 . Since Co = 0 at x = 0, T o is infinite. 

Ifwe now arbitrari ly define co( T ) for negative T as zero, equa tion (34) may be rewritten 

with n ew limits of integra tion as 
ro 

Q (w, L ) = A I Co(T) exp (-iwT) dT. 
-00 

Th us Q (w, L ) is the complex F ou rier transform of Co ( T). 
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If Co (X) is symmetrical about its maximum at x = Xm, it is readily shown that co( T ) is 

a lso symmetrical about its maximum, at T = Tm say, except of course for the missing tail 

at T < o. We now derive a standard result for the complex Fourier transform of a sym

metrical function. L et J ( T) be a fun ction of T symmetrical about T = 0 : J ( T ) = J ( - T ). 
Now shift the functionJ( T ) a di stance Tm to the righ t to give a new function c ~ ( T ) , say, 

c~ ( T) = J (T - Tm) . 

J ( T ) is chosen so that c~ (T) differs from co( T ) only in possessing the negative tail that co( T ) 
lacks (shown dotted in F igure 6b). T hen 

00 00 

I c ~ ( T) exp (- iwT) dT = I J (T - Tm ) exp (- iwT) dT 
-00 - 00 

00 

= exp (- iw Tm ) 1J(s) exp ( - iws) ds, (36) 

- 00 

where s = T - Tm. In the imaginary part of the integra l, 

00 

- J J (s) sin wS ds, 
- 00 

the sign of the integrand changes as the sign of s is changed, sinceJ(s) = J ( -s) . The integral 

in (36) is therefore real and so 

00 

J c ~ ( T) exp (- iwT) dT = R eal x exp (-iwT", ). 
-00 

T hus, if the negative tail of c o( T ) were not missing, Q (w, L ) would b e given by (37), a nd so 

the phase lag rp would be proportional to frequency w, 

Now the Fourier transforms of co( T ) and c~ ( T ) will differ only by the Fourier transform of 

the negative tail , and, if co( T ) a t T = 0 is fa irly small , this wi ll have a significant effect only 

on the high frequencies . Thus (38) is expected to be a good approximation except at high 

frequencies. 

Co (x) 

I 

I 
I 

I , 
L 

, , 
Tm Xm 

x 
0 T 

(a) (b) 

Fig. 6 
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In the special model used in the tex t, equation ( I I), T 11I , the travel time from the maximum 

of C o to the point x = L, is g iven by 

L L 

L I - S 

J dX J dx 
T11I = co(x) = X( I - x) 

= In-- = In--. 
I - L S 

, , 
;: :! 

H ence, except at high frequencies, 

r - S 
A-. = wIn-'/' S . 

As shown in the text fo r S = 0'0 1, this approximation for cP is within I p er cent of the 

computed values up to w = 2. 

Since cp /w is the time lag of o., (L ) or H (L ) on A, the result (38) may be expressed even more 

simply : if co(x) is a symmetrical function and there is no diffusion, the time lag of 0., (L ) or H (L ) on 

A equals the travel time if a wave from the maximum q! C o to the point x = L, except at highfrequencies. 

The behaviour of cp at high frequencies can be found by returning to (34) a nd integrating 

twice by parts: 
T. 

o., (L ) co(o) c ~ ( o ) r J " . 
"f1 = ~ + (iw)' + (iw )2 co( T ) exp (- zwT) dT, 

o 

since co( T o) = 0 and c ~ ( T o) = o. Thus, fo r high frequencies o., (L ) becomes proportional to 

(iw) - I, giving cp ~ t 7T. Since c ~ ( T) for T = 0 is positive, the next term in the series shows 

that cp = t 7T is a pproached from the higher side. 

S being small it is clear from (39) that, as w increases, the end of the vecto r Q (L , w) (and 

therefore a lso the vector H (L , w)) will rotate about the origin several times before fin a lly, 

as w -7 CO, coming in to the origin at the angle cp = t 7T. F igure le, f shows a n example of 

this behaviour. 
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