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Abstract

Thinking about what might have been—counterfactual thinking—is a common feature
of the mental landscape. Key questions about counterfactual thinking center on why
and how they occur and what downstream cognitive and behavioral outcomes they
engender. The functional theory of counterfactual thinking aims to answer these and
other questions by drawing connections to goal cognition and by specifying distinct
functions that counterfactuals may serve, including preparing for goal pursuit and reg-
ulating affect. Since the publication of our last theoretical statement (Epstude & Roese,
2008), numerous lines of empirical evidence support, or are rendered more readily
understandable, when glimpsed through the lens of the functional theory. However,
other lines of evidence have called into question the very basis of the theory. We inte-
grate a broad range of findings spanning several psychological disciplines so as to pre-
sent an updated version of the functional theory. We integrate findings from social
psychology, cognitive neuroscience, developmental psychology, clinical psychology,
and health psychology that support the claim that episodic counterfactual thoughts
are geared mainly toward preparation and goal striving and are generally beneficial
for individuals. Counterfactuals may influence behavior via either a content-specific
pathway (in which the counterfactual insight informs behavior change) or a content-
neutral pathway (in which the negative affect from the counterfactual motivates
generic behavior change). Challenges to the functional theory of counterfactual think-
ing center on whether counterfactuals typically cohere to a structural form amenable to
goal striving and whether behavioral consequences are mainly dysfunctional rather
than functional. Integrating both supporting and challenging evidence, we offer a
new theoretical synthesis intended to clarify the literature and guide future research
in multiple disciplines of psychology.

1. INTRODUCTION

Never job backwards. What-might-have-been was a waste of time. Follow your
fate, and be satisfied with it, and be glad not to be a second-handmotor salesman,
or a yellow-press journalist, pickled in gin and nicotine, or a cripple—or dead.

Fleming (1957, p. 115)
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So appear the inner thoughts of James Bond, gentleman spy and unflappable

hero of the longest-running film franchise in history, as envisioned in Ian

Fleming’s classic spy novel From Russia With Love. James Bond is a man

of action, skilled in weapons, hand-to-hand combat, and various other dark

arts of the spy trade. He gets the job done, whether by meticulous planning

or by instinct and reflex. As the above quotation reveals, Mr. Bond prefers

never to look back with thoughts of what might have been, that is, with

counterfactual thoughts. His eyes are always on the future. Perhaps he feels

that themelancholy of missed opportunity or the self-recrimination inherent

in regret is sign of personal weakness. In looking forward, he maybe believes

that he becomes better equipped to ensure continued success. But is coun-

terfactual thinking indeed at odds with success? We think not. The central

tenet of the functional theory of counterfactual thinking is that the counter-

factual thoughts that spring effortlessly to mind on a daily basis are, for the

most, reflections of goals. Accordingly, patterns of counterfactual thinking

are clarified through the lens of theory pertaining to goal cognition.

Counterfactual thinking refers to thoughts about what might have been,

of how the past might have been different had some or another aspect been

different (Byrne, 2005, 2016; Kahneman & Miller, 1986; Miller,

Turnbull, & McFarland, 1990; Roese, 1997). The term counterfactual, first

articulated by philosophers, is defined as a proposition that is contrary to fact,

in that it specifies a situation or scenario that did not actually happen. Coun-

terfactuals may be understood as instantiations of conditional propositions,

containing an antecedent (if ) and consequent (then). This conditional struc-

ture often lends itself to the expression of a causal inference, as in “If only

I had studied, then I would have passed the exam” (i.e., studying is sufficient

to achieve improved exam performance). Here, the antecedent action did

not occur and the consequent outcome also did not happen, and in this

way the counterfactual meets the definition of contrary to the facts. Never-

theless, counterfactuals may embody an underlying causal proposition that

captures real world relations with some accuracy (studying does usually

result in improved performance). In short, counterfactuals may contain

causal insights of varying accuracy, a key point when connecting the coun-

terfactual inference to subsequent actionable intentions.

Counterfactuals are inferences and thus have been conceived as cold

cognition that nevertheless, depending on their content, evoke poignant

emotions. Counterfactuals can focus on personally experienced episodes,

or they can focus on historical or natural events far removed from personal
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experience. Counterfactuals that are self-focused and specify how the past

might have been better (upward counterfactuals) can evoke emotions such

as regret, guilt, and shame, each of which now occupies a distinct literature.

Counterfactuals that focus on how the past might have been worse (down-

ward counterfactuals) can evoke relief and rejoicing. And counterfactuals

that focus on historical events (e.g., What if the Berlin Wall had not fallen

in 1989? What if President Kennedy had not been assassinated in 1963?) can

give pause, luring further consideration, both anxious as well as curious.

Counterfactuals are an essential part of the human experience and a signature

example of the imagination and creativity that stand at the intersection of

thinking and feeling.

Great works of literature, works that penetrate to the core of the human

experience, sometimes instantiate the emotionality of counterfactual think-

ing. Consider first the musings of Winston Smith in George Orwell’s classic

novel, 1984:

A deep tenderness, such as he had not felt for her before, suddenly took hold of him.
He wished that they were a married couple of ten years’ standing. He wished that
he were walking through the streets as they were doing now, but openly and with-
out fear, talking trivialities and buying odds and ends for the household.

Orwell (1949, p. 23)

In this dystopic story of the coldness of life under a totalitarian regime,

Winston risks his life to pursue Julie, the first love he has ever known, a love

that brings color to his otherwise gray existence. As this counterfactual

reveals, he longs for a better life with Julie at his side. A similar longing

for love underlies the following quotation from the great French novel,

Madame Bovary:

If matters had fallen out differently, she wondered, might she not have met some
other man? She tried to picture to herself the things that might have been—that
different life, that unknown husband. He might have been handsome, intelligent,
distinguished, attractive …

Flaubert (1857/1950, p. 57)

We see in this passage the inner musings of the title character, focusing

on great longing, which is to say, a life goal unmet. And in Mario Puzo’s

novel, The Godfather, singer Johnny Fontane (under the protection of his

godfather, Vito Corleone) experiences highs and lows in his entertainment

career, but none so low as the loss of his singing voice due to vocal cord

lesions. Near the end of the novel, Fontane joyously regains his voice,

but that joy is tempered by the melancholy of a long separation from his

young daughters:
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For a moment he had just one regret. If only his voice had come back to him while
trying to sing for his daughters, how lovely that would have been. That would have
been so lovely.

Puzo (1969, p. 381)

Different from the counterfactual-denying quotation of James Bond that

opened this section, these three quotations of counterfactual musings speak

to emotional urgency and deep-seatedmotives. From thirsting for a love free

from government oppression, to craving a love that is rich and meaningful,

to yearning a connection with estranged offspring, these counterfactuals

speak of human desire, of wants, of needs. These counterfactuals speak of

goals.

The foundational idea of the functional theory is that counterfactual

thinking is illuminated through its connection to goal-directed cognition

(Epstude &Roese, 2008, 2010, 2011; Roese, 1997). In short, counterfactual

thoughts often reflect goals and the varying means to reach those goals.

Imagining alternative pathways by which past goals might have been

achieved provides insights that comprise blueprints for future action. The

functional perspective is certainly not the only way to understand counter-

factual thinking. However, the functional theory provides a considerable

breadth in accounting for wide varieties of empirical patterns.

Pivotally, the functional theory bridges disciplines by providing a com-

mon nomenclature and set of assumptions. Developed initially within the

discipline of social psychology, these ideas have since become central to

recent empirical contributions from cognitive neuroscience, developmental

psychology, clinical psychology, and health psychology. In cognitive neu-

roscience, combining neuroimaging with tasks that engage counterfactual

reasoning illuminates the brain networks underlying goal-directed action

as modulated by reward circuitry. In developmental psychology, the emer-

gence of adult sophistication in goal management from primitive consider-

ation of alternatives reveals a succession of cognitive operations, the more

sophisticated built upon a foundation of the more basic, progressing from

simple goal consideration to complex conditional reasoning. In clinical

and health psychology, the role of distorted causal assessment and ruminative

tendencies can be illuminated by specification of dysfunctional variants of

normally functional counterfactual thinking. Exciting new empirical discov-

eries from each of these areas suggest new nuances to the functional theory of

counterfactual thinking.

At the same time, empirical challenges to the theory have emerged. One

challenge centers on observations of structure and content of counterfactual
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thoughts that seem unamenable to future improvement. Another is obser-

vations that counterfactual thinking may evoke deleterious rather than

favorable consequences. These theoretical challenges tear at the heart of

the theory, demanding a sober assessment of their deeper meaning along

with reconsideration and reformulation of the theory. After presenting

the various threads of new evidence, we reaffirm that (a) counterfactual

thinking is a conscious reflection of deeper implicit processes that cross-

connect covariation detection, causal inference, and goal cognition and

(b) counterfactuals are useful in that they stimulate further thought that feeds

into goal pursuit. We revise the functional theory with additional postulates

centering on the delineation of (a) two steps underlying counterfactual

effects on behavior: application vs deployment of accurate causal inference

(which permit predictions as to when counterfactuals will and will not be

beneficial) and (b) simple vs complex causal domains, such that beneficial

effects of counterfactual thinking are more likely to be found in the latter

than former domain. Before getting to these revisions, it is necessary first

to state the theory and then to survey supportive as well as challenging

findings.

2. STATEMENT OF THE THEORY

First and foremost, the functional theory recognizes counterfactual

thinking as a signature example of mental simulation, defined as amechanism

for creatingmental analogs to real world structures and events for the purpose

of estimating prospects (Kahneman &Miller, 1986).Whereas counterfactual

mental simulations are defined by their past tense (I might have had eggs for

breakfast yesterday), other kinds of mental simulation include fictive imag-

inings in the present tense (My brother must be having breakfast by now)

and expectancy visualizations in the future tense (Tomorrow I will enjoy

pancakes for breakfast). Mental simulation shares with episodic memory a

capacity for manipulating concrete, contextual details specific to the time

and place of the focal episode (Hassabis & Maguire, 2007; €Ozbek,

Bohn, & Berntsen, in press; Roese & Sherman, 2007; Suddendorf &

Corballis, 2007; Szpunar, Spreng, & Schacter, 2014; Tulving, 2002).

As we further define counterfactual thinking with regard to related con-

structs, we make use of the distinction between episodic vs semantic mem-

ory (which distinguishes between autobiographical memory for specific

events in time and place vs more general world knowledge), which has
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recently proven useful in distinguishing among different kinds of mental

simulation. From this vantage point, we can usefully distinguish episodic

counterfactuals from semantic counterfactuals (De Brigard, Addis, Ford,

Schacter, & Giovanello, 2013; De Brigard & Giovanello, 2012; €Ozbek

et al., 2016; Schacter, Benoit, De Brigard, & Szpunar, 2015), such that

the former focus on personally meaningful alternatives to events that were

experienced first hand, whereas the latter focus on alternative constructions

derived from general knowledge of history, society, and the natural world

(e.g., Revlin, Cate, & Rouss, 2001). This distinction elegantly situates

the sphere of influence of particular theories. The functional theory of coun-

terfactual thinking for the most part describes the operation of episodic

counterfactuals, whereas the mental models theory (Byrne, 2002;

Johnson-Laird & Byrne, 2002; Thompson & Byrne, 2002), focusing on

the cognitive underpinnings of basic reasoning processes, to a greater extent

describes semantic counterfactual thinking. Accordingly, the research

methods deployed in the service of the functional theory tend often to focus

on personal experiences, either recalled or experienced first hand in the lab-

oratory. These research methods uncover counterfactual thoughts that typ-

ically center on alternatives to one’s own actions, or those actions of a person

known by the individual. By contrast, the research methods that serve the

mental models theory largely comprise impersonal scenarios and conditional

statements drawing on general knowledge of the workings of the world (e.g.,

“If Kennedy had listened to his Hawk advisers, he would have engaged in a

nuclear strike during the Cuban missile crisis,” from Byrne, 2002, p. 428).

The functional theory of counterfactual thinking centers on the connec-

tion of episodic counterfactuals to goal-directed cognition and action. Sim-

ply put, episodic counterfactual thoughts are disciplined, not erratic flights of

fancy. These types of counterfactual thoughts are constrained by reality and

typically involve only minimal changes to actual events to suppose alterna-

tives that are pragmatic and plausible (Seelau, Seelau, Wells, & Windschitl,

1995). Episodic counterfactuals usually embody goals and specify means by

which goals may be achieved. They relate directly to planning and action

implementation, which may in turn guide behavior. In essence, episodic

counterfactuals are best understood in terms of their connection to behavior

regulation. True, counterfactual thoughts also influence emotion,

suggesting a linkage also to affect regulation. Nevertheless, the functional

theory positions affect regulation as secondary to behavior regulation.

The functional theory of counterfactual thinking embraces the following

7The Functional Theory of Counterfactual Thinking
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postulates, covered in Section 2. We state the theoretical ideas here in their

purest essence, and then return to the question of their empirical support in

Section 3.

2.1 Counterfactuals Are About Goals
At the most general level, episodic counterfactual content is about goals.

When we think “if only,” we are usually thinking about a way to get to

an unrealized desire. In this section, the focus is on episodic counterfactual

thinking, which we will shorten simply to counterfactuals. Regardless of

whether counterfactuals specify common vs unusual ways to achieve a goal,

they nevertheless cohere around goals. Therefore, it is essential to examine

the goal central to a situation when examining the functional qualities of a

counterfactual thought. Counterfactuals connect to behavior regulation in

the form of a negative feedback loop comprising the current goal state of

the individual, an ideal goal state, and actions that serve to reduce the dis-

crepancy between the current and ideal state (Carver & Scheier, 1996). The

greater the discrepancy, the greater the impetus to activity aimed at reducing

the discrepancy.

2.2 Situational Need Evokes Counterfactual Thinking
Counterfactual thoughts are activated not at random, but systematically in

response to goal blockage. Goal blockage represents a situational need for

intervention that would restore goal progress and achieve goal success

(e.g., Lewin, 1935). Stated differently, a perceived discrepancy between

an actual and ideal goal state activates spontaneous counterfactual thinking.

Although people can reason counterfactually with great facility when

prompted, spontaneous counterfactual thoughts arise in response to the fol-

lowing, all of which constitute proxies, derivations, or immediate conse-

quences of the construct of goal blockage: failure, perception of a

problem, lack of goal progress, disconfirmed expectancy, and negative affect

in response to a negative outcome. Correspondingly, spontaneous counter-

factual thinking is less likely to occur in light of success, “situation normal,”

goal progress, expectancy confirmation, and positive affect.

2.3 Counterfactual Thinking Impacts Behavior:
Content-Specific Pathway

Generally speaking, counterfactuals influence behavior in a beneficial way in

terms of performance improvement. However, this general statement carries

8 Neal J. Roese and Kai Epstude
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several qualifications, the most important of which are that performance

benefits will be observed to a greater extent when (a) the causal inference

underlying the counterfactual is accurate and effective and (b) there is

opportunity for implementing the fruit of the causal inference. Thus, the

functional theory does not predict uniform performance improvement as

a consequence of any and all counterfactual thinking; rather, there are par-

ticular conditions and forms of counterfactual thinking that yield differing

degrees of impact on performance.

Counterfactual thinking may impact behavior in relation to a specific

problem at hand. The content-specific pathway embodies the transfer of

informational content (i.e., information centering on an action-outcome

causal linkage) from the counterfactual to behavioral intentions, which in

turn evokes behavior aimed at reducing the discrepancy between the actual

and ideal goal state. “This pathway is content specific in the sense that the

particular information contained in the counterfactual (i.e., the lesson

learned, or the belief in the causal effectiveness of a particular action) is

funneled directly into a behavioral intention and, as a consequence,

behavior” (Epstude & Roese, 2008, p. 171).

A key aspect of the content-specific pathway is causal inference. Roese

(1997) identified causal inference as one of two key mechanisms (the other

being a contrast effect) by which counterfactual thinking produces judg-

ment and decision-making consequences. The counterfactual statement

“If I had studied harder, I would have passed the exam” is essentially a state-

ment of the causal impact of studying on exam performance. Causal infer-

ences derive from implicit processing of covariation information and thus

are unconscious precursors to the conscious form of counterfactual thou-

ghts. As counterfactual thoughts tend to embrace a means-end linkage

(studying and performance), their typical form embraces personal action

followed by a desired goal outcome. More specifically, the causal meaning

of a counterfactual conditional tends to isolate one particular causal ante-

cedent as sufficient to have produced a desired, alternative outcome

(Alicke, Buckingham, Zell, & Davis, 2008; Burrus & Roese, 2006;

Mandel & Lehman, 1996; Petrocelli & Dowd, 2009; Roese, Hur, &

Pennington, 1999; Roese & Maniar, 1997; Roese & Olson, 1996;

Roese & Vohs, 2012; Spellman & Mandel, 1999).

Drawing on the causal inference contained in the counterfactual, a

behavioral intention to implement the corresponding action is formed or

facilitated, and this behavioral intention then feeds into corresponding

behavior.

9The Functional Theory of Counterfactual Thinking
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2.4 Counterfactual Thinking Impacts Behavior: Content-
Neutral Pathway

Counterfactuals may also have broader consequences that extend beyond

the problem that elicited them in the first place. The content-neutral path-

way specifies the type of information processing translating across domains

without transfer of the particulars of the insight contained in the counterfac-

tual. That is, independent of the specific meaning contained by it, the coun-

terfactual thought may activate mental procedures that carry over into

subsequent judgments and behavior. For example, as we argued in our

2008 paper,

… in the content-specific pathway, apple-thoughts lead to apple behaviors (‘I
should have eaten an apple’ results in subsequent apple consumption), whereas
in the content-neutral pathway, apple-thoughts might lead to orange behavior (or
turnip or squash or guava behavior).

Epstude and Roese (2008, p. 175)

The signature example is the counterfactual mindset, in which counterfac-

tual thinking in one domain alters performance in another (Galinsky &Kray,

2004; Galinsky, Moskowitz, & Skurnik, 2000; Hirt, Kardes, & Markman,

2004; Kray & Galinsky, 2003; Kray, Galinsky, & Wong, 2006; for an over-

view of the mindset construct, see Wyer, Xu, & Shen, 2012). For example,

in research by Galinsky and Moskowitz (2000), participants who had been

drawn into generating a counterfactual about another person’s chance of

winning a prize at a rock concert (the initial domain) were subsequently

more likely to achieve novel solutions in a very different domain (the

Duncker candle problem from Glucksberg & Weisberg, 1966). At a more

general motivational level, upward counterfactual thinking can feed into

behavior change by way of a general strengthening of motivation (e.g.,

Markman, McMullen, & Elizaga, 2008; Markman, McMullen, Elizaga, &

Mizoguchi, 2006).

2.5 Counterfactual Form Fits Function
The form of counterfactual thoughts may be characterized in various ways,

chief among them direction, structure, and social focus. By direction, we

mean the evaluative implication of whether the counterfactual embraces

an alternative outcome that is superior to or more desirable than actuality

(upward counterfactual) or inferior to or less desirable than actuality (down-

ward counterfactual). By structure, we mean whether the counterfactual is

10 Neal J. Roese and Kai Epstude
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constructed via the addition of a new action, means, or element not present

in actuality (additive counterfactual) vs the deletion of an action, means, or

element that was in fact present in actuality. By focus, we mean whether the

counterfactual’s action, means, or element connects to oneself vs another

person (in the attribution theory lexicon, this same conception differentiates

internal vs external locus of causation; Weiner, 1985).

At a general level, each of these three kinds of form varies in terms of how

useful it will be for goal progress, particularly in terms of the content-specific

pathway, which involves specification of a means-end causal linkage that

then informs a behavioral intention. In terms of direction, there is a general

advantage for upward counterfactuals over downward counterfactuals for

performance improvement, in that, by definition, an upward counterfactual

specifies an improvement to the status quo, whereas a downward counter-

factual specifies a deterioration to the status quo and thus points to ways to

preserve rather than improve upon the status quo. Hence, all else being

equal, the functional theory predicts that among spontaneous (vs prompted)

counterfactual thoughts, the upward form will predominate over the

downward form. In terms of structure, there is similarly a general advantage

for performance improvement achieved by additive over subtractive coun-

terfactuals, in that additive counterfactuals specify novel, creative solu-

tions to build upon the status quo. Therefore, all else being equal, the

functional theory predicts that among spontaneous (vs prompted) counter-

factual thoughts, the additive form will predominate over the subtractive

form (Roese & Olson, 1993b). Finally, in terms of social focus, it stands

to reason that personal benefit derives primarily from modification to one’s

own behaviors, hence there is an advantage for the self-focused over

the other-focused form that translates into the prediction that the for-

mer form will predominate over the latter form. Summarizing, the typical

form of a spontaneous counterfactual thought is upward, additive, and self-

focused.

To be sure, the above characterization of form fitting function is stated at

a general, main effect level. The prediction is that when averaging across

people, across domains, and across goals, there will be a main effect favoring

upward over downward, additive over subtractive, and self-focused over

other-focused counterfactuals. Importantly, this general pattern will shift

as a function of moderators that alter the goal structure of the episode that

evokes the spontaneous counterfactual. For example, sometimes individuals

may have a strong goal to makes themselves feel better, and, as a result, they

11The Functional Theory of Counterfactual Thinking
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may be more likely to generate downward counterfactuals in order to

achieve this goal (McMullen & Markman, 2000; White & Lehman, 2005).

There may also be groups of individuals who are chronically driven by a need

to feel good about themselves, such as narcissists, who may also be more

likely to generate downward than upward counterfactuals (this testable

hypothesis has not, to the best of our knowledge, been examined). Further,

self-focus is more useful and hence more prevalent when attached to a desire

to improve oneself, but other focus is more useful and hence more prevalent

with a desire to self-handicap or evade blame (e.g., Catellani & Bertolotti,

2014; McCrea, 2008).

The situations (or episodes) that evoke counterfactual thoughts consti-

tute another source of variation in the manner in which counterfactuals

impact behavior. Some situations involve problems that are unidimensional,

linear, and amenable to solutions achieved via analytic problem solving,

whereas other domains are multidimensional, recursively interconnected,

and amenable to more creative, divergent problem solving. We argue that

the additive form of counterfactual is more useful for, and hence more prev-

alent than, the subtractive form for multidimensional as opposed to linear

challenges.

Finally, goals differ. Although many goal conceptions exist, a particularly

useful conception is regulatory focus theory (Higgins, 1997), which differ-

entiates goal regulation in terms of focus on promotion (seeking gains vs

nongains) vs prevention (seeking nonlosses vs losses). For a promotion

goal, i.e., seeking improvements to the status quo, upward and additive

counterfactuals will be more useful and hence more prevalent. For a preven-

tion goal, i.e., preserving the status quo by thwarting deterioration, down-

ward counterfactuals (which specify what not to do in order to keep things as

they are) will be more useful and hence more prevalent than upward coun-

terfactuals. Also, the additive counterfactual form, which involves a creative

reconstruction of reality, is more useful, and hence more prevalent, for

achieving promotion goals, whereas the subtractive form, which involves

less creative deletion of aspects of the factual situation, is more useful, and

hence more prevalent, for achieving prevention goals (Pennington &

Roese, 2003; Roese et al., 1999, 2006). To summarize, counterfactual form

fits function at a general main effect level, but guided by the concept of goal

striving, this main effect is moderated by factors connecting to the individ-

ual, the situation, and the goal that comprise the specific episode that evokes

the counterfactual thought.
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2.6 Opportunity as Master Moderator
The theoretical conception of counterfactual thinking as serving partic-

ular goals has traditionally been parsed into behavior regulation vs affect

regulation (e.g., Markman & McMullen, 2003; Roese & Olson, 1997).

The signature distinction is between the activation of upward counter-

factuals, which connect to performance improvement, and downward

counterfactuals, which connect to affect regulation. At a main effect

level, upward counterfactuals predominate over downward counterfac-

tuals, but there are many exceptions, fueling the quest to identify key

moderators. Of these, we have in previous writings proposed that the

master moderator is opportunity, such that greater opportunity unleashes

the behavior regulation aspect of counterfactual thinking to a greater

extent than the affect regulation aspect (Epstude & Roese, 2008, 2011;

see also Roese & Olson, 2007). When opportunity for corrective action

presents itself, counterfactuals can inform subsequent behavior and

enhance performance, via either the content-specific or content-neutral

pathway. When opportunity is reduced, by contrast, counterfactuals

afford little help in corrective action, and so instead affect regulation pre-

dominates over preparation, such that people generate thoughts that

mainly serve to make them feel better (e.g., “it was lucky that things

weren’t worse for me”).

By master moderator, we mean that a variety of more concretely defined

moderator constructs may be understood as instantiations residing under one

higher-order umbrella construct. By opportunity, we mean a chance or pos-

sibility to effect change in the status quo (Roese & Olson, 2007; Roese &

Summerville, 2005; Summerville, 2011a, 2011b). Opportunity is defined

with regard to the individual in the here and now, as a present-tense prop-

erty of the person-situation status quo. Perceiving opportunity means

believing that taking action will produce a change to the status quo.Without

opportunity, the situation is sufficiently constrained that action produces lit-

tle or no effect on the status quo. For example, a typical middle class adult has

the opportunity to buy different types of cars depending on individual pref-

erences, whereas the choice of home town is much more constrained by

external circumstances. Most human beings have the opportunity to run

in the face of danger, but zero opportunity to fly from danger. The key

defining aspect of opportunity is: does the individual have both the capacity

to take action and does the action have the causal property of being sufficient

to effect a change?
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Opportunity as an overarching concept may be glimpsed within various

lower level constructs that have been examined in prior research, each of

which embraces either personal capacity or effectance. Perceived control

is a construct that connects to both capacity and effectance (Tykocinski &

Steinberg, 2005). Event repeatability refers to whether there is the situa-

tional opportunity to take action in the near future (Markman, Gavanski,

Sherman, &McMullen, 1993). Decision reversibility refers to whether a past

decision may be subsequently changed (Bullens, Van Harreveld, & F€orster,
2011). And individuals vary in their implicit beliefs as to whether human

behavior is inherentlymalleable vs fixed (Dweck, 1996; see chapter “Implicit

theories: Assumptions that shape social and moral cognition” by Plaks). All

of these examples of specific constructs embody the essence of opportunity,

and all are predicted to exert a moderating effect, such that the link from

counterfactuals to behavior is stronger under higher opportunity.

2.7 Other Functions
The functional theory of counterfactual thinking asserts that multiple func-

tions may be served by counterfactuals, and that the particular structural

form or content of those counterfactuals will vary as a function of the acti-

vation of particular functions. A preparative function occupies the bulk of

our attention in this chapter, yet previous writings articulated additional

functions, chief among them an affective function. In other words, counter-

factuals can sometimes take a downward form, in which a worse alternative

is considered, which in turn (by way of a contrast effect) evokes more pos-

itive emotions (Roese, 1997, 1999; Roese &Olson, 1995a, 1995b, 1997; see

also Allen, Greenlees, & Jones, 2014). Accordingly, under some circum-

stances, people may generate downward counterfactuals strategically in

order to make themselves feel better. The key structural differentiator

between a preparative and affective function is direction of comparison:

upward counterfactuals are more useful for preparation, whereas downward

counterfactuals are more useful for affect repair. In measures of spontaneous

counterfactual thinking, downward counterfactuals occur rarely, thus lend-

ing weight to the assertion that counterfactuals embrace this affective func-

tion relatively rarely, i.e., under certain unusual circumstances, such as when

amore tragic event very nearly happened (McMullen &Markman, 2000), or

when affective self-enhancement motives are heightened or chronically

activated (Rim & Summerville, 2014; White & Lehman, 2005).

Another way that the affective function might be served is by way of

excuse making, which may, in part, reflect self-esteemmaintenance, but also
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self-presentation following failure (McCrea, 2008; Tyser, McCrea, &

Kn€upfer, 2012). For example, after a loss in the sport of baseball, one player

might note that if only the pitcher had played better, the team would have

won. In this case, the counterfactual takes the form of a self-serving attribu-

tion, in which blame is deflected away from the self and onto another person

(Feeney, Gardiner, Johnston, Jones, & McEvoy, 2005; McCrea, 2007;

Roese & Olson, 1993a, 2007). The key structural differentiator here is

self-focus (or internal vs external locus of causation): self-focused (upward)

counterfactuals are more useful for the preparative function whereas other-

focused (upward) counterfactuals can be affectively soothing. Because coun-

terfactual thinking connects to goal cognition, the most active goal in the

moment dictates which form of counterfactual is activated. If an achieve-

ment or performance goal is active, counterfactuals tend to be upward,

self-focused, and beneficial for subsequent performance (McCrea, 2008),

whereas if the goal is to make oneself feel better, counterfactuals may be

upward and other-focused (Tyser et al., 2012) or downward and self-

focused (White & Lehman, 2005). Interestingly, if the individual has the goal

of presenting a favorable impression to others, claiming upward, other-

focused counterfactuals will backfire. Audiences apparently appreciate and

evaluate more positively individuals who accept blame by communicating

upward, self-focused counterfactuals (Wong, 2010).

Are there other functions served by counterfactuals, beyond those of pre-

paratory and affective? Undoubtedly there are, but we argue that these will

likely be niche motives that are operative among a relatively small sub-

population and under relatively rare circumstances. In our view, there is a

hierarchy of importance and hence frequency of operation, such that coun-

terfactuals are largely preparative, sometimes affectively soothing, and occa-

sionally aimed at excuse making.

2.8 Theoretical Precursors
In summarizing, the main postulates of the functional theory of counterfac-

tual thinking, we pause to note the chief theoretical precursors to this con-

ception. The idea of connecting structure to function has been essential to

biology since at least the time of the ancient Greeks and forms the backbone

of contemporary anatomy and physiology. The notion that social psycho-

logical processes have structural forms that may connect meaningfully to

behavioral function appeared in Katz (1960), who linked attitudes (long a

key construct in social psychology) to four distinct functions (instrumental,
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ego-defensive, value-expressive, and knowledge). Katz’s seminal contribu-

tion was to organize disparate attitude change findings systematically with

regard to goals: “both attitude formation and attitude change must be under-

stood in terms of the needs they serve and that, as these motivational pro-

cesses differ, so too will the conditions and techniques for attitude change”

(p. 167) and “recognition of the complex motivational sources of behavior

can help to remedy the neglect in general theories which lack specification of

conditions under which given types of attitude will change” (p. 168).

The functionalist idea of interplay between motivation and cognition

was applied to counterfactual thinking and mental simulation by Johnson

and Sherman (1990). Widely cited in subsequent papers on counterfactual

thinking, this book chapter was more catalyst than detailed explication.

Ranging over wide terrain of social cognition research (e.g., expectancies,

stereotyping, reality monitoring, overconfidence, mood-congruent recall,

etc.), the discussion of counterfactual thinking accounted for just 3 of

44 pages. The contribution to the functional theory was so brief that we

may quote it here it in its entirety: “Counterfactual thinking can prepare

us for maintaining our beliefs in the future; for coping with an uncertain,

unexpected, or stressful future; and for paving the way for changing in

the future” (p. 509) and “The generation of counterfactuals gives us flexi-

bility in thinking about possible futures and prepares us better for those

futures… Event simulation serves problem-solving and emotion-regulating

functions for stressors by increasing the perceived validity of the imagined

experiences, providing a framework for organizing experience, and provid-

ing a mechanism for mustering helpful emotions” (p. 510). The more formal

and detailed statement of the functional theory of counterfactual thinking

appeared in Roese (1997; see also Roese & Olson, 1993a, 1995a, 1997),

with significant qualifications and additions appearing in Markman and

McMullen (2003). The updated version that named the functional theory

of counterfactual thinking in its title (Epstude & Roese, 2008) is the imme-

diate precursor to the present paper.

3. CORE EVIDENCE

In this section, we begin our consideration of the principal evidence in

support of the functional theory of counterfactual thinking. Included are

research programs from social psychology, emphasizing those publications

that have appeared since our 2008 paper. Further evidence is considered

in Section 4 (which centers on findings discrepant with the theory) and
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Section 5 (which centers on evidence from disciplines other than social psy-

chology). We begin with the core assertion, that counterfactuals are most

often centered on goals.

3.1 Counterfactuals Are About Goals
Counterfactual thoughts that occur spontaneously on a daily basis center

mainly on goals. They focus on what one personally could have done to

have achieved the goal, or to have bypassed some obstacle so as to achieve

a more desirable outcome. As such, most spontaneous counterfactuals

are episodic (as opposed to focused on general world knowledge), per-

sonal (as opposed to focused on others), and upward (as opposed to

downward).

One way to capture the connection of counterfactuals to goals centers on

the broadest and biggest of all goals, those of life goals or core motives. What

are the fundamental motives that drive human behavior? As a reasonable

theoretical default, we draw on the classic contribution by Atkinson and

McClelland (e.g., McClelland, Atkinson, Clark, & Lowell, 1953) to assume

three core motives: the needs for achievement, affiliation, and power. By

achievement, we mean personal advancement to greater degrees of mastery,

understanding, and prosperity. By affiliation, we mean any and all interper-

sonal connections, be they dyadic, romantic, filial, community, tribal, or

national. By power, we mean the personal asymmetric control over valued

resources relative to other people. Beyond this classic specification, there are

many other systems of carving up core motives, among them the Maslow

(1943) pyramid of needs, its recent update by Kenrick, Griskevicius,

Neuberg, and Schaller (2010), one based on social motives (Stevens &

Fiske, 1995) and another centering on effectiveness (Franks & Higgins,

2012). For present purposes, the key question is whether counterfactual

thoughts connect in a meaningful way to core motives.

Multiple motives drive human behavior in multifaceted ways, but there

may be broader priorities among core motives. Studies of counterfactual

thinking, and of life regrets in particular, offer us a back door research

approach, i.e., getting at the question indirectly rather than simply asking

people, “What matters most to you?” In assessing life regrets, the approach

is to ask people: If you could live your life over, what would you do differ-

ently? For some, there is a ready answer to this question. Some people burn

with red-hot regret (“I should have asked that girl out in high school;”

“I should have tried to be an artist”), others have reconciled themselves with
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their past (Maybe I should have moved to New York, but I’m fine here in

St. Louis), but nearly everyone asked can give an answer. Regret is a coun-

terfactual emotion that reflects an awareness of personal standards and that

mistakes can be made. Morrison, Epstude, and Roese (2012) asked partic-

ipants to report on the emotional intensity of their biggest life regrets. They

found that the most intense life regrets reflect the core motive of affiliation,

for example love regrets, friendship regrets, and regrets about not phoning

mom last week. Regrets relating either to affiliation or achievement dom-

inated over other kinds of life regrets, but affiliation regrets were felt more

intensely than achievement regrets (see Towers, Williams, Hill, Philipp, &

Flett (2016) for further supportive evidence). In probing this pattern further,

Morrison et al. found that when people felt threatened by life circumstances

that challenged their relationships, they reported more intense life regrets. In

short, when people looked across their lives as a whole, and pondered which

parts had something missing, what most bothered them were absences in

social connection.

Further evidence that counterfactuals connect importantly to the core

motive of affiliation came from research on social closeness

(Summerville & Buchanan, 2014), defined in terms of maintaining closeness

to others by way of “repairing damaged social ties” (p. 464). According to

these authors, publicly expressing a regret (i.e., an upward, self-focused

counterfactual) essentially communicates the acceptance of blame as

opposed to the deflection of blame onto others (as in the excuse-making

function of counterfactuals). In Study 1 of this work, the public expression

of regret in the form of Twitter messages (tweets) was content analyzed,

which showed that tweet regrets tend more often than not to embrace social

closeness by way of accepting self-blame (as opposed to excuse making); and

in Study 3, participants explicitly drew a connection between their publicly

expressed regrets and the goal of social closeness. A related finding is

reported in the context of intergroup relations. Imhoff, Bilewicz, and Erb

(2012) showed that regret for an ingroup atrocity is linked to intentions

to engage in intergroup contact with the victim group. From the loftiest

vistas of what motivates us to our most cherished ends, it is clear that coun-

terfactuals connect to motivation. Counterfactuals are about goals.

When people speak of profoundly important goals, they often invoke

meaning in life, which may be defined as belief in the coherence, signifi-

cance, and purpose of life in general (Heine, Proulx, & Vohs, 2006;

Heintzelman & King, 2014). The above findings regarding life regrets

and affiliation goals may hold significance for questions of meaning in life.
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Satisfying social relationships can imbue life with depth and clarity. By con-

trast, the loss of a loved one evokes the terror of a loss of meaning, solace for

which is offered by various belief systems (e.g., religion) that serve to restore

meaning. The mere consideration of a counterfactual fork in the road—

what if my life had taken a different route (living in a different country, mar-

rying a different person, engaging in a different occupation)—seems to

evoke a greater sense of meaning (Ersner-Hershfield, Galinsky, Kray, &

King, 2010; Kray et al., 2010; Seto, Hicks, Davis, & Smallman, 2015;

Waytz, Hershfield, & Tamir, 2015). This type of manipulation also affects

religiosity. When individuals consider alternatives to an event in their past,

they report higher levels of religiosity than when just reporting factually on

the same event (Buffone, Gabriel, & Poulin, 2016). In this way, counterfac-

tuals connect to perhaps the loftiest of all goals, the quest for life’s meaning

and ultimate purpose.

Even with less lofty goals, counterfactuals are deeply connected. For

example, a manipulation of the desirability of a counterfactual outcome

makes that counterfactual seem more likely (Kanten & Teigen, 2015,

Study 5). In other words, the desirability of an outcome, which drives goal

formation and attainment, gears counterfactual thinking more toward

implemental forward momentum, thus elevating the feasibility and attain-

ability of the imagined counterfactual action. Relatedly, individual dif-

ferences in focus on goals are associated with greater frequency of

counterfactual thoughts. For example, the tendency to be a maximizer

vs a satisficer (and, relatedly, variation in perfectionism) correlates with

heightened feelings of regret (Ma & Roese, 2014; Schwartz et al., 2002;

Sirois, Monforton, & Simpson, 2010). In addition, individual differences

in assessment, that is, the tendency to examine and compare different

means to attaining a specific goal, are positively related to generating more

upward, self-focused counterfactual thoughts (Pierro et al., 2008). Thus,

from the loftiest to the most mundane of goals, counterfactuals are invol-

ved. The connection of goals to counterfactuals is next considered in light

of how the activation of counterfactuals is contingent upon variation in

need states.

3.2 Evidence That Situational Need Evokes
Counterfactual Thinking

Counterfactual thoughts are more numerous when they are most needed—

when goals are blocked, or when outcomes fall short of what was desi-

red. The finding that counterfactuals are generated spontaneously to a far
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greater extent following negative than positive outcomes has been observed

repeatedly. In our 2008 paper, we reviewed several studies demonstrating

this point (Gilovich, 1983; Hur, 2001; McEleney & Byrne, 2006;

Roese & Hur, 1997; Roese & Olson, 1997). Newer evidence continues

to appear. For example, in coding open-ended responses at the trial-by-trial

level of a multiple trial learning task, Petrocelli and Harris (2011) reported

that nearly all observed instances of counterfactual thinking followed from

losses rather than from wins. In a laboratory tasting task, selection of bad-

tasting (vs good-tasting) drinks evoked more spontaneous counterfactual

thoughts (Hafner, White, & Handley, 2012). Among children aged 8–11,
spontaneous counterfactual thoughts in reaction stories told to them were

more prevalent following negative as opposed to positive story outcomes

(Guajardo, McNally, & Wright, 2016; see also German, 1999). Similarly,

the greater the severity of trauma, the more numerous the counterfactual

thoughts focusing on the events leading up to the traumatic experience

(Dalgleish, 2004; Davis, Lehman, Wortman, Silver, & Thompson, 1995).

Very clearly, negative outcomes evoke greater counterfactual thinking than

positive outcomes.

A need to reassess, retool, and regroup can be construed as a further instan-

tiation of a situational need that evokes counterfactual thinking. Information

about the decision process itself can be gleaned in part from information about

an alternative outcome. For example, in considering various vacation options,

an individual might make a decision and be satisfied with it, and yet still crave

information about some other hotel she might have stayed in. Would it have

been as good as the one chosen? Maybe it would have been better … Such

counterfactual information can be painful. A new, more concrete upward

counterfactual (e.g., “I should have picked the other option”) can be realized

through the acquisition of specific details as to what might have been. Indi-

viduals thus face a trade-off between wanting to know what might have been

(which can be painful yet informative) vs keeping their head in the sand

(which is painless yet uninformative). Several lines of evidence suggest that,

all else being equal, people do seek out potentially painful information after

a decision is made (Kruger & Evans, 2009). But as a further example that

situational need is a determinant of counterfactual activation, several lines

of evidence also indicate that negative decision outcome information and

feelings of dissatisfaction with a decision evoke an even greater tendency to

seek out counterfactual information (Shani, Tykocinski, & Zeelenberg,

2008; Shani & Zeelenberg, 2007; Summerville, 2011a).
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3.3 Evidence That Counterfactual Thinking Impacts Behavior:
Content-Specific Pathway

In our 2008 paper, we reviewed a variety of evidence that counterfactuals

may impact behavior, involving such outcomes as laboratory anagram tasks

(Markman et al., 2008; Reichert & Slate, 2000; Roese, 1994), academic per-

formance (Nasco & Marsh, 1999), and landing an airplane in a flight simu-

lator (Morris & Moore, 2000). Next, we consider evidence that has been

published since our 2008 review.

Generally, speaking, three kinds of evidence are relevant: (a) counterfac-

tuals influence behavioral intentions, (b) behavioral intentions influence

behavior, and (c) counterfactuals influence behavior. The (b) connection

involves a separate literature derived from the theory of reasoned action

and the theory of planned behavior (Ajzen, 1991); we refer back to our

2008 paper for coverage of this literature. Accordingly, we focus here on

recent evidence regarding links (a) and (c).

Turning first to evidence that counterfactuals influence behavioral

intentions, early evidence took the form of manipulations of counterfac-

tual thinking followed by generic intention ratings (Krishnamurthy &

Sivaraman, 2002; Page & Colby, 2003; Roese, 1994). A more subtle tech-

nique rooted to sequential priming showed that the momentary consi-

deration of a counterfactual proposition facilitates consideration of a

corresponding behavioral intention (Smallman & Roese, 2009). Across

multiple trials, counterfactual judgments facilitated (i.e., sped up reaction

times of ) intention judgments, relative to a no-judgment baseline and to a

control judgment involving frequency estimation. Facilitation occurred

only when the counterfactual and the intention focused on the same

behavior, thus confirming a content-specific mechanism as opposed to a

content-neutral one (in which case the mere recognition of a counterfac-

tual might unleash a brief motivational burst that impacts both related and

unrelated behavioral intentions). This (within-subject) sequential priming

paradigm has proven useful for exploring further conditions regarding the

link between counterfactuals and intentions.

Smallman and McCulloch (2012), using this same sequential priming

paradigm, replicated the effect that counterfactuals facilitate behavioral

intention judgments with corresponding content. However, they discov-

ered that this facilitation effect was stronger when the counterfactual cen-

tered on an event from the recent as opposed to distant past. Connecting

this finding to construal-level theory (Trope & Liberman, 2010), the insight
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is that more recent events involve a lower level construal, entailing more

contextual details but also greater emphasis on feasibility. Thus, the calculus

of feasibility feeds into the process of translating counterfactuals into behav-

ioral intentions, strengthening this link both when the counterfactual event

is situated in the near rather than distant past, and when the behavioral inten-

tion specifies action in the near rather than distant future. By similar logic,

Smallman (2013) used the same sequential priming paradigm to show that

the counterfactual-intention facilitation is stronger when the relevant con-

tent was more detailed or involved a specific rather than general class of

behavior. The basic pattern that counterfactuals facilitate the formation of

behavioral intentions has been confirmed by several other researchers

(McCulloch & Smallman, 2014; Walker, Smallman, Summerville, &

Deska, 2016).

The above findings document the link from counterfactuals to behav-

ioral intentions. Further evidence documents the link from counterfactuals

to performance. Among the more compelling domains in which to study

counterfactual thinking is negotiation (Galinsky, Seiden, Kim, & Medvec,

2002). When two or more individuals bargain over limited resources, a

mutually beneficial agreement is far from certain. Success at negotiation

depends on skill, a command of the facts, and insight into the intentions

of the other negotiator. In short, the task is multifaceted and amenable to

multiple solutions, among them “log-rolling” (or an integrative solution)

by which negotiators recognize that they can each give up a less valued

objective to the other while keeping a more favored objective for them-

selves. In research by Kray, Galinsky, and Markman (2009), a manipulation

of counterfactual content showed that additive counterfactuals resulted in

superior subsequently negotiated outcomes (that embodied integrative solu-

tions) compared to subtractive counterfactuals. In other words, focusing on

what specific actions one might have taken to have achieved a better prior

negotiated outcome (an additive counterfactual) resulted in enhanced per-

formance in a subsequent negotiation, relative to focusing on a prior action

that should not have been taken (a subtractive counterfactual). As we argued

with regard to form following function in Section 2.4, there is a general

advantage for performance improvement achieved by additive over subtrac-

tive counterfactuals, in that additive counterfactuals specify novel, creative

solutions that build upon the status quo, as opposed to the more simplistic

subtractive counterfactuals that merely delete that which was already in fact

performed.
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Wong, Haselhuhn, and Kray (2012) showed that measured (rather than

manipulated) upward (vs downward) counterfactuals predicted subsequent

negotiation success. This finding reflects another example of the notion of

form following function: There is an advantage for upward counterfactuals

over downward counterfactuals for performance improvement, in that, by

definition, an upward counterfactual specifies an improvement to the

status quo, whereas a downward counterfactual specifies a deterioration

to the status quo (and thus points to ways to preserve rather than improve

upon the status quo). Dyczewski and Markman (2012) both measured and

manipulated upward vs downward counterfactuals and found positive effects

on motivation and performance on a subsequent laboratory task. However,

their finding was highly contingent on beliefs about the attainability of

the outcome, a moderating effect that supports our contention of the oppor-

tunity principle as master moderator, a point that we will revisit in a

Section 3.6. To summarize, substantial new evidence links counterfactuals

both to behavioral intentions and to performance.

3.4 Evidence That Counterfactual Thinking Impacts Behavior:
Content-Neutral Pathway

A key assertion of the functional theory of counterfactual thinking is that

counterfactuals may influence behavior by either of two pathways, a content-

specific vs a content-neutral pathway. The content-neutral pathway involves

the indirect effect of motives or mindsets that feed into behavior change regard-

less of the content of the counterfactual per se. In our 2008 paper, we reviewed

evidence for a counterfactual mindset, in which counterfactuals activated in one

domain can affect performance in a different domain (e.g., Galinsky & Kray,

2004; Kray et al., 2006; Markman, Lindberg, Kray, & Galinsky, 2007). New

evidence broadens our understanding of the content-neutral pathway.

The key idea behind a counterfactual mindset is that the cognitive pro-

cedure of generating alternative ideas may be activated in the moment, and

result in subsequent continued use of the procedure, whichmay then result in

general judgment effects that seem more expansive and less constrained by a

single, dominant solution. For example, the counterfactual mindset may shift

judgments by individuals by way of reducing confirmation bias (Galinsky &

Moskowitz, 2000; Kray & Galinsky, 2003), and it may shift judgments by

groups by way of encouraging members to coordinate their discussion across

disparate opinions (Galinsky & Kray, 2004; Liljenquist, Galinsky & Kray,

2004). Stated more comprehensively, the counterfactual mindset induces a
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mental procedure that involves the consideration of associations across

objects and patterns; as a result, such mindsets improve performance on tasks

involving consideration of relations and associations, but impair performance

on tasks involving novel idea generation (Kray et al., 2006).

Markman et al. (2007) suggested a conceptual separation of counter-

factual mindsets into those stemming either from additive vs subtractive

counterfactual thinking. As we noted previously, additive counterfactuals

involve specification of a new antecedent that did not in fact occur, whereas

subtractive counterfactuals involve the mental removal of an antecedent

that was in fact present. These authors provided evidence that the pre-

viously observed effects, such that the counterfactual mindset induces pro-

cedures that encourage relational processing, are in fact restricted to the

subtype of mindset rooted to the subtractive counterfactual. By contrast,

the additive counterfactual mindset (which, in and of itself, involves creative

generation of prior actions that could have occurred but had not, perhaps,

been previously considered) promotes an expansive processing style that

facilitates (rather than impairs) creativity and novel idea generation. Again,

the defining feature of a counterfactual mindset (as it is for any mindset;

see Wyer et al., 2012) is that it embodies the activation of a cognitive pro-

cedure that carries forward from one content domain to another. One may

generate an “if only” thought about a game of tennis in the morning and

then find that it influenced the purchase of a birthday present for a friend

in the afternoon. A counterfactual mindset is emblematic of a content-

neutral process.

We emphasize that the content-specific and content-neutral pathways

are not mutually exclusive but rather complementary: Both may occur at

the same time, and they may interact. Nevertheless, Myers, McCrea, and

Tyser (2014) provided evidence for the content-neutral pathway by using a

method that held constant the content of the counterfactuals while exam-

ining the role of affect in boosting task persistence. In Study 1 of their

paper, participants solved anagrams that were divided into two blocks.

Between blocks, counterfactual thinking was manipulated, but rather than

having participants generate their own idiosyncratic content, some of the

participants focused their attention on one, experimenter-provided coun-

terfactual by writing it down three times, whereas those in the control con-

dition were not exposed to a counterfactual. In addition, participants rated

their current mood state. The counterfactual induction did not affect the

corresponding action described by the counterfactual, so, in this experi-

ment, the content-specific pathway was not operative. However, the
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counterfactual induction did influence performance, but there was a catch.

Inducing the participants to focus on a counterfactual resulted in perfor-

mance improvement only for those reporting high negative mood after

the counterfactual writing task. In Study 2, this same pattern was reported

for the dependent variable of task persistence. The implication of this

research is that the content-neutral pathway may require a motivational

push from negative affect. When people feel bad, they work harder to alle-

viate the negative feelings. As these authors noted, “When individuals

experience more negative affect as a result of counterfactual thinking, they

should judge their performance as inadequate… Effort on the task is incre-

ased, leading to more broad improvement” (p. 14; see also Markman

et al., 2008).

Further evidence that upward counterfactual thinking can feed into

behavior change by strengthening motivation comes from several studies.

Wong (2007) experimentally manipulated exposure to upward vs down-

ward counterfactuals created by others and found that the former (vs latter)

increased motivation pertaining to a writing–revising task, and this motiva-

tion predicted subsequent performance. Nasco and Marsh (1999) showed

that frequency of upward, self-focused counterfactuals predicted subsequent

increases in perceived control and also superior academic performance.

McMullen, Markman, and Gavanski (1995) reported an experimental

manipulation wherein upward, self-focused counterfactuals evoked more

perceived control than did downward, self-focused counterfactuals. Finally,

self-efficacy is defined as the personal belief that one has the ability to recruit

the necessary resources to meet a particular objective. Tal-Or, Boninger,

and Gleicher (2004) manipulated the direction of counterfactual com-

parison, and found that generation of upward counterfactuals elevated

self-efficacy relative to generation of downward counterfactuals. Thus, evi-

dence supports the idea that counterfactuals can provide a motivational

boost that then feeds into performance.

3.5 Evidence That Counterfactual Form Fits Function
At a general level, are counterfactuals suited to guiding future behavior?

Benchmarking their detailed assessment of counterfactual content against

similar content within prefactuals and memory for past episodes, De

Brigard and Giovanello (2012) found that counterfactuals were unique in

containing elaborative detail that built on the foundation of the evoking

event. Such counterfactual-based generalization of knowledge exemplifies
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learning from experience and results in performance improvement

(Smallman, 2013; Zhang, Paik, & Pirolli, 2015).

Counterfactual content that is upward, additive, and self-focused is more

useful, and hence likely to be more prevalent (in terms of spontaneous

thoughts, for example as accessed via unprompted thought listing). Such

evidence was reviewed in our 2008 paper, but newer evidence includes

the following. First, upward counterfactuals outnumber downward coun-

terfactuals at rates as high as 95% (Petrocelli, Seta, Seta, & Prince, 2012).

De Brigard, Addis, et al. (2013) found that upward counterfactuals were

judged as more vivid and more likely to have occurred than downward

counterfactuals. Second, additive counterfactuals outnumber subtractive

counterfactuals (Callander, Brown, Tata, & Regan, 2007; Petrocelli et al.,

2012). Third, self-focused counterfactuals outnumber other-focused coun-

terfactuals (McCrea, 2007, Study 1).

An interesting question that stems from this latter observation is the

aspect of personal control. According toWeiner’s (1985) attribution theory,

causal attributions may fall along three independent dimensions: locus, sta-

bility, and controllability. In this conception, whether an attribution is inter-

nal vs external is orthogonal to its controllability, such that for either the self

or another person, an aspect might be highly controllable (e.g., task effort) or

less controllable (e.g., intelligence). For a counterfactual to be informative

about goal progress, and to be useful in terms of specifying causally effica-

cious action, the counterfactual should connect to both an internal and a

controllable cause. As we shall see, there has been evidence both consistent

and inconsistent with this point, and we return to these ideas as we consider

challenges to the theory in Section 4.1.

In general, substantial evidence shows that counterfactuals not only focus

on internal (or self-focused rather than other focused) antecedent actions,

but also that these actions are personally controllable by the individual.

For example, Hammell and Chan (2016) had their participants play popular

console video games (e.g., archery using the NintendoWii console) in a lab-

oratory setting. Counterfactual thinking was prompted and then coded by

raters; counterfactuals focusing on controllable aspects outnumbered those

focusing on uncontrollable aspects by a factor of two to one (but the under-

powered statistical tests were nonsignificant). Similarly, Markman,

Gavanski, Sherman, and McMullen (1995) used a gambling task in which

participants played a computer-simulated “wheel of fortune” game, with

their degree of control over the task experimentally manipulated to involve

either controlling which of two wheels dictated their payoff or controlling
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the stopping point of the wheel. The game was fixed so that outcomes were

the same but would generate varying degrees of counterfactual thinking

based on how close the wheel came to a large payoff. Counterfactual think-

ing was assessed via direct prompts, and these counterfactuals tended to focus

on whatever aspect of the game the participants had (ostensible) control

over. In studies involving hypothetical scenarios, participants tended to

provide counterfactuals that centered on the scenario protagonist’s uncon-

strained, controllable actions, as opposed to constrained aspects of the situ-

ation (Girotto, Legrenzi, &Rizzo, 1991; Mandel, 2003; Mandel & Lehman,

1996; McCloy & Byrne, 2000; McEleney & Byrne, 2006). Davis et al.

(1995, Study 2) noted that the counterfactual thoughts generated in response

to trauma overwhelmingly focus on personally controllable action (and

hence involve significant self-blame; see also Davis, Lehman, Silver,

Wortman, & Ellard, 1996).

At a more general level, it goes without saying that the observation of

frequent reports of regret (according to one paper, regret is the second most

commonly reported negative emotion: Saffrey, Summerville, & Roese,

2008) directly supports the contention that spontaneous counterfactual

thinking is mostly upward (because regret, by definition, is a negative emo-

tion predicated on an upward, self-focused counterfactual). The regret

literature documents numerous incidents of reports of regret connecting

to all manner of life concerns, large and small (Gilovich & Medvec, 1995;

Morrison & Roese, 2011; Roese & Summerville, 2005; Zeelenberg &

Pieters, 2007). However, as we shall see in a subsequent section, the question

of whether upward counterfactuals mainly focus on personally controllable

action has become a lightning rod for controversy concerning the very legit-

imacy of the functional theory of counterfactual thinking. We will return to

evidence that challenges this linchpin of our theory.

3.6 Evidence That Opportunity Is the Master Moderator
Opportunity has been proposed as the master moderator that dictates

whether or not counterfactual thinking results in performance benefits

(Epstude & Roese, 2008; Roese & Olson, 2007; Roese & Summerville,

2005). When opportunity for corrective action presents itself, counterfac-

tuals can inform subsequent behavior and enhance performance, via either

the content-specific or content-neutral pathway. When opportunity is

reduced, by contrast, counterfactuals afford little help in corrective action,

and so instead the operative process centers on affect regulation rather
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than preparation: people generate thoughts that mainly serve to make

them feel better.

Under higher opportunity, the relative prevalence of those forms of

counterfactual thinking conducive to behavior change is increased. For

example, taking event repeatability as a form of opportunity, upward coun-

terfactuals are more prevalent under high than low event repeatability

(Markman et al., 1993). Taking personal control as a form of opportunity,

upward counterfactuals are more prevalent under high than low control

(Roese & Olson, 1995c; Tykocinski & Steinberg, 2005). If regret is under-

stood to reflect upward, self-focused counterfactuals, then it is noteworthy

that regret is greater for high than low opportunity actions (Roese &

Summerville, 2005; Summerville, 2011a, 2011b). Taking a reversible deci-

sion as a form of opportunity, upward counterfactual thoughts are more

prevalent following a reversible than irreversible decision (Hafner et al.,

2012; see also Bullens et al., 2011; Bullens, Van Harreveld, F€orster, &
Van Der Pligt, 2013; Gilbert & Ebert, 2002).

On the flipside, reduced opportunity pushes people to toward affect reg-

ulation, for example in the form of self-serving biases (Roese & Olson,

2007). Intriguing new evidence for this pattern came from a pair of longi-

tudinal studies assessing self-reports of perceived opportunity, reaction, and

affective repair work (Bauer &Wrosch, 2011). These authors found that for

those perceiving less opportunity, engaging in affect regulation by way of

taking note of others who are worse off (a downward social comparison)

corresponded with emotional well-being over time. Without those down-

ward social comparisons, emotional well-being worsened.

Recent findings reveal a fuller picture of moderation of the processing

sequence connecting counterfactual thinking to behavior. The focal behav-

ior in one such research project was negotiation (Wong et al., 2012). The

participants were business school students taking a course on negotiation,

thus there was a clear vested interest in performance outcomes (business stu-

dents are notoriously competitive), and the operational definition of oppor-

tunity took the form of individual differences in beliefs, specific to

negotiation, as to whether people are inherently malleable in their actions.

Drawing from Dweck and Leggett’s (1988) conception of incremental vs

entity implicit beliefs (see also Park & Kim, 2015; Plaks, this volume),Wong

et al. developed a custom measure of implicit negotiation beliefs such that,

on an individual difference level, participants varied in their expectation of

malleability, and hence opportunity, within their negotiations. Indivi-

duals holding relatively more malleable beliefs generated more upward
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counterfactuals in response to negotiation than did individuals holding fixed

beliefs. Those upward counterfactuals also translated into superior subse-

quently negotiated outcomes. Stated differently, individual differences in

perceived opportunity moderated the extent to which counterfactuals fed

into improved performance.

Design-wise, research by Dyczewski and Markman (2012) was highly

similar to Wong et al. (2012) in exploring moderation by opportunity from

the foundation of Dweck and Leggett’s (1988) conception of incremental vs

entity implicit beliefs. Participants were university undergraduates, and the

task at hand involved solving anagrams. Participants completed some ana-

grams, received false failure feedback, and then were induced to generate

either upward or downward counterfactuals. They then completed more

anagrams, and the difference between the first and second set of anagrams

constituted a measure of performance improvement. Opportunity varied

as an individual difference variable, and among those with greater opportu-

nity beliefs (i.e., incremental theorists), generating upward (vs downward)

counterfactuals resulted in greater motivation to improve and greater overt

performance improvement.

Stepping back for a moment, we clarify our argument about opportu-

nity to specify deeper details of what the construct entails. Essentially, the

idea of future opportunity also implies having a more detailed representa-

tion of the specific event (i.e., lower level construal, Trope & Liberman,

2010). Individuals may then perceive the event as being more likely to

occur or recur. Given a previous failure, individuals may also have quite

specific aspects of the event activated from memory. An illustration of this

idea comes from a research that examined the impact of opportunity on rec-

ollections of the past (Si, Wyer, & Dai, 2016). These researchers manipu-

lated opportunity by having participants focus on a recent factual New

Year’s Eve experience and then explain why it was either likely or unlikely

to recur (Study 2). The dependent variable centered on the subjective tem-

poral distance from the past event, measured using a self-report scale with

the endpoints “feels like yesterday” and “feels very far away.” Greater

opportunity (i.e., the event was likely to happen again) decreased the sub-

jective temporal distance from the past event. Furthering this conception,

Van Boven, Kane, McGraw, and Dale (2010) found that subjective tempo-

ral distance is reduced by the emotional intensity of the focal event. Putting

these observations together, it seems that opportunity involves a lower level

of construal that embraces focus on detail and feasibility, key ingredients for

action preparation.
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Summerville (2011b) added a further clarification to the opportunity

principle in differentiating between past vs future opportunity. In research

tracking regrets centering on choices of sorority among first-year university

students, she found that when opportunity judgments centered on past cir-

cumstances (i.e., at the time a key decision was made), relatively lower per-

ceived opportunity was associated with greater regret. In other words, this

pattern is the reverse of what we have described as the opportunity principle,

but it specifically centers on retrospective rather than prospective judgments

of opportunity (Beike, Markman, & Karadogan, 2009). By contrast, when

opportunity judgments were focused on the future, regrets were more

intense and longer lasting under high opportunity. Summerville explained

this pattern as instantiating a dynamic opportunity principle: “At first, we

will feel the most regret when we cannot correct an outcome [because

we cannot] meet our goals, but over time we will continue to regret those

things related to the goals we can still meet” (p. 631).

Connecting these ideas to goal cognition, there is evidence that a goal

that one commits to occupies the mind, that is to say, its accessibility is

elevated (Klinger & Cox, 2004; see also Fishbach, Koo, & Finkelstein,

2014). If the individual perceives that there is opportunity to reach a goal

even after an initial failure, they will remain motivated to pursue it. The

closer the individual is to the goal (in terms of temporal distance) the greater

the perceived likelihood of success, and the greater the resulting motivation

(Peetz, Wilson, & Strahan, 2009). An upward counterfactual is part and

parcel of this motivation. In cases when individuals are not very committed

to a goal or when they perceive a low likelihood of success, downward

counterfactuals may emerge. Koo and Fishbach (2014) demonstrated that

goal commitment is indeed a crucial determinant of how individuals respond

to information signaling difficulties in goal progress. Highly committed

people can be motivated by information about the steps still necessary to

pursue a goal. This research supports our assumption that when individuals

commit to a goal, they are likely to stick to it (in part by generating upward

counterfactuals) even as they confront obstacles to goal pursuit.

Although the opportunity principle has been discussed primarily in past

studies of regret and counterfactual thinking (Epstude & Roese, 2008;

Roese & Summerville, 2005), the principle is indeed broader, encompassing

judgments that fall into general classes of self-serving judgment, cognitive

dissonance reduction, and rationalization (or, as Gilbert termed it, the psy-

chological immune system; Gilbert & Ebert, 2002). To put it simply, when

do people blame others for failure vs self-blame? When do people alter
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judgments to reduce dissonance vs sticking to original assumptions? When

do people rationalize the past vs accept the facts as given? One answer to all

of these questions is opportunity (Roese & Olson, 2007): when future

opportunity is open, people are less likely to deflect blame from self, less

likely to engage in dissonance reduction practices, and less likely to rational-

ize, instead focusing on action deployment aimed at improving the situation

at hand. For counterfactuals, this means when opportunity is open, upward

counterfactuals predominate, which give insights to future improvement

while tending also to bring more negative affect. By contrast, when oppor-

tunity to act is closed, people blame others self-servingly, reduce dissonance

by changing this or that cognition, and rationalize. For counterfactuals, this

means when opportunity is closed, downward counterfactuals predominate,

which give weaker insights into improvement, but do tend to induce pos-

itive affect and hence are useful for affect regulation.

Taking the construct of opportunity to a higher level, another instanti-

ation is social power, that is, the extent to which an individual holds more

control over resources than do others (Keltner, Gruenfeld, & Anderson,

2003). Situationally activated feelings of power increased the tendency to

generate self-focused counterfactual thoughts in regard to a failed dyadic task

(Scholl & Sassenberg, 2014). By contrast, lower power, which was shown to

covary with reduced feelings of control (and hence, as we argue, reduced

opportunity) evoked fewer self-focused counterfactuals. Further, the ability

to conjure imaginative ideas, as captured by the individual difference con-

struct of fantasy proneness, might also be taken as the cognitive precursor of

the capacity to see opportunity in one’s future. In other words, greater imag-

inative aptitude may translate roughly into greater opportunity to concep-

tualize possibilities. Sure enough, individuals higher in fantasy proneness

are more likely to generate spontaneous counterfactual thoughts (Bacon,

Walsh, & Martin, 2013). Taking the construct of opportunity to its ultimate

level, the belief in free will represents the panoramic conception of one’s

individual command over the environment via personal initiative

(Baumeister & Monroe, 2014). By contrast, a belief in pure, religious deter-

minism would seem to represent the ultimate in constraint. Few people

believe in pure determinism, yet beliefs in the extent of free will do vary,

and researchers have moved such beliefs about with experimental interven-

tions (e.g., Vohs & Schooler, 2008). Alquist, Ainsworth, Baumeister, Daly,

and Stillman (2015) showed that belief in free will, both manipulated and

measured, resulted in greater prevalence of upward, additive, and self-

focused counterfactuals. Building on this demonstration, Seto et al. (2015)
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showed that individual differences in free will beliefs moderated the impact of

counterfactual thinking on meaning in life (cf., Kray et al., 2010), such that a

manipulation of counterfactual thinking centering on major life decisions

increased perceptions of meaning for those high but not low in belief in free

will. Alquist et al. concluded: “Belief in free will seems to foster a highly func-

tional style of thinking. In this way, individuals and society as a whole may

have benefitted from free will beliefs and the counterfactual simulations they

stimulate” (p. 281).

It seems from the diverse evidence pulled together in this section that

there is substantial support for the main tenets of the functional theory of

counterfactual thinking, in particular the assertions that: counterfactual con-

tent is goal-centered, situational need evokes counterfactual thinking, coun-

terfactual thinking impacts behavior by way of both a content-specific and

content-neutral pathway, and opportunity moderates the effect of counter-

factual thinking on behavior. But despite this impressive body of evidence,

seismic challenges threaten the heart of the functional theory of counterfac-

tual thinking. Next, we consider this evidence in detail.

4. CHALLENGES TO THE THEORY

The functional theory of counterfactual thinking provides an organiz-

ing framework by which wide-ranging findings spanning several subdisci-

plines of psychology sharpen into focus. However, not all evidence is

compatible with the theory, and indeed some evidence presents sufficiently

pointed challenges that the ultimate value of the theory may be questioned.

Two lines of challenge are detailed next, one centering on the structural

envelope of counterfactual thoughts and the other centering on the link

from counterfactual thinking to performance benefits.

4.1 Structural Envelope of Counterfactual Thoughts
In terms of the argument that structure fits function, counterfactual form that

is upward, additive, and self-focused is more useful, and hence more likely to

be more prevalent at a main effect level (as opposed to counterfactuals that

are downward, subtractive, and other-focused). Such patterns are accentu-

ated when the situation at hand involves opportunity. A different way of

expressing these ideas is that goal-directed episodic counterfactuals are likely

to focus on the means for fulfilling the relevant goal. These means will be

presumed (by the individual) to be causally effective and also feasible, i.e.,

the individual is capable of carrying them out at the appropriate time and
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place. Feasibility connects to controllability, and it seems straightforward

that for counterfactuals to engender performance improvement, they must

center on actions (or situations) that are controllable by the individual. Using

the framework of Weiner’s (1985) attribution theory, the prediction is that

episodic counterfactuals will tend to focus on antecedent elements that are

internal, unstable, and controllable (as opposed to external, stable, and

uncontrollable). Various lines of evidence show that episodic counterfactual

thoughts gravitate toward personally controllable actions that are means to a

desired end (Davis et al., 1995; Girotto et al., 1991;Mandel, 2003;Mandel &

Lehman, 1996; Markman et al., 1995; Markman &Miller, 2006; McCloy &

Byrne, 2000; McEleney & Byrne, 2006; Roese & Olson, 1995c). Despite

this established evidence, newer evidence suggests the contrary that coun-

terfactuals rarely center on personally controllable action. Although direct

evidence has yet to appear, one theoretical possibility suggested by this

work is that the dominant function of counterfactuals is not preparatory

(as we have argued), but rather excuse making (see discussion of other func-

tions in Section 2.7) and thus self-presentational in terms of centering on

the deflection of blame away from the self and onto others.

Girotto, Ferrante, Pighin, and Gonzalez (2007) described a set of exper-

iments that each manipulated whether participants were experiencers or

observers; the lab tasks typically involved a blind choice of which task to

pursue, a task involving a difficult math puzzle, and bogus failure feedback.

The dependent variable was counterfactual thinking, prompted to focus on

the upward direction of comparison. These authors concluded in their dis-

cussion that participants’ counterfactuals “alter uncontrollable events (e.g.,

‘if I had had a calculator’) … rather than controllable ones” (p. 515),

although direct statistical comparisons to support this claim were absent here

but presented instead in subsequent papers that we describe below (see also

Pighin, Byrne, Ferrante, Gonzalez, & Girotto, 2011).

More challenging in terms of the structural envelope of counterfactual

thoughts was evidence reported by Ferrante, Girotto, Stragà, and Walsh

(2013), by way of a paradigm involving an anagram task with accurate feed-

back, after which participants provided upward counterfactuals in response

to a prompt. Coding the counterfactuals as controllable (e.g., mention of

concentration, attention, reasoning tactics, etc.) vs uncontrollable (e.g., state,

traits, abilities, situational aspects, etc.) by an independent rater revealed a

weaker preponderance of counterfactuals focusing on controllable means

(25%) than might be expected. A second study, which added the feature that

participants had a choice over whether the task was easy or difficult (only
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choosers of the difficult task, a minority, were analyzed), resulted in a some-

what higher preponderance of counterfactuals focusing on controllable

means (43%), presumably because task choice offered an additional control-

lable target for participants to focus on. A further paper by Ferrante, Stragà,
Walsh, and Girotto (2016) reported a similar laboratory task in which the

yield of controllable (vs uncontrollable) counterfactuals was again 25%.

Intriguingly, in that same paper, a study of marathon runners reflecting

on their performance revealed a very different rate of 68% of counterfactuals

focusing on personally controllable actions. In a third paper by Mercier et al.

(2017), using laboratory tasks involving word search or syllogisms, the rate of

counterfactuals that centered on controllable action hovered between 9%

and 35%. An aspect of all three of these papers has been to benchmark

the rate of controllable counterfactuals against the rate of controllable pre-

factuals (i.e., future-focused if–then contingencies, Epstude, Scholl, &

Roese, 2016); the general finding was that the latter are more likely to focus

on controllable actions than the former.

An intriguing puzzle across the above studies is the variability in the pro-

portion of counterfactuals that are controllable, from a low of 9% (Mercier

et al., 2017, Study 1b) to a high of 68% (Study 2 in Ferrante et al., 2016).

Obviously, this variability begs explanation, a point to which we shall return

subsequently. For the moment, we acknowledge the stark challenge to the

functional theory: How can counterfactuals be functional for the self if they

do not focus on actions that are directly controllable by the self?We return to

this challenge in Section 6. Before then, we find that matters grow worse.

A different line of evidence brings a further challenge to the functional the-

ory of counterfactual thinking.

4.2 Link From Counterfactuals to Performance Benefit
In addition to the challenge in terms of the structural envelope of counter-

factual thoughts, there is another challenge to the functional theory, center-

ing on the link from counterfactual thinking to performance benefit. In

several publications, Petrocelli and colleagues have proffered evidence in

which counterfactuals are associated not only with benefit but also rather

with diminished performance. This evidence now spans at least four para-

digms, each distinct yet all sharing the common element that there is a single

decision rule that is not immediately obvious. These paradigms are: bogus

stock choice, general knowledge quiz, the Monty Hall problem, and coin

flips. We consider each in turn.
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In the first paradigm, described in Petrocelli, Seta, and Seta (2013, Study

1), participants engaged in a multiple trial learning task involving bogus stock

performance (participants were asked to imagine that they were a stock bro-

ker with several years of experience).Within each of a maximum of 30 trials,

participants could pick one of two stocks on the basis of graphical evidence

of past performance, followed by feedback and further trials. The actual

decision rule was simple: superior performance alternated between the

two options across trials. If the participant chose correctly on six successive

trials, the task ended. For each trial, participants were asked to type some of

their prechoice thoughts into a text box; these open-ended responses were

later coded for counterfactual content. Importantly, for this learning task,

there is only one thing to be learned; that is, there is one useful counterfac-

tual/causal inference, which centers on the alternation rule. Once the rule is

learned, the one meaningful counterfactual is “I should have picked the

stock according to the alternation rule,” etc., and any other counterfactuals

that come to mind will be irrelevant and even detrimental to task perfor-

mance. The key result was that the more counterfactuals generated, the

worse the performance. The number of additive (vs subtractive) counterfac-

tuals did not predict task performance. This result is correlational, and so

Study 2 from this paper examined causal direction by manipulating explicit

focus on counterfactuals within the same stock-picking paradigm. This

counterfactual manipulation did not have an effect on task performance;

however, the measured rather than manipulated association between coun-

terfactuals and poorer performance was replicated. Thus, it seems, counter-

factuals can coincide with a deleterious effect on learning from experience,

and further, a direct manipulation of counterfactual thinking does not

invariably spur success.

The second paradigm involved a sequence of general knowledge ques-

tions divided into a practice test vs a main test. Petrocelli et al. (2012) again

used both correlational and experimental methods for assessing the link from

counterfactuals to performance. Task materials derived from standard col-

lege admission test exam questions covering English, math, reading, and sci-

ence. Participants completed the practice test, then received detailed

feedback on each of the 16 items that comprised it. At the same time, they

were prompted for thoughts (an open-ended measure of counterfactual

thinking) in response to each question item. Before the main test, partici-

pants were afforded the opportunity to review relevant topics from a study

guide. The key-dependent measure was performance on the main test.

Importantly, for this general knowledge task there is no obvious
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counterfactual that usefully specifies a causally efficacious inference. One

might say, “If only I knew the answer” or “If only I were smarter” or “If

only I had gotten different questions” but none of these are causally effective.

The keymediating behavior under examination in this research was the time

taken to peruse the study guide that was made available after the practice test.

However, looking at the study guide was not an option for the pretest, hence

counterfactuals about the pretest performance cannot translate into inten-

tions to study more next time. Accordingly, the counterfactuals that can

be generated here were, for task-specific reasons, less likely to tap into a use-

ful causal inference. As in the previously mentioned stock-picking studies,

here again the result was that more counterfactual thinking was associated

with weaker performance. Study 2 from this paper introduced an experi-

mental manipulation of counterfactual thinking, and unlike the result for

the stock-picking study, here counterfactuals that were prompted experi-

mentally caused weaker performance relative to control participants. Over-

all, this research further shows that counterfactuals can have a dysfunctional

effect on task performance.

The third paradigm to show a dysfunctional effect of counterfactuals

on performance involves the Monty Hall problem (Petrocelli & Harris,

2011), a commonly used decision puzzle noteworthy for its resistance

to common sense solution (Krauss &Wang, 2003). The Monty Hall prob-

lem takes its name from the old television game show called Let’s Make a

Deal, hosted for many years by Monty Hall and involving a choice of one

of three doors behind which are prizes of varying value. The specifics of

the problem are well described by others (Gilovich, Medvec, & Chen,

1995; Granberg & Brown, 1995; Petrocelli & Harris, 2011), so we need

not reiterate them here. Suffice it to say that the Monty Hall problem

involves probabilistic judgment with an optimal rule that is difficult to

grasp, making it an ideal task in which to observe learning across multiple

trials. In the Petrocelli and Harris research, participants worked through

60 trials worth of Monty Hall choices, and after each they gave thought

listings that were the basis for measurement of counterfactual thinking. In

each trial, participants could win or lose on the basis of their dichotomous

choice. Importantly, success on the task is probabilistic but depends on

recognizing that one of two options results in better performance on aver-

age, an insight that can be learned over trials. Accordingly, there is one

causal insight that counterfactuals may embody that may affect success

overall. The result, as in the studies discussed previously in this section,
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was that counterfactual thinking was negatively associated with task per-

formance. Moreover, participants misrecalled their past reactions in a sys-

tematic manner that was fueled by their counterfactual thoughts. In Study

2 of this package, a direct manipulation of counterfactual thinking did not

influence performance. Interestingly, a follow-up paper (Petrocelli, 2013)

showed that experienced physicians perform no better than college

undergrads at the 60-trial Monty Hall task, but this study did not include

a measure of counterfactual thinking. Drawing from Monty Hall, then, it

again seems that counterfactuals can have a dysfunctional effect on task

performance.

The final paradigm involves coin flips (Petrocelli, Rubin, & Stevens,

2016). Participants watched videos of a coin being flipped several times.

Most people would readily begin with the default assumption that the coin

was fair; however, the coin flip was biased to land on one side about 2/3 of

the time. The dependent measure was thus the learning that the coin was

biased. Greater frequency of counterfactual thoughts (assessed via self-report

ratings) predicted reduced learning of the actual coin flip pattern. In this and

the previous papers, a mechanism is suggested that counterfactual thinking

sometimes involves the misrecollection of past experience, confusing what

could have happened with what should have happened. The resulting inac-

curate understanding of contingency might then create an inaccurate causal

inference, which then guides behavior that hampers rather than assists per-

formance (Petrocelli & Crysel, 2009). The essential issues raised by this

research are how often and under what circumstances will counterfactual

thinking involve, on the one hand, misrecollection and, on the other, inac-

curate causal inference.

We have now reviewed two lines of research, focusing on the struc-

tural envelope of counterfactual thoughts and on the link from counter-

factuals to performance that challenge the core ideas of the functional

theory of counterfactual thinking. Generalizing from these results, one

may conclude that the functional theory has been disproven. Yet, we have

also reviewed evidence from the mainstream of social psychology that

offers significant support for the theory. As a way of shedding new light

on what can only be described as a sobering controversy, we draw on evi-

dence from studies of counterfactual thinking in the disciplines of cogni-

tive neuroscience, developmental psychology, clinical psychology, and

health psychology. Might the evidence from these disciplines illuminate

these challenges?
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5. NEW EVIDENCE FROM OTHER DISCIPLINES OF
PSYCHOLOGY

In this section, we take a detour from the consideration of challenges

to the functional theory so as to explore evidence from other disciplines of

psychology. We begin with cognitive neuroscience.

5.1 Cognitive Neuroscience
What is the neuroanatomical basis of counterfactual thinking? This ques-

tion fascinates cognitive theorists because counterfactuals are an ideal test

specimen among various sorts of mental constructs. They are clearly

defined, simple to operationalize, yet also complex in their connection

to other such specimens as memory, imagination, and emotion. Moreover,

counterfactuals are essential to judgment and decisionmaking. Observing the

neuroanatomical concomitants of the creation and elaboration of counter-

factuals represents a fascinatingwindow into a key feature of human thinking,

one that may even be key to distinguishing human from nonhuman

cognition.

Before engaging with cognitive neuroscience research, we briefly review

the logic underlying the methods involved. The basic approach is to corre-

late brain structure with function and to aggregate findings into a brain map

of multiple cognitive functions. Within a particular study, participants may

perform one or another reasoning or judgment task (e.g., solving multipli-

cation problems, scanning for faces in a matrix of everyday objects, etc.)

while at the same time a measurement is taken of differential activation in

various locations of the brain. The flipside of an activation method is a deac-

tivation method, in which damage to a specific brain location may be cor-

related with deficits in one or another reasoning or judgment task. Drawing

conclusions from convergent findings in activation plus deactivation

methods have been the hallmark of animal research for many decades, in

which similar techniques (e.g., electrodes inserted directly into the brain)

may be used to achieve both ends (an electrode can measure activation at

a specific brain site, but with a stronger current, it can also create a lesion

that deactivates, permanently, the functional capabilities of that site).

Clearly, animal studies cannot provide much insight into episodic counter-

factual thinking, and direct electrode insertion methods cannot ethically be

performed on humans. Nevertheless, the corresponding logic for humans is

to measure activation (usually with functional magnetic resonance imaging,
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or fMRI) and to track deactivation (either resulting from permanent brain

injury or from temporary transcranial magnetic stimulation, or TMS). In

fMRI, the measure of activation is changes in blood flow to specific brain

regions over a matter of seconds, which is assumed to correspond to demand

for energy in the form of oxygenated blood: more resource-demanding cog-

nitive activity requires greater momentary intake of oxygenated blood.

TMS, by contrast, involves the temporary blockage of neuronal firing

(which operates via changes in electrical gradient) by way of a localized,

pulsed magnetic discharge. Whereas fMRI has been widely used to under-

stand counterfactual thinking, TMS has not. Yet given the persuasive logic

of combining activation and deactivation studies to converge on neuroan-

atomic conclusions, we expect many such studies to appear in the literature

shortly.

In a typical fMRI study of counterfactual thinking, the participant will

lay flat on their back inside a large magnetic resonance scanner, often located

in a hospital for diagnostic use. Stimuli are provided visually, and the task for

participants is either to recall, state, or read an episodic counterfactual or to

reason about or state agreement with a semantic counterfactual. The

moment of judgment is recorded by a response on a button box, and this

moment in time is locked with the fMRI brain scan. A control task must

be used, one that is presumed not to involve the content or process of

the counterfactual judgment. Scans of differential degree of oxygenated

blood within a tightly defined brain region as a function of the counterfac-

tual task and the control task are then averaged over trials, and the result a

difference score that reveals how much more blood was needed by this one

particular region during the completion of the counterfactual judgment.

The counterfactual judgment tasks used in this research must be brief and

time locked (to afford measurement by the scanner), which limits the sorts

of judgments that can be used by this method. Also, mean responses must

usually be averaged over several dozen trials so as to overcome the consid-

erable random error in the measurement process (e.g., any minor head

movement can render a trial worthless).

With fMRI, the last 10 years have seen tighter specification of a network

of brain structures that underlie representation of counterfactual thoughts. It

is useful to step backward to consider the status of thinking immediately

prior to this fruitful period of work. In Epstude and Roese (2008), we noted

the importance of the orbitofrontal cortex to counterfactual thinking, as

demonstrated by several papers available to us at that time (e.g., Camille

et al., 2004; Coricelli, Camille, Pradat-Diehl, Duhamel, & Sirigu, 2005).
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The orbitofrontal region is one subregion of the prefrontal cortex, and it is

generally accepted that this area involves comparison and calibration of

reward-related outcomes, particularly in regards to planning for subsequent

action. Newer work has confirmed the role of the orbitofrontal cortex in

self-focused, upward counterfactuals, and this evidence includes both imag-

ing studies (Canessa et al., 2009; Chandrasekhar, Capra, Moore, Noussair, &

Berns, 2008; Chua, Gonzalez, Taylor, Welsh, & Liberzon, 2009; Nicolle,

Bach, Frith, & Dolan, 2011) and lesion studies (Beldarrain, Garcia-

Monco, Astigarraga, Gonzalez, & Grafman, 2005; Levens et al., 2014).

Another way of conceptualizing the role of the prefrontal region is that it

involves error detection (and correction), that is, recognizing when a mis-

take has been made or nonoptimal reward value has been realized and then

formulating adaptive plans. Obviously, these are specifications of goal-

related cognition. Within this conceptualization, the missed reward value

of upward counterfactuals has been associated with activation in the poste-

rior medial prefrontal cortex (Danielmeier, Eichele, Forstmann,

Tittgemeyer, & Ullsperger, 2011), whereas the expected value after loss is

associated with ventromedial prefrontal cortex activation (Tobia

et al., 2014).

After counterfactual thinking in a simple choice task, the recognition of

another option having produced a more rewarding outcome may be

followed by switching to that new choice path (often a riskier path). This

aspect of translation of counterfactuals into action has been captured at

the cortical level, specifically in the frontopolar cortex, the prefrontal region

that is dorsal to the orbitofrontal cortex. Boorman, Behrens, Woolrich, and

Rushworth (2009) examined brain activation during a series of choices made

under uncertainty that could bring monetary reward (e.g., selecting a

computer-presented box that would later be revealed to contain or not con-

tain a reward). Participants could learn over time which options would be

more likely to bring a reward. As participants learned to favor one or another

option (i.e., learned reward value), fMRI tracking showed activation in the

frontopolar cortex. By contrast, activation in the ventromedial prefrontal

cortex corresponded with the potential reward value that was revealed to

participants on each trial. This research thus offered a specification of the

brain structures underlying the connection of counterfactuals to goal pursuit.

Imaging studies can shed new light on older puzzles. For example, it has

been debated as to whether generating multiple counterfactuals occurs spon-

taneously for a given outcome, i.e., what weight people give to other coun-

terfactuals beyond the most salient, focal alternative (Lin, Huang, &
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Zeelenberg, 2006; Tsiros, 1998). In behavioral studies, it is generally

observed that, in response to a prompt, people can generate two or three

alternatives with little difficulty. But although people have the capacity to

generate multiple counterfactuals in response to failure, there appears to

be a privileged status of the best alternative in such relatively simple decision

situations, i.e., the most superior of the various upward counterfactual pos-

sibilities. In an fMRI study involving choices of objects with shifting reward

values (that participants could learn over time), it was the single best unc-

hosen option that corresponded to activation in the lateral frontopolar cor-

tex (Boorman, Behrens, & Rushworth, 2011).

In an influential conception, Knutson, Rick, Wimmer, Prelec, and

Loewenstein (2007) specified the bidirectional circuitry between the pre-

frontal cortex and the nucleus accumbens as pivotal for decision making.

The nucleus accumbens is the region that in an earlier era was considered

to be the pleasure center, i.e., a region associated with the pure reward value

(and attendant emotion of pleasure) associated with positive outcomes. That

is, the nucleus accumbens was observed to be active during the experience of

primary rewards such as eating food, but also secondary rewards such as

receiving money. Newer work suggests that the nucleus accumbens is asso-

ciated more with anticipated rather than experienced reward (Berridge &

Kringelbach, 2015; Henderson & Norris, 2013). Interestingly, a key aspect

of upward counterfactuals is the negative emotional consequence, which

some have observed as deactivation in the nucleus accumbens, or its larger

subsuming structure, the ventral striatum (Nicolle, Bach, Driver, & Dolan,

2010). An important piece of evidence consistent with the functional theory

of counterfactual thinking is that ventral striatal activation not only covaries

with the magnitude of the value of the upward counterfactual outcome, but

this activation also predicts subsequent behavior change (B€uchel, Brassen,
Yacubian, Kalisch, & Sommer, 2011). That is, in a gambling task conducted

during fMRI scanning, across multiple trials, participants made sequential

choices and then on each trial discovered how much money they won,

but also how much they could have won, had they made a different choice.

When participants missed out (and thus presumably generated an upward

counterfactual focusing on how much they had missed out), their subse-

quent gambles became riskier, a behavioral turn that correlated with striatal

activation. Thus, nucleus accumbens and ventral striatum are limbic struc-

tures that are associated with reward value, and their coactivation with

counterfactual thinking corresponds to participants’ recognition of the value

of losses and missed gains.
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Finally, the insula has been associated with opportunity cost of pain of

payment. When you decide to give up $5 to get some ice cream, the

momentary feeling of loss of the $5may involve insula activation. For exam-

ple, in an fMRI study involving purchase decisions, these three brain regions

predicted purchase above and beyond the role of self-reported shopping

preferences (Knutson et al., 2007). However, insula activation has not been

associated with the missed opportunity value of upward counterfactual

thinking. By contrast, the amygdala, important in the interplay of emotion

andmemory formation, has been shown to be associated with upward coun-

terfactuals. This pattern has not been widely noted, but complicating such

observations is that the amygdala is sensitive to both positive and negative

emotional experience, with no distinct anatomical separation of sensitivity

by valence (Redondo et al., 2014).

Summarizing thus far the contributions from cognitive neuroscience,

whereas upward counterfactual thinking is associated uniquely with

orbitofrontal and medial prefrontal cortex activation, the relation of coun-

terfactual thinking to nucleus accumbens/striatal deactivation is nonspecific,

with this region being associated with reward and approach responses more

generally speaking (Coricelli, Dolan, & Sirigu, 2007).

With the advent of functional imaging has come the increasing realiza-

tion that mapping of brain structure to function involves networks of inter-

connectivity among distributed neural structures. How many discrete

networks comprise the brain? The answer depends on the level of analysis,

of course, but at the broadest level, Yeo et al. (2011) used a comprehensive,

large-sample cluster analysis of functional imaging data to specify seven

networks. These seven networks were: (1) the visual network, (2) the

somatomotor network, (3) the ventral attention network (the so-called

“what pathway,” involved with identification of perceptual stimuli), which

is defined against the (4) dorsal attention network (the “where pathway,”

involved in spatial specification of perceptual stimuli; Goodale & Milner,

1992), (5) the limbic network (involved in reward and related emotional

processing and including the nucleus accumbens), (6) the frontoparietal net-

work (engaged when the individual is attending to demanding tasks), and

finally (7) the default network (engaged when the individual focuses not

on an external task but rather internally, as in self-reflection, daydreaming,

or also, importantly, when recalling past episodes or imagining future

prospects).

Building against this seven-network framework, several theorists have

postulated a core network that both shares aspects of yet is distinct from
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the default network (Benoit & Schacter, 2015; Schacter, Addis, & Buckner,

2007; Van Hoeck, Watson, & Barbey, 2015). The core network is engaged

when people conduct mental simulations, and this includes counterfactual

and prefactual simulation. Moreover, the core network further shares net-

work components that are activated during episodic recall. The core net-

work includes elements of the prefrontal cortex, elements of the

hippocampus, the posterior cingulate/retrosplenial cortex, the inferior pari-

etal lobe, and the lateral temporal cortex (Addis, Wong, & Schacter, 2007;

Benoit & Schacter, 2015; Coricelli et al., 2007; Schacter et al., 2007, 2012,

2015).

Van Hoeck et al. (2013) showed that counterfactual thinking involves

activation in this core network, including unique activation in the left pre-

frontal cortex, bilateral inferior parietal lobe, right temporal pole, left middle

temporal gyrus, and left cerebellum. This study was particularly informative

in its use of a counterfactual task in which participants constructed self-

relevant episodic counterfactuals while in the scanner (but similar results

are obtained with semantic counterfactuals; Van Hoeck et al., 2014). Again,

the brain regions associated with counterfactuals connect clearly to those

regions involving action control.

The core network includes regions relatively more active during simu-

lation as opposed to memory, the key insight here being that simulation

more than memory is action-oriented, as specified by the functional theory

of counterfactual thinking. In short, counterfactual simulations involve

greater cortical activation relative to that of memory that embraces prepa-

ration for future action, including the left dorsolateral prefrontal cortex,

the posterior inferior parietal lobe, and aspects of the frontoparietal network

(described above as involved when the individual is actively involved in task

demands, including planning for reaction; Benoit & Schacter, 2015). Over-

simplifying for the sake of clarity, counterfactual simulations involve joint

activation of multiple brain networks that interconnect memory and action

readiness.

The recognition of a core network feeds the realization that there is strik-

ing functional similarity between episodic memory, episodic counterfac-

tuals, and episodic simulation of future events. However, it would be a

mistake to equate counterfactuals with all kinds of mental simulation. We

suggest that there is strict conceptual separation between counterfactuals

and other simulations with regard to a representation of their truth value.

Counterfactuals are false by definition—they did not happen in the past,

and even if they could have happened, they clearly did not. Most people,
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most of the time, have no difficulty keeping separate past events that hap-

pened vs could have happened. One is real, the other is false. In this sense,

counterfactuals are similar to lies, which are messages aimed at deceiving

others but that are well understood by the deceiver to be false (Briazu,

Walsh, Deeprose, & Ganis, 2017). At the same time, the causal relation

expressed by the counterfactual may well be accurate and may even become

more convincing with the passage of time.

Intriguing evidence for the divergence in representations of counterfac-

tuals vs future event simulations came from a paradigm involving the exper-

imental manipulation of repetition of simulation. Spanning multiple events,

on a within-subject basis, these hypothetical events were simulated 1 vs 4

times. Repetition increase the perceived plausibility of future event simula-

tions (Szpunar & Schacter, 2013), whereas it decreased the perceived plau-

sibility of episodic counterfactual simulations (and this reduction occurred

equivalently for upward and downward counterfactuals; De Brigard,

Szpunar, & Schacter, 2013). A key question in making sense of such findings

is the definition of “plausibility” in the minds of research participants. In

both experiments cited above, participants made a 7-point rating of plausi-

bility, but apparently the word plausibility was not defined for participants,

leaving them to their own subjective interpretations. We argue that repeti-

tion does not reduce the plausibility of the causal relation expressed by the

counterfactual. If a student thinks repeatedly, “If only I had studied more,

I would have passed the exam,” the student is indeed likely to reaffirm

and reify the causal relation between studying and passing. With repeated

thought, the student will naturally conclude that studying “works.” When

it comes to the repetition effect on plausibility in the above studies, how-

ever, we assume that it reflects participants’ understanding of the likelihood

of occurrence. That is, it becomes increasingly clear with repetition that the

event described within the counterfactual did not in fact occur, whereas for

repetition of future event simulation, the possibility that it may still happen is

underscored.

Summarizing, whereas episodic simulations in general embrace brain

regions involved in action, counterfactuals are different from future simula-

tions in that increased scrutiny increases the recognition that, in fact, they did

not occur. In short, people know on a deeply intuitive level that counter-

factuals are not true, yet counterfactuals may nonetheless contain kernels of

insight that are potentially useful. Source confusion regarding counterfac-

tuals may occur, but we think only occasionally. That is, misrecollection

of a counterfactual as factual is rare in healthy adults, but it may appear with
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age-related deterioration in episodic memory (cf., De Brigard et al., 2016),

among those suffering from schizophrenia (Contreras et al., 2016), and

sometimes in healthy adults challenged by cognitively resource-demanding

tasks (Petrocelli & Crysel, 2009). Repetition, as the above results show,

works against this sort of misrecollection.

One key feature of counterfactuals, which is often taken for granted and

thus rarely explored systematically, is the fact that they are based on compar-

ison processes. Counterfactual thinking involves comparing a mentally sim-

ulated outcome to an actual outcome. The comparison process, and indeed

the terminology of upward vs downward counterfactuals, draws from an

earlier literature on social comparison, i.e., comparing oneself to other indi-

viduals (Festinger, 1954; Suls & Wheeler, 2000; Summerville & Roese,

2008). Recent years have seen progress in the study of social comparisons,

with a focus on the brain regions involved; the same brain regions appear to

underlie both counterfactual and social comparison processes (Kedia,

Mussweiler, & Linden, 2014). For example, when comparing celebrities

in terms of psychological or physical characteristics, activation occurs in

the medial prefrontal cortex, the orbitofrontal cortex, and the nucleus

accumbens (Lindner, Hundhammer, Ciaramidaro, Linden, & Mussweiler,

2008). Some research on comparison processes also suggests a general reduc-

tion of cognitive effort once comparison processes have taken place (e.g.,

Mussweiler & Epstude, 2009). Consistent with this view, research using

EEG demonstrated an increase in alpha wave activity during comparison

processes (Keil, Mussweiler, & Epstude, 2006). Little is known about similar

potential effects in the counterfactual domain. It is a task for future research

to study the time course of counterfactual processing, as well as the extent of

cognitive effort involved.

5.2 Developmental Psychology
The timing at which specific cognitive abilities come online as children

grow older is central to developmental research. At what age do children

see episodic alternatives to their own actions? At what age can children make

inferences about emotions on the basis of counterfactuals, such as in antic-

ipating regret? And at what age do children show adult-like reasoning skills

in assessing semantic counterfactuals? Developmental research suggests

that these three facets emerge at different ages, and we have arranged them

in their temporal sequence. We suggest that each new capability builds

upon the platform of the previous cognitive landmark, from (1) episodic
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counterfactual thinking and the emotional experience of regret, to (2) infer-

ring and anticipating emotion on the basis of episodic counterfactual judg-

ments, and to (3) reasoning with semantic counterfactuals.

Episodic counterfactual thinking, involving the child’s own actions and

experiences, appears to be present by age 6, although early forms of coun-

terfactual thoughts, in terms of grasping the notion of “almost,” can emerge

as early as age 3 (Beck & Guthrie, 2011; Harris, German, & Mills, 1996).

Beck, Robinson, Carroll, and Apperly (2006) used a play-oriented paradigm

to examine episodic experiences of children. Children were tasked with

ensuring that a toy mouse landed safely after sliding down a tubular slide.

One of the slides had two exits. The exit could be controlled by adjustable

gates. The key finding was that children are able to understand relatively

simple counterfactual situations by age 4. Further, the raw emotional corol-

lary of episodic counterfactuals, namely felt regret in response to one’s own

decisions, is also present by this age (Burns, Riggs, & Beck, 2012;

Weisberg & Beck, 2010, 2012). However, when the situation becomes

more complex, with multiple possibilities or longer causal chains to con-

sider, children up to age 6 experience difficulty. Thus, it seems a fair con-

clusion based on current evidence that episodic counterfactual thinking is

largely intact by age 6 (Beck & Crilly, 2009; Beck, Riggs, & Gorniak,

2009, 2010).

Episodic counterfactuals connect to goals and performance, as specified

by the functional theory of counterfactual thinking. Key evidence on the

appearance of this effect came from O’Connor, McCormack, Beck, and

Feeney (2015), who used a paradigm in which children chose between

two boxes containing valued tokens or stickers. The researchers varied

whether children chose a box themselves vs had a box randomly assigned

to them. The obtained box contained a less valued prize, whereas the

unobtained prize was always of much greater value. Children were asked

about their affective response before and after learning about the content

of the nonchosen box. On the next day, children participated in the same

task again and had the option to adjust their decision from the first day.

Results indicate that being actively involved in making the suboptimal

decision evoked upward, self-focused counterfactuals (i.e., regret) starting

at around age 6. Pivotally, these same children (starting at around age 6)

took the opportunity to adjust their behavior on the second day, specifi-

cally as a result of experiencing regret. Thus, this experiment indicated

counterfactual-fueled performance improvement, although in this cir-

cumstance we cannot be sure whether the effect was content-specific or
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content-neutral (or both; see also O’Connor, McCormack, & Feeney,

2014). That regret is experienced at around age 6 is also supported by evi-

dence from risky decision tasks (McCormack, O’Connor, Beck, &

Feeney, 2016).

Emotional insights from counterfactuals, such as anticipating regret in

others (as opposed to experiencing it first hand in oneself ), seems to be a

more challenging task for children, as it does not become accurate until

age 8 (Beck & Crilly, 2009; Guttentag & Ferrell, 2004). Using another ver-

sion of the box selection paradigm, McCormack and Feeney (2015) showed

that only around the age of 8 are children able to anticipate both regret and

relief. Guttentag and Ferrell (2008) asked children to rate different story

characters’ feelings in response to an event. Some of the stories involved

descriptions of negative events that occurred after a typical vs atypical course

of events (e.g., having a cycling accident after taking the usual vs an unusual

route). At age 5, children had great difficulty in making affective forecasts:

they predicted no difference in affective response for characters involved in

typical vs atypical events, whereas by age 9 children did indeed predict that

affective reactions would be more intense for atypical than typical events,

which is the same effect that has been observed with adults (e.g.,

Kahneman & Tversky, 1982).

Semantic counterfactual thinking becomes adult-like at around age 12.

For example, Wimmer and Perner (1983) looked at children’s understand-

ing of false beliefs. Children heard a story about “Maxi,” who hides choc-

olate in a specific cupboard. Later and unknown to Maxi, the mother puts

the chocolate into a different cupboard. The question then is whether the

child can correctly answer where Maxi will look for the chocolate, that

is, by taking the perspective of what Maxi can possibly know. Only by

the age of 4 or five are children able to answer the respective questions cor-

rectly. Such a false belief task can be modified in different ways to study

counterfactual thinking (see also Drayton, Turley-Ames, & Guajardo,

2011; Guajardo, Parker, & Turley-Ames, 2009; Guajardo & Turley-

Ames, 2004). Rafetseder, Cristi-Vargas, and Perner (2010) adjusted the task

in that the focal object (sweets) was hidden in a usual vs unusual location.

Also, the location was manipulated to be either within reach of both actors

in the story (i.e., a smaller and a taller child) or only within reach for one of

the actors (just the taller child). These authors found that children around age

6 had little difficulty in answering simple memory questions (e.g., “Where

was the chocolate actually located?”) or questions that required simple men-

tal simulations (e.g., “Where would the sweets be found by the child tall
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enough to reach them?”). The counterfactual questions referred to an imag-

ined alternative to what was stated as a fact (e.g., “What if the shorter, rather

than taller, child had found the sweets?”). Children at age 6 experienced dif-

ficulty in producing the correct answer for this counterfactual question. In

further studies in a comparable paradigm, it was found that only at the age of

12 did children show counterfactual reasoning that was truly comparable to

adults (Rafetseder, Schwitalla, & Perner, 2013). Semantic counterfactual

thinking may, however, be amplified at earlier ages by giving children con-

ceptual tools to aid in their expression (e.g., Beck, Carroll, Brunsdon, &

Gryg, 2011).

Overall, developmental research holds up an ontogenetic mirror to the

observation that counterfactual thinking is primarily about goals. Specifi-

cally, episodic counterfactual thinking emerges as a product of goal cogni-

tion, and infants of only a few months hold goals (e.g., to eat, to approach or

grab interesting objects, etc.). As verbal ability develops, so too do the lexical

descriptors for recognition of “almost” and “might have been.” Each new

cognitive capability builds upon the platform of the previous cognitive land-

mark, from (1) episodic counterfactual thinking and the emotional experi-

ence of regret (age 6), to (2) inferring and anticipating emotion on the basis

of episodic counterfactual judgments (age 8), to (3) reasoning with semantic

counterfactuals (age 12). By age 8, counterfactual thoughts emerge sponta-

neously in response to blocked goals (Guajardo, McNally, &Wright, 2016).

Each stage, progressing from episodic to semantic counterfactual reasoning

ability, trends from a platform of goal cognition. Overall, new insights from

developmental psychology provide substantial support for the functional

theory of counterfactual thinking.

5.3 Clinical Psychology
In our 2008 paper, we proposed a framework to relate counterfactual think-

ing to mental health by way of the functional perspective. In particular, we

drew a broad distinction between an excess vs deficit in counterfactual

thinking, positioning healthy psychological functioning at the midpoint

of a spectrum of activation of counterfactual thinking. Thus, counterfactual

dysfunction is distinctive either in terms of its excess (as in depression and

posttraumatic stress syndrome) or its deficit (as in schizophrenia). We

reiterate:

If the principal consequences of (upward) counterfactual thinking are problem-
solving insights and negative affect (stemming from the contrast between
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factuality and a better alternative), then excessive counterfactual thinking may be
associated with excessive problem-focused cognitions (e.g., worry, anxiety) and
excessive negative affect (e.g., dysphoria, depression). By contrast, a deficit of coun-
terfactual thinking would be associated with a deficit of problem-focused cogni-
tion (e.g., underachievement, work difficulty, social dysfunction), along with an
absence of negative affect.

Epstude and Roese (2008, p. 182)

As discussed below, the 10 years of evidence accumulated since we pen-

ned those words have largely justified the ideas. A point worth clarifying

in the above phrasing is schizophrenia is commonly associated not so

much with absence of negative affect, but more tellingly with flat affect,

which means either emotional unresponsiveness or inappropriate emotio-

nal displays.

We now add a further clarification that broadens the connection of the

functional theory to psychopathology. We have already distinguished

between the activation of counterfactual thinking in terms of excess vs def-

icit; another of way stating the distinction is hyperactivation vs hyp-

oactivation. In parallel fashion, we may use the same to distinguish the

deployment stage, that is, the connection of counterfactuals to behavior,

usually by way of the content-specific pathway. If one has a counterfactual

in mind, even if it is highly useful, it will do nothing for behavior if it is not

successfully deployed in the service of reaching a goal. Although we do not

suggest a case of an excess of deployment (which is, frankly, difficult to con-

ceptualize), it makes good sense to distinguish between normal deployment

vs a reduction or even absence of deployment. Thus, we may distinguish

among those having frequent counterfactual thoughts for whom counterfac-

tuals are deployed vs hypodeployed, and as we shall see, this added distinc-

tion helps to make sense of a variety of findings in psychopathology that have

appeared since our 2008 paper.

Turning first to depression, our 2008 paper noted several demonstrations

of an association between depression and hyperactivation of counterfactual

thinking, especially of the upward rather than downward form (e.g., Davis

et al., 1995; Lecci, Okun, & Karoly, 1994; Monroe, Skowronski,

MacDonald, & Wood, 2005; Wrosch, Bauer, Miller, & Lupien, 2007).

For example, among breast cancer patients, depression was associated with

more frequent upward but not downward counterfactuals (Gilbar &

Hevroni, 2007). In a representative sample of adult Americans, depression

was associated with more intense regrets (which embody upward, self-

focused counterfactuals), especially among individuals with a tendency
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toward repetitive thought or rumination (Roese et al., 2009). Such evidence

exemplifies the notion that depression involves hyperactivation of upward,

self-focused counterfactual thinking.

Newer evidence coincides with these observations of hyperactivation.

Among women breast cancer patients who had undergone mastectomy sur-

gery, depression was associated with regret (Sheehan, Sherman, Lam, &

Boyages, 2007; see also Zhong et al., 2013). Among those at risk for suicide,

depression was again associated with regret (Bruine de Bruin, Dombrovski,

Parker, & Szanto, 2016). In a meta-analysis of 42 effect sizes, Broomhall et al.

(2016) reported a moderate positive relation between depression and

upward counterfactual thinking (see also Howlett & Paulus, 2013). Despite

the persuasiveness of this metaanalytic conclusion, not all evidence is

consistent with hyperactivation: A study by Chase et al. (2010) found

hypoactivation, in that depression corresponded with lower, not higher,

self-reported regret. The procedure for assessing this relation involved a

multiple trial gambling task for which participants got feedback on missed

opportunities and provided affective self-reports on a per-trial basis, so this

particular method may perhaps not be ideal for capturing the broader life

regrets that are typically found in depressed individuals. This study also

reported that regret scores correlated with apathy ratings, suggesting that

depressed patients simply did not care about the hypothetical gambles they

were forced to make.

Evidence also points to hypodeployment of upward counterfactuals

by depressed individuals. Further, the counterfactual thoughts generated

by depressed (vs nondepressed) individuals tend to be less useful for guid-

ing future behavior (Markman & Miller, 2006). Among those suffering

from recurrent pregnancy miscarriage (Callander et al., 2007), upward

counterfactual thinking was frequent but unrelated to future plans and

search for meaning. Using a laboratory thought induction of counter-

factual (vs control) ideation in response to school performance, depressed

students showed no correlation between intentions to improve and their

subsequent behavior, whereas among nondepressed participants, this

correlation was indeed evident (Quelhas, Power, Juhos, & Senos,

2008). Thus, the content-specific pathway was absent among depressed

people, but verified for nondepressed people. Finally, in a sample of

Israelis who had been victimized by a terrorist attack, counterfactual

thinking was prevalent and linked to distress (Gilbar, Plivazky, & Gil,

2010), but was predictive of emotion focused rather than problem-focused
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coping. In other words, counterfactual thinking among these traumatized

individuals was less likely to connect to direct action. We hesitate to draw

firm conclusions from this finding, because there are so many factors that

differentiate between the circumstances of those living with and without

threat of terrorism.

Schizophrenia is a profound disorder of basic thought processes (Fusar-

Poli et al., 2007; Shad, Tamminga, Cullum, Haas, & Keshavan, 2006). In

our 2008 paper, we noted the seminal work that documented an impairment

of counterfactual thinking among those with schizophrenia (Hooker,

Roese, & Park, 2000). One of the tools developed for that initial study

was the counterfactual inference test (CIT), a 4-item measure which took

robust counterfactual effects from 1980s era research and plugged them into

true–false questions; many healthy respondents will answer all questions cor-

rectly and achieve a score of four, whereas those with impaired counterfac-

tual thinking will much lower: Schizophrenia patients averaged a CIT score

of 1.3, compared to case-matched controls who scored 2.3, and undergrad-

uate students who scored 3.5. Contreras et al. (2016) replicated this CIT

result and found further support among other measures. Interestingly, the

same research team (Albacete et al., 2016) noted that blood relatives of

schizophrenia patients score somewhat better on tests of counterfactual

thinking than the latter, but worse than healthy control participants, unde-

rscoring the heritability of schizophrenia. This research collectively suggests

that schizophrenia is associated with hypoactivation of counterfactual think-

ing, which may contribute to the impairment in social functioning suffered

by people with schizophrenia. Similar hypoactivation of counterfactuals

occurs in individuals with other neurodegenerative disorders, such as

Parkinson’s (McNamara, Durso, Brown, & Lynch, 2003) and Huntington’s

(Solca et al., 2015).

In addition to hypoactivation of counterfactual thinking in schizo-

phrenia, there is the further observation of hypodeployment of counter-

factuals. Whereas Brandst€atter, Lengfelder, and Gollwitzer (2001, Study

2) demonstrated that the link from behavioral intentions to behavior is

intact among people with schizophrenia, a subsequent study by Roese,

Park, Smallman, and Gibson (2008) showed that it is the link from coun-

terfactuals to behavioral intentions that is disordered. This finding points

to a volatile effect of counterfactuals on behavior in schizophrenic

patients. A sequential priming task that tracked the facilitation by coun-

terfactual inferences of behavioral intentions showed no effect, where that
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same effect was significant among healthy individuals. As we noted in our

2008 paper:

This research revealed that the link between counterfactuals and intentions is
indeed broken for people with schizophrenia. If this link had been intact, the finding
might have suggested the straightforward efficacy of a counterfactual therapy
designed to increase counterfactual thoughts oriented toward everyday social
interactions. Unfortunately, these results indicated instead that such an interven-
tion would be futile. If counterfactual thoughts do not influence intentions, perfor-
mance improvement is unlikely to result.

Epstude and Roese (2008, p. 183)

Trauma and its most recognized psychological aftermath, posttraumatic stress

disorder (PTSD), are related to depression in terms of feelings of distress and

anxiety. Research has established the link between trauma and hyperactivation

of upward counterfactual thinking (Blix et al., 2016; Branscombe, Wohl,

Owen, Allison, & N‘gbala, 2003; Dalgleish, 2004; Gilbar et al., 2010).

A key aspect of PTSD is ruminative or repetitive thinking, and we previously

noted that counterfactuals that are repetitive are particularly predictive of gen-

eral distress (Roese et al., 2009). Psychometric development in self-report

scales has clarified that counterfactual thinking is one of several components

of rumination (Brinker & Dozois, 2009; Tanner, Voon, Hasking, &

Martin, 2013; seeWatkins, 2008, for a general review of the repetitive thought

construct). Using the newer measurement instrument, Mitchell, Contractor,

Dranger, and Shea (2016) noted that counterfactual thinking uniquely predicts

the aspects of intrusive thoughts and behavioral avoidance among PTSD suf-

ferers (while controlling for depressive symptoms). This evidence constitutes

further instantiation of the idea that pathology in counterfactual thinking can

combine hyperactivation with hypodeployment.

Proximity to a terrifying event may sometimes be traumatizing, sometimes

not. In the absence of PTSD, different forms of counterfactual thinking may

occur. Teigen and Jensen (2011) surveyed Norwegians who had closely

witnessed the disaster of the December 2004 Tsunami that hit Thailand,

because they had been vacationing there. The predominant reaction was

largely one of relief and not regret, and downward counterfactuals (“it could

have been somuchworse forme ormy family,” etc., scored from spontaneous

mentions in interviews) outnumbered upward counterfactuals by a factor of

10 to 1. As in other research (Blix et al., 2016; McMullen &Markman, 2000),

the conclusion here is that close-calls can directly evoke counterfactuals, and

although connected to goals in the broader sense (here, the goal of survival),

there is no connection of such counterfactuals to subsequent action.
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5.4 Health Psychology
We have already outlined earlier that, in many situations, individuals form

counterfactuals that are linked to their own behavior. Although our main

argument is that counterfactuals are largely beneficial, the functional theory

certainly recognizes that there are instances when counterfactuals have dys-

functional consequences, and thus a key question is which moderators

account for functional vs dysfunctional consequences. As one example of

dysfunction noted already, trauma can evoke self-focused counterfactuals,

as with parents who have lost a child and torment themselves with “if only”

recriminations even though an outside observer might hold them blameless

(Davis et al., 1995). When it comes to medical conditions that affect the

individual personally, the extent to which the current state is seen as avoid-

able (and therefore, under our definition, a state of opportunity) predicts

the degree to which individuals blame themselves (Davis et al., 1996).

Recent research underscores the benefits of counterfactual thinking in

health-related domains. Epstude and Jonas (2015) examined a sample of

men who tested positive for the human immunodeficiency virus (HIV);

their infections had been obtained through unprotected intercourse. Coun-

terfactual thoughts were common, in which participants reported ways that

they might have avoided becoming infected. As predicted by the functional

theory, counterfactual thoughts that “undid” their infection predicted

intentions to use condoms in the future. At the same time, the upward coun-

terfactual thoughts reported by participants were detrimental to their emo-

tional well-being. With this severe health threat, the preparative function of

counterfactual thinking was indeed dominant over any affect-regulating

properties of counterfactuals.

Given the prominence of counterfactual thinking among those suffering

a health threat, the issue is raised as to whether counterfactuals may be uti-

lized as an intervention designed to increase beneficial behaviors. Such an

intervention may backfire, in that counterfactuals may sometimes be associ-

ated with weaker rather than stronger health-benefiting behaviors. For exam-

ple, in research conducted among those at high risk of contracting a sexually

transmitted disease (sex party attendees), Jonas and Epstude (2016) found

that participants reported a substantial number of counterfactuals focusing

on past sexual practice, but these were linked to a decrease in the inten-

tions to use a condom. Examining the goals operating in this situation

revealed health preservation was less important to participants than purely

hedonistic goals (e.g., how to have more sexual interactions during the party).
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Ramos et al. (2016) tested how counterfactual thoughts would affect attitudes

toward abuse of medication intended for attention-deficit hyperactivity disor-

der (ADHD). Among college students, many feel it perfectly acceptable to use

ADHD medication (such as Adderall) as a study aid; the medical community

considers this an abuse of the medication. When college undergrads were

presented with a scenario containing a negative outcome stemming from

ADHD abuse (having to go to the hospital due to side effects), and at the same

time were prompted to consider counterfactual alternatives to the outcome,

attitudes toward ADHD medication became more positive. That is, in

emphasizing a counterfactual outcome, the authors found that even with a

positive goal in hand (e.g., getting good grades), counterfactuals may

strengthen intentions for suboptimal behaviors in order to reach that goal.

The takeaway from these two lines of research is that a clear understanding

of the goal operative in a particular situation clarifies the functional role of

counterfactual thinking. With the Jonas and Epstude findings, we see that

counterfactuals connecting to a vice (vs virtuous) goal can result in problem-

atic outcomes, and with theRamos et al. findings, we see that even if one has a

more virtuous goal, counterfactuals may strengthen intentions to focus on less

virtuous means to reach that goal. Together, these findings further emphasize

that counterfactual thoughts do not invariably trigger performance-facilitating

behaviors, a point to which we will return in Section 6.

To summarize, the functional theory of counterfactual thinking provides a

framework for understanding the place of counterfactuals within various kinds

of psychopathology. Far from a random or indistinct pattern, the preponder-

ance vs absence of counterfactual thinking coheres around a spectrum in

which the normal functioning of counterfactuals with regard to goal-directed

behavior sits at the center, with greater extremes of each pole represented

by either excess or absence of counterfactuals (i.e., hyperactivation vs hyp-

oactivation). Orthogonally, counterfactuals may be deployed to further

behavioral goals, or not. Putting these points together, dysfunction may come

from too many (e.g., depression, trauma), too few (e.g., schizophrenia), or

inadequately deployed counterfactuals (e.g., schizophrenia).

6. SYNTHESIS AND REVISED THEORY

Counterfactual thinking involves reflections and elaborations on pasts

that never were. For the most part, these musings focus on alternatives to

events stored in episodic memory and connect to goals such that the coun-

terfactual specifies how a desired end state might have been achieved. This
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depiction forms the heart of the functional theory of counterfactual think-

ing, and in previous sections we have reviewed new evidence relevant to

the theory, first in terms of core evidence deriving primarily from the social

psychology literature, and then from related literatures in cognitive neuro-

science, developmental psychology, clinical psychology, and health psychol-

ogy. Altogether, we have profiled over 100 empirical papers inspired by

and/or significantly illuminated by the functional theory of counterfactual

thinking. At the same time, we also confronted significant empirical chal-

lenges. How might we reconcile these conflicting bodies of evidence? In

this section, we pull together the various strands of evidence to create a

new synthesis and revision of the theory, one which we hope may prove

useful in guiding future research.

6.1 Synthesizing Insights FromOther Disciplines of Psychology
Neuroimaging research has blazed an exciting trail of new research that

underscores the usefulness of the functional theory of counterfactual think-

ing. The new evidence favoring the theory can be concisely summarized as

follows: the brain structures active during counterfactual thinking overlap

with those active during goal-oriented cognition.

To briefly reiterate the picture, one line of work shows that the

orbitofrontal cortex is active during self-focused, upward counterfactuals

(Canessa et al., 2009; Chandrasekhar et al., 2008; Chua et al., 2009;

Levens et al., 2014; Nicolle et al., 2011). The orbitofrontal region is a com-

ponent of the larger prefrontal region, which involves specific sites active in

error detection, i.e., recognizing when a mistake has been made and then

formulating plans for corrective action. The missed reward value of upward

counterfactuals associates with activation in the posterior medial prefrontal

cortex (Danielmeier et al., 2011). Further, the recognition of an upward

counterfactual connects to behavior change: Boorman et al. (2009) showed

that fMRI-tracked activation in the frontopolar cortex corresponds uni-

quely with the relative increase in reward value contained in switching to

an unchosen alternative. Another key observation is that ventral striatal acti-

vation not only covaries with the magnitude of the value of the upward

counterfactual outcome, but this activation also predicts subsequent behav-

ior change (B€uchel et al., 2011). Finally, and perhaps most significantly, the

recent specification of the core network (Benoit & Schacter, 2015; Van

Hoeck et al., 2015), engaged when people conduct mental simulations, rep-

resents a significant theoretical advance in that it is now understood to be a
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network of cortical structures that overlap with those active in error detec-

tion, planning, and action control (Addis et al., 2007; Coricelli et al., 2007;

De Brigard, Addis, et al., 2013; Schacter et al., 2015; VanHoeck et al., 2014,

2013). Taken together, these strands of neurocognitive research offer strong

support for the functional theory of counterfactual thinking by specifying

the neuroanatomical underpinnings of the counterfactual–behavior link.
As informed by cognitive neuroscience research, there is an interesting

tension associated with the conceptual distinction between counterfactual

thinking and other forms of mental simulation, such as the imagination of

future or prefactual events. On the one hand, all mental simulations share

the aspect of connection to a core network of cortical structures that are active

during such thought processes. We know also that the basic toolkit of mental

simulation involves the dissection and reassembly of episodic memories,

which depends on a similar cortical network.Of the structures involved across

counterfactual, future simulation, and episodic recall, there is overlap but not a

one-to-one mapping, indicating that these are distinct mental operations that

share a family resemblance. At the same time, key differences have been

observed. For example, experimental manipulations of thought frequency

have revealed an intriguing divergence, such that repeated future event sim-

ulation increases their perceived plausibility (Szpunar & Schacter, 2013),

whereas the same manipulation decreases the perceived plausibility of coun-

terfactual simulations (De Brigard, Szpunar, & Schacter, 2013; see also

Stanley, Stewart, &DeBrigard, 2016). As we noted previously, wemay inter-

pret participants’ subjective self-reports of plausibility as reflecting perceived

likelihood of occurrence. Thus, repetition has the effect of making it increas-

ingly clear to participants that the counterfactual did not, in fact, occur,

whereas for future event simulation, repetition reminds them that the event

in question will still occur. However, these plausibility judgments apparently

do not reflect confidence in causal insight, which we suggest increases with

repetition for any type of mental simulation.

We believe that this work on the effect of repetition on perceived plau-

sibility can shed some light on research that has challenged the functional

theory by revealing instances in which counterfactual thinking hampers

rather than helps performance (e.g., Petrocelli & Harris, 2011; Petrocelli

et al., 2013, 2012). One reason why such an effect may occur, as

argued by these authors, is that counterfactuals can cause the mis-

recollection of prior instances, thus resulting in inaccurate causal inference

(Petrocelli & Crysel, 2009; Petrocelli et al., 2016; see also Shidlovski,

Schul, & Mayo, 2014). The key issues raised by these findings are how
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often and under what circumstances will counterfactual thinking involve,

on the one hand, misrecollection and, on the other hand, inaccurate causal

inference?

We argue that episodic counterfactual thoughts tend to be evoked in

direct response to a particular outcome, and the counterfactual form tends

to be constrained by reality such that usually only one detail is altered. Yet,

for most people and most of the time, there is a clear recognition that the

counterfactual is false. It could have happened, yet it clearly did not happen.

It is possible that there is a “falsity tag” on counterfactual thoughts, a con-

ceptual associative linkage in memory that marks the counterfactual as hav-

ing factually not occurred (although, as we have noted, the underlying causal

inference may well be accurate). Drawing repeated attention to the coun-

terfactual serves to strengthen the associative link between the counterfac-

tual and its falsity tag, thus underscoring its status as having never happened.

Future event simulations, including prefactuals and intentions, are typically

not benchmarked against an evoking factual event. Rather, they focus on

some particular episode that may happen, but perhaps with important details

left out. Repeated attention then fuels further elaboration of detail, enhanc-

ing judgments of plausibility (or, as the case may be, likelihood). At the end

of the day, counterfactuals are useful because they stimulate further thought

that can feed into goal pursuit. Although we recognize that misrecollection

can occur, we reiterate our earlier claim that it is rare among healthy adults.

Insights from developmental psychology echo the above ideas. The pro-

gression of development of cognitive abilities seems to mirror a progression

from early awakening of basic goals, followed by successively more sophis-

ticated mental articulation of episodes. Episodic counterfactual thinking

emerges as a product of goal cognition, and three landmark stages emerge

as follows: (1) episodic counterfactual thinking and the emotional experi-

ence of regret (age 6), then (2) inferring and anticipating emotion on the

basis of episodic counterfactual judgments (age 8), and then (3) reasoning

with semantic counterfactuals (age 12). Each stage, progressing from epi-

sodic to semantic counterfactual reasoning ability, springs from a platform

of goal cognition. The development stages of cognition provide nuanced

new support for the functional theory of counterfactual thinking.

In clinical and health psychology, the role of distorted causal assessment

and ruminative tendencies can be illuminated by specification of dysfunc-

tional variants of normally functional counterfactual thinking. Thus, in

depression and trauma, we see a hyperactivation of upward episodic coun-

terfactual thinking (Blix et al., 2016; Chase et al., 2010; Feng et al., 2015;
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Gilbar et al., 2010; Howlett & Paulus, 2013; Roese et al., 2009). By contrast,

in schizophrenia, Parkinson’s, and Huntington’s disorders, we see a hyp-

oactivation of counterfactual thinking, which accompanies deficits in daily

functioning (Contreras et al., 2016; McNamara et al., 2003; Roese et al.,

2008; Solca et al., 2015). When counterfactuals are either activated or

deployed in a manner distinctly different from healthy individuals, problem-

atic social functioning appears. Further, depending on whether counter-

factuals heighten or reduce performance-facilitating intentions, different

sorts of outcomes for the individual may obtain (Epstude & Jonas, 2015;

Jonas & Epstude, 2016; Ramos et al., 2016). But the question remains,

what can account for variability in whether counterfactuals take a form that

is conducive to benefit, and whether the counterfactual actually does

bring about performance improvement? We next revise the functional

theory of counterfactual thinking with additional postulates that address

these questions.

6.2 Two Steps Necessary for the Content-Specific Pathway
We proceed with a revised version of the functional theory that clarifies the

connection of counterfactual thinking to goals and behavior. First and fore-

most, we propose that counterfactual thinking is a conscious reflection of

deeper implicit processes that cross-connect covariation detection, causal

inference, and goal cognition. Counterfactuals of an episodic nature may

be easily discussed in everyday language and thus easily shared with others.

However, the consciously verbalizable form of a counterfactual insight is a

derivation of an implicit process that drives causal inference. Now, some

causal inferences are accurate and some are inaccurate, and the literature

is replete with examples of biased and faulty causal reasoning. Nevertheless,

a great many causal inferences are accurate and reflect computations of con-

tingencies gleaned from observations of covariation over time. The coun-

terfactuals that reach our conscious thoughts and our tongues are surface

reflections of these implicit reasoning dynamics. The point is that our crude

self-report measurements of counterfactuals do not guarantee a faithful

assessment of those underlying processes. Further, experimental attempts

to manipulate counterfactual thinking must by necessity aim for the con-

scious, verbalizable form of counterfactuals, yet may leave untouched the

underlying process. Similar to medicine that treats a symptom rather than

the underlying cause, such counterfactual manipulations may only scratch

at the surface and leave untouched the deeper mechanics of causal reasoning.
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Stated differently, in attempting experimentally to activate or prompt coun-

terfactual thinking, there is no guarantee that an accurate causal inference

will be formed and successfully deployed. This characterization helps to

explain, in part, the variation in results of experimental manipulations of

counterfactual thinking, some of which have resulted in performance ben-

efits (Dyczewski & Markman, 2012; Markman et al., 2008; Morris &

Moore, 2000; Myers et al., 2014; Reichert & Slate, 2000; Roese, 1994),

whereas others have resulted in performance decrements (Petrocelli et al.,

2012) or no effect at all (Petrocelli & Harris, 2011; Petrocelli et al., 2013).

Formalizing these ideas, there are at least two critical steps that are nec-

essary for a counterfactual to have a content-specific effect on behavior:

causal inference accuracy and deployment of the inference in the service

of subsequent action. By causal inference accuracy, we mean whether or

not the counterfactual specifies a causal relation that maps onto an objective

reading of causal contingency. By deployment, we mean whether or not the

insight contained in the counterfactual is used or ignored. When landing an

aircraft (as inMorris &Moore, 2000), pilots have the goal to land safely. The

outcome in question may vary in success (how closely the aircraft matches an

ideal glide path), but the dichotomous outcome of safe landing vs crash is

perhaps themore succinct specification of the operative goal. There are mul-

tiple causal contingencies involved that spell the difference between a safe vs

a crash landing. If one performs the correct, time-tested actions, there will be

a safe landing. Neglect those actions, or introduce new and unreasonable

actions, and there will be a crash landing. For a novice pilot attempting a

landing in a computer flight simulator, the absence of deep expertise means

that any number of causal principles might be deployed to facilitate or hinder

landing. For example, lowering the aircraft’s flaps has the causal effect of

increasing lift from the wings, essential when reducing speed for landing.

Lowering flaps, therefore, has the causal effect of facilitating a safe landing.

Neglecting to lower flaps increases the risk of a crash. Similarly, rate of

descent can be monitored and adjusted to maintain an ideal glide path;

too great a rate of descent will increase the risk of a crash. Learning represents

the successive acquisition of each of these causal contingencies, and expertise

results from the collective understanding of the multiple causal contingen-

cies. For a novice pilot to note explicitly, “I would have made a better land-

ing if I had remembered to lower my flaps” means that the novice pilot has

learned one causal contingency that maps onto empirical fact. For another

novice pilot to note, “If I only I had turned the volume up on my 80s rock

music playlist, I would have made a better landing” is clearly an example of
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an inaccurate causal contingency. Deploying that causal contingency in a

subsequent landing attempt will have zero impact on performance.

In this example of attempting to land an aircraft, the goal to land safely has

a clearly identifiable outcome. However, in many other situations, goals are

perhaps less clear, with outcomes that are not dichotomous. For example,

receipt of negative feedback at work may motivate various sorts of future

behaviors. Individuals may try to adjust their performance (under the goal

of being a good employee), or they may decide to leave the company (under

the goal of exerting control of one’s career). Both actions may be deemed

“accurate” in the sense that the actions have a causal effect on producing the

respective goals, but this of course means taking into account the fact that

different goals are operative. The key point is that the causal inference

formed by an individual must be considered in light of the goal that underlies

the inference process. In our previous paper, we used the term “pragmatic

accuracy” to describe this idea (Epstude & Roese, 2008). In short, accuracy

must be considered in terms of both the situation and the currently active

goals.

To summarize, there are two clear steps that are necessary for counter-

factuals to improve performance:

Causal inference accuracy. The counterfactual must embody a valid

antecedent-consequence linkage. There are many ways that causal infer-

ences might be accurate (e.g., via balanced acquisition of covariation

information), and there are many ways that causal inferences might be

inaccurate (e.g., biased by being at odds with real-life demands), but

for a counterfactual to have a positive impact on performance, it must

be accurate.

Deployment. The insight derived from the counterfactual can be used to

guide behavior, or ignored. It is necessary for the counterfactual to be

deployed as a guide for subsequent behavior (i.e., by feeding into pre-

factuals or behavioral intentions) in order to have a positive impact on

performance.

In general, we assume that the vast majority of self-focused upward coun-

terfactuals meet the two criteria. The specification of the two steps instan-

tiates the theoretical differentiation between activation and application, a

notion that has illuminated the circumstances under which stereotypes

can result in prejudiced behavior (e.g., Gilbert & Hixon, 1991) or when

knowledge of personal bias or outside influence will be used to recalibrate

judgment (e.g., Wegener & Petty, 1997). The specification of these two

steps helps to resolve the discrepant findings provided by Petrocelli and
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his colleagues, in the sense that the first step of causal insight accuracy was not

achieved. The various paradigms used by Petrocelli share one key feature:

they all involve a simple causal situation, one that is marked by a single causal

contingency. For example, in the stock-picking task, there is single rule that

guides the outcome. If participants learn it, they succeed, and if they do not,

they underperform. Each participant can only learn the rule once. Similarly,

in theMonty Hall problem, there is also a single rule, which past research has

shown to be remarkably difficult to learn. In these cases, it is clear that mea-

surement of counterfactuals picks up a blend of accurate and inaccurate

causal inferences. If on balance the causal inferences are correct, we may

see a positive effect of counterfactuals on performance. But if the causal

inferences are largely inaccurate, we will see a negative effect of counterfac-

tuals on performance. Of course, even if counterfactuals are largely accurate

within a given research paradigm, there is still no guarantee that the insight

will be deployed in the service of subsequent behavior.

6.3 Simple vs Complex Domains
The further challenge coming from work by Petrocelli is the manipulation

of counterfactual thoughts. Here, we must probe deeper into the underlying

meaning of a counterfactual thought induction manipulation. As we stated

previously, counterfactuals are conscious, verbal reflections of a deeper,

implicit process. The counterfactual induction cannot be more than an

imprecise, ham-fisted bludgeon that pushes the surface level thought struc-

ture around while having lesser effect on the underlying process. In short,

there is no guarantee that a counterfactual induction will push people to

form a more accurate causal inference. That is to say, there is no guarantee

that a counterfactual induction, which targets the surface level of verbal

responding, will extend deeper to unleash implicit processes of covariation

detection.Moreover, and this is the key point, when an experimental induc-

tion of counterfactual thinking is deployed in a unicausal domain, it is more

likely to lead to distraction and error than accuracy. Take, for example, a par-

ticipant in the study with the stock-picking problem (Petrocelli et al., 2013).

Perhaps some participants accurately surmised the decision rule and used it to

their advantage. Next comes a counterfactual induction of what the partic-

ipant might have done differently. The resulting thought would be to con-

sider a second or third causal contingency that is present, but not accurate. In

this case, the counterfactual induction has pushed counterfactual thinking in

an inaccurate direction, which is the only direction possible with a simple,
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single-cause domain (once you have learned the one correct answer, every

other answer you come up with will be wrong). By contrast, in a more com-

plex multicausal situation, such as in the flight simulator example, the coun-

terfactual induction has at least a fighting chance of locating a second or third

causal contingency that is also accurate. As a result, we formalize this reason-

ing in a second refinement of the theory.

The content-specific pathway by which counterfactuals may influence behavior is

more likely to produce performance benefit within multi-causal than uni-causal domains.

We argue that this specification of moderation by domain, in terms of

whether the environment in which the individual operates is characterized

as simple vs complex, explains the discrepancy in results between those

that have shown a beneficial effect of counterfactuals on performance

(Dyczewski & Markman, 2012; Markman et al., 2008; Morris & Moore,

2000; Myers et al., 2014; Reichert & Slate, 2000; Roese, 1994; Wong,

2010) vs a null effect or performance decrement (Petrocelli & Harris, 2011;

Petrocelli et al., 2013, 2012). When the domain is simple and unicausal, mea-

suring spontaneous counterfactuals may tap variability in causal accuracy,

which may or may not connect to performance. When the domain is simple,

the manipulation of counterfactuals will have an effect that is deleterious to

performance. By contrast, when the domain is complex and multicausal, again

spontaneous counterfactuals will vary in causal accuracy, and measurement

specific enough that it captures accuracy will show a relation to performance.

But more important, when a counterfactual induction is used in a complex

domain, the manipulation will push individuals to further conscious deliber-

ation, which may well allow them to pick up on additional causal contingen-

cies that will prove accurate and useful (content-specific pathway). By contrast,

the content-neutral pathway can enhance performance independently of

whether the domain is unicausal vs multicausal.

This same reasoning regarding simple vs complex domains helps us to

understand the discrepant results reported by Ferrante et al. (2013, 2016)

and Mercier et al. (2017). Recall that their key observation was that the pro-

portion of counterfactual thoughts generated by their participants that

focused on personally controllable actions was small, hovering around

25%, but with notable variability across studies. The functional theory of

counterfactual thinking offers the principle of form follows function, which

means that the content of counterfactuals tends, on average, toward a form

that is amenable for subsequent goal pursuit. For example, counterfactuals

are more useful if they are upward than downward and more useful if they

focus on internal rather than other-focused actions. We have already

62 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS



reviewed a range of evidence that suggests that counterfactual form indeed

follows function, and so how can we best understand the discrepant findings

reported by the above authors?We argue that a first clue is to be found in the

variability in proportion of counterfactuals that are controllable across their

studies. In laboratory studies involving word puzzle decisions, proportions

become larger when participants are given a further choice as to whether

their task was easy or difficult (43%, Ferrante et al., 2013, Study 2) and

becomes larger still among marathon runners asked to reflect on their train-

ing and performance in an activity about which they are clearly passionate

(68%, Ferrante et al., 2016, Study 2). We argue that a determinant of this

variability in whether counterfactuals specify controllable actions is the

degree to which the domain itself is one that is largely self-initiated and com-

plex vs experimenter-initiated and simple. In the latter case, participants are

thrown into a peculiar laboratory situation at the behest of experimenters

who control the strings. Little wonder that participants’ counterfactuals that

undo a negative laboratory outcome focus on the peculiarity of the situation.

By contrast, when participants self-initiate a more complex activity with

multiple facets under their control (e.g., running a marathon, landing an air-

craft, performing on stage), we expect that failure-evoked counterfactuals

will focus largely (and by largely we mean a two-thirds majority) on person-

ally controllable actions (usingWeiner’s framework, the counterfactuals will

tend to be internal, unstable, and controllable).

Stepping back and gazing from a high vantage point across the various

research threads constituting (a) the core evidence for the theory from social

psychology, (b) the challenges to the theory in terms of new evidence on the

structural envelope of counterfactual thoughts and on cases in which the link

from counterfactuals to performance is one of deterioration rather than ben-

efit, and (c) the various evidence from other disciplines of psychology, we

see a general picture that is largely supportive of the functional theory of

counterfactual thinking. Nevertheless, the new evidence has pushed us to

reconsider and then reconceptualize aspects of the theory. It is our hope that

these revised theoretical ideas will prove useful in guiding another decade or

more of basic research into counterfactual thinking.

7. CODA

Counterfactual thinking is a common part of the mental landscape

(Summerville & Roese, 2008). Yet no more vivid instantiation of the
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observation that counterfactuals are about goals can be had than the depic-

tion of counterfactual worlds in fiction (Roese &Morrison, 2009). Stories of

alternative history have been a staple genre for decades, and the last year has

seen three entertainment properties reach new audiences with their

thought-provoking portrayals of what might have been. Originally written

in 1962, Philip K. Dick’s novel, The Man in the High Castle, is one of innu-

merable stories premised on an alternative ending to the SecondWorldWar.

Dick is the same author whose bizarrely paranoid fiction inspired such films

as Blade Runner and Total Recall. Set in an alternative version of the 1960s,

Castle tells the story of an America partitioned between two conquering

powers, Imperial Japan on the West Coast and Nazi Germany on the East.

The novel inspired a television drama that premiered in 2015 and has to date

run to two seasons. Clearly, the world portrayed inCastle is a dystopic night-

mare, yet with rays of hope that speak to a larger motivation of freedom,

dignity, and democracy.

11/22/63 is a television drama adapted from King’s (2011) novel. In

both television and book, we meet Jake Epping, who uses an accidentally

discovered time portal to travel back in time from today to the early

1960s with the goal of preventing the assassination of President John F.

Kennedy. Jake is persuaded by the discoverer of the time portal that the

world would have been a better place had Kennedy lived:

… What about Vietnam? Johnson was the one who started all the insane esca-
lation. Kennedy was a cold warrior, no doubt about it, but Johnson took it to the
next level. … Kennedy might have changed his mind. Johnson and Nixon were
incapable of that. Thanks to them, we lost almost sixty thousand American soldiers
in Nam. The Vietnamese, North and South, lost millions. Is the butcher’s bill that
high if Kennedy doesn’t die in Dallas?

King (2011, p. 62)

The motivation here is clear, to save millions of lives, to make the world a

better place. Would the world have been better off had Kennedy lived? The

novel delivers an answer in a chilling denouement which we shall not spoil,

but it is safe to say that the key value proffered by time machines is the ability

to fix mistakes, right wrongs, make things better. Time machines are tools

for realizing the goals inherent in counterfactuals.

Star Trek is the third entertainment property to hit new heights as it

celebrated in September 2016 its 50th anniversary of the first air date. By

far the most successful television property in history, Star Trek spans hun-

dreds of television episodes and dozens of films, with a new television series
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planned for 2017 (Star Trek: Discovery). Yet with all these stories told, there

is one that stands out from the original series, a beloved story involving

time travel and historical counterfactuals. The City on the Edge of Forever, first

aired in April 1967, is a classic Star Trek tale built from the “what-if” pos-

sibility of a Nazi victory in the SecondWorldWar. After the discovery of an

alien time portal, the starship Enterprise’s doctor, LeonardMcCoy, acciden-

tally travels back in time to 1930s America. In an instant, all in the present

have changed, because back in the past McCoy had somehow changed

history. As the tale unfolds, we learn the details of what he did: a butterfly

effect, or rippling chain reaction from a single act, results in the United States

delaying its entry in the Second World War, allowing Germany to develop

the atomic bomb first, and thus to win the war. To set things right, Captain

Kirk and Mr. Spock must also travel back in time to undo whatever McCoy

did to alter history. Kirk and Spock piece together the mystery and learn that

restoring history to its proper course pivots on a single life-or-death choice.

Kirk must decide whether to save the life of the woman he has come to

love or to let her die “as she was meant to” and thus return history to its

normal course. Kirk’s decision stuns McCoy, who is unaware of the big

picture: “Do you know what you just did?” “He knows, Doctor,” says

Spock, “He knows.”

Regardless of whether counterfactual fiction hinges on a different out-

come to the Second World War, a different version of the Kennedy pres-

idency, or some other fork in the historical road, the underlying theme

of all such fiction centers on goals and the struggles to fulfill them. If the

counterfactual world is worse than our own, the trials and tribulations of

those fictional characters are all the more poignant. They, like all of us, yearn

for a better place, and counterfactuals are mental simulations that wield

imagination to give color and form to those yearnings. Unfulfilled goals

drive counterfactual thinking, and counterfactual thinking embraces goal-

focused content. We think it not quite accurate to specify a single process

direction of causation, because counterfactuals and goals wrap forward

and then back into each other, a M€obius strip of cognition.
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(2016). Counterfactual reasoning in non-psychotic first-degree relatives of people with
schizophrenia. Frontiers in Psychology, 7, 1–10.

Alicke, M. D., Buckingham, J. T., Zell, E., & Davis, T. L. (2008). Culpable control and
counterfactual reasoning in the psychology of blame. Personality and Social Psychology Bul-
letin, 34, 1371–1381.

Allen, M. S., Greenlees, I., & Jones, M. V. (2014). Personality, counterfactual thinking, and
negative emotional reactivity. Psychology of Sport and Exercise, 15, 147–154.

Alquist, J. L., Ainsworth, S. E., Baumeister, R. F., Daly, M., & Stillman, T. F. (2015). The
making of might-have-beens. Personality and Social Psychology Bulletin, 41, 268–283.

Bacon, A. M., Walsh, C. R., & Martin, L. (2013). Fantasy proneness and counterfactual
thinking. Personality and Individual Differences, 54, 469–473.

Bauer, I., & Wrosch, C. (2011). Making up for lost opportunities: The protective role of
downward social comparisons for coping with regrets across adulthood. Personality and
Social Psychology Bulletin, 37, 215–228.

Baumeister, R. F., & Monroe, A. E. (2014). Recent research on free will: Conceptualiza-
tions, beliefs, and processes. Advances in Experimental Social Psychology, 50, 1–52.

Beck, S. R., Carroll, D. J., Brunsdon, V. E. A., & Gryg, C. K. (2011). Supporting children’s
counterfactual thinking with alternative modes of responding. Journal of Experimental
Child Psychology, 108, 190–202.

Beck, S. R., & Crilly, M. (2009). Is understanding regret dependent on developments in
counterfactual thinking? British Journal of Developmental Psychology, 27, 505–510.

Beck, S. R., & Guthrie, C. (2011). Almost thinking counterfactually: Children’s understand-
ing of close counterfactuals. Child Development, 82(4), 1189–1198.

Beck, S. R., Riggs, K. J., & Gorniak, S. L. (2009). Relating developments in children’s coun-
terfactual thinking and executive functions. Thinking and Reasoning, 15, 337–354.

Beck, S. R., Riggs, K. J., & Gorniak, S. L. (2010). The effect of causal chain length on
counterfactual conditional reasoning. British Journal of Developmental Psychology, 28,
505–521.

Beck, S. R., Robinson, E. J., Carroll, D. J., & Apperly, I. A. (2006). Children’s thinking about
counterfactuals and future hypotheticals as possibilities. Child Development, 77, 413–426.

Beike, D., Markman, K., & Karadogan, F. (2009). What we regret most are lost opportuni-
ties: A theory of regret intensity. Personality and Social Psychology Bulletin, 35, 385–397.

Beldarrain, M. G., Garcia-Monco, J. C., Astigarraga, E., Gonzalez, A., & Grafman, J. (2005).
Only spontaneous counterfactual thinking is impaired in patients with prefrontal cortex
lesions. Cognitive Brain Research, 24, 723–726.

Benoit, R. G., & Schacter, D. L. (2015). Specifying the core network supporting episodic
simulation and episodic memory by activation likelihood estimation. Neuropsychologia,
75, 450–457.

Berridge, K. C., & Kringelbach, M. L. (2015). Pleasure systems in the brain. Neuron, 86,
646–664.

Blix, I., Kanten, A. B., Birkeland, M. S., Solberg, O., Nissen, A., & Heir, T. (2016). Think-
ing about what might have happened: Counterfactual thinking and posttraumatic stress
in individuals directly and indirectly exposed to the 2011 Oslo bombing. Applied
Cognitive Psychology, 30, 983–991.

66 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0015
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0015
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0015
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0030
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0030
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0035
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0035
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0045
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0045
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0050
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0050
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0050
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0055
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0055
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9000
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9000
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0060
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0060
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0065
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0065
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0065
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0070
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0070
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0075
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0075
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0080
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0080
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0080
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0090
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0090
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0095
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0095
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0095
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0095


Boorman, E. D., Behrens, T. E. J., &Rushworth, M. F. S. (2011). Counterfactual choice and
learning in a neural network centered on human lateral frontopolar cortex. PLoS Biology,
9, 1–13.

Boorman, E. D., Behrens, T. E. J., Woolrich, M. W., & Rushworth, M. F. S. (2009). How
green is the grass on the other side? Frontopolar cortex and the evidence in favor of alter-
native courses of action. Neuron, 62, 733–743.

Brandst€atter, V., Lengfelder, A., & Gollwitzer, P. M. (2001). Implementation intentions and
efficient action initiation. Journal of Personality and Social Psychology, 81, 946–960.

Branscombe, N. R., Wohl, M. J. A., Owen, S., Allison, J. A., & N‘gbala, A. (2003). Coun-
terfactual thinking, blame assignment, and well-being in rape victims. Basic and Applied
Social Psychology, 25, 265–273.

Briazu, R. A., Walsh, C. R., Deeprose, C., & Ganis, G. (2017). Undoing the past in order to
lie in the present: Counterfactual thinking and deceptive communication. Cognition,
161, 66–73.

Brinker, J. K., & Dozois, D. J. A. (2009). Ruminative thought style and depressed mood.
Journal of Clinical Psychology, 65, 1–19.

Broomhall, A. G., Phillips, W. J., Hine, D. W., & Loi, N. M. (2016). Upward counterfactual
thinking and depression: A meta-analysis. Unpublished material.

Bruine de Bruin, W., Dombrovski, A. Y., Parker, A. M., & Szanto, K. (2016). Late-life
depression, suicidal ideation, and attempted suicide: The role of individual differences
in maximizing, regret, and negative decision outcomes: Maximizing, late-life depression,
and suicide. Journal of Behavioral Decision Making, 29, 363–371.

B€uchel, C., Brassen, S., Yacubian, J., Kalisch, R., & Sommer, T. (2011). Ventral striatal signal
changes representmissedopportunities andpredict future choice.NeuroImage,57, 1124–1130.

Buffone, A., Gabriel, S., & Poulin, M. (2016). There but for the grace of God: Counterfac-
tuals influence religious belief and images of the divine. Social Psychological and Personality
Science, 7, 256–263.

Bullens, L., Van Harreveld, F., & F€orster, J. (2011). Keeping one’s options open: The det-
rimental consequences of decision reversibility. Journal of Experimental Social Psychology,
47, 800–805.

Bullens, L., Van Harreveld, F., F€orster, J., & Van Der Pligt, J. (2013). Reversible decisions:
The grass isn’t merely greener on the other side, it’s also very brown over here. Journal of
Experimental Social Psychology, 49, 1093–1099.

Burns, P., Riggs, K. J., & Beck, S. R. (2012). Executive control and the experience of regret.
Journal of Experimental Child Psychology, 111, 501–515.

Burrus, J., & Roese, N. J. (2006). Long ago it was meant to be: The interplay between time,
construal and fate beliefs. Personality and Social Psychology Bulletin, 32, 1050–1058.

Byrne, R. M. J. (2002). Mental models and counterfactual thoughts about what might have
been. Trends in Cognitive Science, 6, 426–431.

Byrne, R. M. J. (2005). The rational imagination: How people create alternatives to reality.
Cambridge, MA: MIT Press.

Byrne, R. M. J. (2016). Counterfactual thought. Annual Review of Psychology, 67, 135–157.
Callander, G., Brown, G. P., Tata, P., & Regan, L. (2007). Counterfactual thinking and

psychological distress following recurrent miscarriage. Journal of Reproductive and Infant
Psychology, 25, 51–65.

Camille, N., Coricelli, G., Sallet, J., Pradat-Diehl, P., Duhamel, J., & Sirigu, A. (2004). The
involvement of the orbitofrontal cortex in the experience of regret. Science, 304,
1167–1170.

Canessa, N., Motterlini, M., Dio, C. D., Perani, D., Scifo, P., Cappa, S. F., et al. (2009).
Understanding others’ regret: A fMRI study. PLoS One, 4, 1–10.

Carver, C. S., & Scheier, M. F. (1996). Psychological resources matter, no matter how you
say it or frame it. The Counseling Psychologist, 24, 736–742.

67The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0100
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0100
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0100
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0105
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0105
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0105
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0110
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0110
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0110
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0115
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0115
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0115
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0120
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0120
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0120
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0125
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0125
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0130
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0130
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0135
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0135
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0135
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0135
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0140
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0140
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0140
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0145
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0145
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0145
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0160
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0160
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0165
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0165
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0170
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0170
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0175
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0175
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0180
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0185
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0185
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0185
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0190
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0190
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0190
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0195
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0195
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0200
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0200


Catellani, P., & Bertolotti, M. (2014). The effects of counterfactual defences on social judge-
ments. European Journal of Social Psychology, 44, 82–92.

Chandrasekhar, P. V. S., Capra, C. M., Moore, S., Noussair, C., & Berns, G. S. (2008). Neu-
robiological regret and rejoice functions for aversive outcomes. NeuroImage, 39,
1472–1484.

Chase, H.W., Camille, N., Michael, A., Bullmore, E. T., Robbins, T. W., & Sahakian, B. J.
(2010). Regret and the negative evaluation of decision outcomes in major depression.
Cognitive, Affective, and Behavioral Neuroscience, 10, 406–413.

Chua, H. F., Gonzalez, R., Taylor, S. F., Welsh, R. C., & Liberzon, I. (2009). Decision-
related loss: Regret and disappointment. NeuroImage, 47, 2031–2040.

Contreras, F., Albacete, A., Castellvı́, P., Caño, A., Benejam, B., & Menchón, J. M.
(2016). Counterfactual reasoning deficits in schizophrenia patients. PLoS One, 11,
1–14.

Coricelli, G., Camille, N., Pradat-Diehl, P., Duhamel, J., & Sirigu, A. (2005). Response to
comment on “The involvement of the orbitofrontal cortex in the experience of regret”
Science, 308, 1260c.

Coricelli, G., Dolan, R. J., & Sirigu, A. (2007). Brain, emotion and decision making: The
paradigmatic example of regret. Trends in Cognitive Sciences, 11, 258–265.

Dalgleish, T. (2004). Cognitive approaches to posttraumatic stress disorder: The evolution of
multirepresentational theorizing. Psychological Bulletin, 130, 228–260.

Danielmeier, C., Eichele, T., Forstmann, B. U., Tittgemeyer, M., & Ullsperger, M. (2011).
Posterior medial frontal cortex activity predicts post-error adaptations in task-related
visual and motor areas. The Journal of Neuroscience: The Official Journal of the Society for Neu-
roscience, 31, 1780–1789.

Davis, C. G., Lehman, D. R., Silver, R. C., Wortman, C. B., & Ellard, J. H. (1996). Self-
blame following a traumatic event: The role of perceived avoidability. Personality and
Social Psychology Bulletin, 22, 557–567.

Davis, C. G., Lehman, D. R., Wortman, C. B., Silver, R. C., & Thompson, S. C. (1995).
The undoing of traumatic life events. Personality and Social Psychology Bulletin, 21,
109–124.

De Brigard, F., Addis, D. R., Ford, J. H., Schacter, D. L., & Giovanello, K. S. (2013).
Remembering what could have happened: Neural correlates of episodic counterfactual
thinking. Neuropsychologia, 51, 2401–2414.

De Brigard, F., & Giovanello, K. S. (2012). Influence of outcome valence in the subjective
experience of episodic past, future, and counterfactual thinking. Consciousness and Cog-
nition, 21, 1085–1096.

De Brigard, F., Giovanello, K. S., Stewart, G. W., Lockrow, A. W., O’Brien, M. M., &
Spreng, R. N. (2016). Characterizing the subjective experience of episodic past, future,
and counterfactual thinking in healthy younger and older adults. Quarterly Journal of
Experimental Psychology, 69, 2358–2375.

De Brigard, F., Szpunar, K. K., & Schacter, D. L. (2013). Coming to grips with the past:
Effect of repeated simulation on the perceived plausibility of episodic counterfactual
thoughts. Psychological Science, 24, 1329–1334.

Dick, P. K. (1962). The man in the high castle. New York: Popular Library.
Drayton, S., Turley-Ames, K. J., & Guajardo, N. R. (2011). Counterfactual thinking and

false belief: The role of executive function. Journal of Experimental Child Psychology,
108, 532–548.

Dweck, C. S. (1996). Capturing the dynamic nature of personality. Journal of Research in
Personality, 30, 348–362.

Dweck, C. S., & Leggett, E. L. (1988). A social-cognitive approach to motivation and per-
sonality. Psychological Review, 95, 256–273.

68 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0205
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0205
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0210
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0210
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0210
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0215
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0215
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0215
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0225
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0225
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0230
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0230
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0230
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0235
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0235
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0235
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0240
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0240
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0245
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0245
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0250
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0250
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0250
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0250
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0255
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0255
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0255
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0260
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0260
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0260
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0265
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0265
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0265
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0270
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0270
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0270
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0280
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0280
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0280
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0285
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0290
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0290
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0295
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0295


Dyczewski, E. A., & Markman, K. D. (2012). General attainability beliefs moderate the
motivational effects of counterfactual thinking. Journal of Experimental Social Psychology,
48, 1217–1220.

Epstude, K., & Jonas, K. J. (2015). Regret and counterfactual thinking in the face of
inevitability. Social Psychological and Personality Science, 6, 157–163.

Epstude, K., & Roese, N. J. (2008). The functional theory of counterfactual thinking.
Personality and Social Psychology Review, 12, 168–192.

Epstude, K., & Roese, N. J. (2010). Functional aspects of global versus local processing:
Relations among the structure and content of goals, counterfactuals, and regrets. Psycho-
logical Inquiry, 21, 209–212.

Epstude, K., & Roese, N. J. (2011). When goal pursuit fails: The functions of counterfactual
thought in intention formation. Social Psychology, 42, 19–27.

Epstude, K., Scholl, A., & Roese, N. J. (2016). Prefactual thoughts: Mental simulations about
what might happen. Review of General Psychology, 20, 48–56.

Ersner-Hershfield, H., Galinsky, A. D., Kray, L. J., & King, B. G. (2010). Company, country,
connections: Counterfactual origins increase organizational commitment, patriotism,
and social investment. Psychological Science, 21, 1479–1486.

Feeney, A., Gardiner, D. R., Johnston, K., Jones, E., & McEvoy, R. J. (2005). Is regret for
inaction relatively self-enhancing? Applied Cognitive Psychology, 19, 761–777.

Feng, X., Gu, R., Liang, F., Broster, L. S., Liu, Y., Zhang, D., et al. (2015). Depressive states
amplify both upward and downward counterfactual thinking. International Journal of
Psychophysiology, 97, 93–98.

Ferrante, D., Girotto, V., Stragà, M., & Walsh, C. R. (2013). Improving the past and the
future: A temporal asymmetry in hypothetical thinking. Journal of Experimental Psychology:
General, 142, 23–27.

Ferrante, D., Stragà, M., Walsh, C., & Girotto, V. (2016). What could I have done or what
can I do? The effect of counterfactual and prefactual thinking on predictions and inten-
tions. In Paper presented at the EASP Small Group Meeting “Counterfactual thinking in
causality, emotion, communication, and behavior”, Aix-en-Provence, France.

Festinger, L. (1954). A theory of social comparison processes. Human Relations, 7,
117–140.

Fishbach, A., Koo,M., & Finkelstein, S. R. (2014). Motivation resulting from completed and
missing actions. Advances in Experimental Social Psychology, 50, 257–307.

Flaubert, G. (1950). Madame bovary. Russell, A., Trans. London: Penguin. Original work
published 1857.

Fleming, I. L. (1957). From Russia with love. New York: Macmillan.
Franks, B., & Higgins, E. T. (2012). Effectiveness in humans and other animals: A common

basis for well-being and welfare. Advances in Experimental Social Psychology, 46,
285–346.

Fusar-Poli, P., Perez, J., Broome, M., Borgwardt, S., Placentino, A., Caverzasi, E., et al.
(2007). Neurofunctional correlates of vulnerability to psychosis: A systematic review
and meta-analysis. Neuroscience and Biobehavioral Reviews, 31, 465–484.

Galinsky, A. D., & Kray, L. J. (2004). From thinking about what might have been to sharing
what we know: The effects of counterfactual mind-sets on information sharing in groups.
Journal of Experimental Social Psychology, 40, 606–618.

Galinsky, A. D., & Moskowitz, G. B. (2000). Counterfactuals as behavioral primes: Priming
the simulation heuristic and consideration of alternatives. Journal of Experimental Social
Psychology, 36, 384–409.

Galinsky, A. D., Moskowitz, G. B., & Skurnik, W. (2000). Counterfactuals as self-generated
primes: The role of prior counterfactual activation on person perception judgments.
Social Cognition, 18, 252–280.

69The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0300
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0300
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0300
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0305
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0305
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0315
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0315
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0320
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0320
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0320
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0325
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0325
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0330
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0330
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0335
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0335
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0335
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0340
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0340
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0345
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0345
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0345
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0350
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0350
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0350
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0355
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0355
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0355
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0355
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0360
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0360
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0365
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0365
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0370
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0370
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0375
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0380
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0380
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0380
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0385
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0385
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0385
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0390
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0390
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0390
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0395
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0395
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0395
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0400
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0400
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0400


Galinsky, A. D., Seiden, V. L., Kim, P. H., & Medvec, V. H. (2002). The dissatisfaction of
having your first offer accepted: The role of counterfactual thinking in negotiations. Per-
sonality and Social Psychology Bulletin, 28, 271–283.

German, T. P. (1999). Children’s causal reasoning: Counterfactual thinking occurs for
“negative” outcomes only. Developmental Science, 2, 442–447.

Gilbar, O., & Hevroni, A. (2007). Counterfactuals, coping strategies and psychological dis-
tress among breast cancer patients. Anxiety, Stress, & Coping, 20, 382–392.

Gilbar, O., Plivazky, N., & Gil, S. (2010). Counterfactual thinking, coping strategies, and
coping resources as predictors of PTSD diagnosed in physically injured victims of terror
attacks. Journal of Loss and Trauma, 15, 304–324.

Gilbert, D. T., & Ebert, J. E. J. (2002). Decisions and revisions: The affective forecasting of
changeable outcomes. Journal of Personality and Social Psychology, 82, 503–514.

Gilbert, D. T., & Hixon, J. G. (1991). The trouble of thinking: Activation and application of
stereotypic beliefs. Journal of Personality and Social Psychology, 60, 509–517.

Gilovich, T. (1983). Biased evaluation and persistence in gambling. Journal of Personality and
Social Psychology, 44, 1110–1126.

Gilovich, T., & Medvec, V. H. (1995). The experience of regret: What, when, and why.
Psychological Review, 102, 379–395.

Gilovich, T., Medvec, V. H., & Chen, S. (1995). Commission, omission, and dissonance
reduction: Coping with Regret in the “Monty Hall” problem. Personality and Social Psy-
chology Bulletin, 21, 182–190.

Girotto, V., Ferrante, D., Pighin, S., & Gonzalez, M. (2007). Postdecisional counterfactual
thinking by actors and readers. Psychological Science, 18, 510–515.

Girotto, V., Legrenzi, P., & Rizzo, A. (1991). Event controllability in counterfactual think-
ing. Acta Psychologica, 78, 111–133.

Glucksberg, S., & Weisberg, W. R. (1966). Verbal behavior and problem solving: Effects of
labeling in a functional fixedness problem. Journal of Experimental Psychology, 71,
659–664.

Goodale, M. A., &Milner, A. D. (1992). Separate visual pathways for perception and action.
Trends in Neurosciences, 15, 20–25.

Granberg, D., & Brown, T. A. (1995). The Monty Hall dilemma. Personality and Social Psy-
chology Bulletin, 21, 711–723.

Guajardo, N. R., McNally, L. F., & Wright, A. (2016). Children’s spontaneous counterfac-
tuals: The roles of valence, expectancy, and cognitive flexibility. Journal of Experimental
Child Psychology, 146, 79–94.

Guajardo, N., Parker, J., & Turley-Ames, K. J. (2009). Associations among false belief under-
standing, counterfactual reasoning, and executive function. British Journal of Developmen-
tal Psychology, 27, 681–702.

Guajardo, N. R., & Turley-Ames, K. J. (2004). Preschoolers’ generation of different types of
counterfactual statements and theory of mind understanding. Cognitive Development, 19,
53–80.

Guttentag, R., & Ferrell, J. (2004). Reality compared with its alternatives: Age differences in
judgments of regret and relief. Developmental Psychology, 40, 764–775.

Guttentag, R., & Ferrell, J. (2008). Children’s understanding of anticipatory regret and dis-
appointment. Cognition and Emotion, 22, 815–832.

Hafner, R. J., White, M. P., & Handley, S. J. (2012). Spoilt for choice: The role of coun-
terfactual thinking in the excess choice and reversibility paradoxes. Journal of Experimental
Social Psychology, 48, 28–36.

Hammell, C., & Chan, A. Y. C. (2016). Improving physical task performance with coun-
terfactual and prefactual thinking. PLoS One, 11(12), e0168181.

Harris, P. L., German, T., & Mills, P. (1996). Children’s use of counterfactual thinking in
causal reasoning. Cognition, 61, 233–259.

70 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0405
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0405
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0405
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0410
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0410
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0415
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0415
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0420
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0420
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0420
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0425
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0425
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0430
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0430
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0435
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0435
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0440
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0440
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0445
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0445
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0445
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0450
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0450
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0455
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0455
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0460
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0460
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0460
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0465
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0465
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0470
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0470
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0475
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0475
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0475
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0480
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0480
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0480
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0485
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0485
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0490
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0490
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0495
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0495
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0495
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0500
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0500
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0505
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0505


Hassabis, D., & Maguire, E. A. (2007). Deconstructing episodic memory with construction.
Trends in Cognitive Sciences, 11, 299–306.

Heine, S. J., Proulx, T., & Vohs, K. D. (2006). The meaning maintenance model: On the
coherence of social motivations. Personality and Social Psychology Review (Lawrence Erlbaum
Associates), 10, 88–110.

Heintzelman, S. J., & King, L. A. (2014). Life is pretty meaningful. American Psychologist, 69,
561–574.

Henderson, S. E., & Norris, C. J. (2013). Counterfactual thinking and reward processing: An
fMRI study of responses to gamble outcomes. NeuroImage, 64, 582–589.

Higgins, E. T. (1997). Beyond pleasure and pain. American Psychologist, 52, 1280–1300.
Hirt, E. R., Kardes, F. R., & Markman, K. D. (2004). Activating a mental simulation mind-

set through generation of alternatives: Implications for debiasing in related and unrelated
domains. Journal of Experimental Social Psychology, 40, 374–383.

Hooker, C., Roese, N. J., & Park, S. (2000). Impoverished counterfactual thinking is asso-
ciated with schizophrenia. Psychiatry, 63, 326–335.

Howlett, J. R., & Paulus, M. P. (2013). Decision-making dysfunctions of counterfactuals in
depression: Who might I have been? Frontiers in Psychiatry, 4, 1–13.

Hur, T. (2001). The role of regulatory focus in activation of counterfactual thinking. Korean
Journal of Social and Personality Psychology, 15, 159–171.

Imhoff, R., Bilewicz, M., & Erb, H. P. (2012). Collective regret versus collective guilt: Dif-
ferent emotional reactions to historical atrocities. European Journal of Social Psychology, 42,
729–742.

Johnson, M. K., & Sherman, S. J. (1990). Constructing and reconstructing the past and the
future in the present. In E. T. Higgins & R. M. Sorrentino (Eds.),Handbook of motivation
and cognition: Foundations of social behavior. : Vol. 2. (pp. 482–526). New York: Guilford.

Johnson-Laird, P. N., & Byrne, R. M. J. (2002). Conditionals: A theory of meaning, prag-
matics, and inference. Psychological Review, 109, 646–678.

Jonas, K. J., & Epstude, K. (2016). Sexual behavior and goals of MSM in a Dutch urban sex party
context. manuscript in preparation.

Kahneman, D., & Miller, D. T. (1986). Norm theory: Comparing reality to its alternatives.
Psychological Review, 93, 136–153.

Kahneman, D., & Tversky, A. (1982). The simulation heuristic. In D. Kahneman, E. Slovic,
& A. Tversky (Eds.), Judgment under uncertainty: Heuristics and biases (pp. 201–208). New
York: Cambridge University Press.

Kanten, A. B., & Teigen, K. H. (2015). A magnitude effect in judgments of subjective close-
ness. Personality and Social Psychology Bulletin, 41, 1712–1722.

Katz, D. (1960). The functional approach to the study of attitudes. The Public Opinion Quar-
terly, 24, 163–204.

Kedia, G., Mussweiler, T., & Linden, D. E. (2014). Brain mechanisms of social comparison
and their influence on the reward system. NeuroReport, 25, 1255–1265.

Keil, A., Mussweiler, T., & Epstude, K. (2006). Alpha-band activity reflects reduction
of mental effort in a comparison task: A source space analysis. Brain Research, 1121,
117–127.

Keltner, D., Gruenfeld, D. H., & Anderson, C. (2003). Power, approach, and inhibition.
Psychological Review, 110, 265–284.

Kenrick, D. T., Griskevicius, V., Neuberg, S. L., & Schaller, M. (2010). Renovating the pyr-
amid of needs: Contemporary extensions built upon ancient foundations. Perspectives on
Psychological Science, 5, 292–314.

King, S. E. (2011). 11/22/63. New York: Scribner.
Klinger, E., & Cox, W. M. (2004). Motivation and the theory of current concerns.

In W. M. Cox & E. Klinger (Eds.), Handbook of motivational counseling: Concepts,
approaches, and assessment (pp. 3–27). Chichester, UK: Wiley.

71The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0510
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0510
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0515
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0515
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0515
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0520
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0520
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0525
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0525
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0530
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0535
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0535
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0535
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0540
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0540
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0545
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0545
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0550
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0550
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0555
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0555
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0555
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0560
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0560
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0560
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0565
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0565
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0570
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0570
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0575
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0575
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0580
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0580
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0580
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0585
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0585
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0590
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0590
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0595
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0595
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0600
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0600
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0600
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0605
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0605
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0610
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0610
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0610
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0615
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0620
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0620
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0620


Knutson, B., Rick, S., Wimmer, G. E., Prelec, D., & Loewenstein, G. (2007). Neural pre-
dictors of purchases. Neuron, 53, 147–156.

Koo, M., & Fishbach, A. (2014). Dynamics of self-regulation: How (un)accomplished goal
actions affect motivation. Motivation Science, 1(S), 73–79.

Krauss, S., &Wang, X. T. (2003). The psychology of the Monty Hall problem: Discovering
psychological mechanisms for solving a tenacious brain teaser. Journal of Experimental Psy-
chology: General, 132, 3–22.

Kray, L. J., & Galinsky, A. D. (2003). The debiasing effect of counterfactual mind-sets:
Increasing the search for disconfirmatory information in group decisions. Organizational
Behavior and Human Decision Processes, 91, 69–81.

Kray, L. J., Galinsky, A. D., &Markman, K. D. (2009). Counterfactual structure and learning
from experience in negotiations. Journal of Experimental Social Psychology, 45, 979–982.

Kray, L. J., Galinsky, A. D., &Wong, E. M. (2006). Thinking within the box: The relational
processing style elicited by counterfactual mind-sets. Journal of Personality and Social Psy-
chology, 91, 33–48.

Kray, L. J., George, L. G., Liljenquist, K. A., Galinsky, A. D., Tetlock, P. E., & Roese, N. J.
(2010). From what might have been to what must have been: Counterfactual thinking
creates meaning. Journal of Personality and Social Psychology, 98, 106–118.

Krishnamurthy, P., & Sivaraman, A. (2002). Counterfactual thinking and advertising
responses. Journal of Consumer Research, 28, 650–658.

Kruger, J., & Evans, M. (2009). The paradox of Alypius and the pursuit of unwanted infor-
mation. Journal of Experimental Social Psychology, 45, 1173–1179.

Lecci, L., Okun, M. A., & Karoly, P. (1994). Life regrets and current goals as predictors of
psychological adjustment. Journal of Personality and Social Psychology, 66, 731–741.

Levens, S. M., Larsen, J. T., Bruss, J., Tranel, D., Bechara, A., &Mellers, B. A. (2014). What
might have been? The role of the ventromedial prefrontal cortex and lateral orbitofrontal
cortex in counterfactual emotions and choice. Neuropsychologia, 54, 77–86.

Lewin, K. (1935). A dynamic theory of personality. Adams, D. K., & Zener, K. E., Trans.New
York: McGraw-Hill.

Liljenquist, K. A., Galinsky, A. D., & Kray, L. J. (2004). Exploring the rabbit hole of pos-
sibilities by myself or with my group: The benefits and liabilities of activating counter-
factual mind-sets for information sharing and group coordination. Journal of Behavioral
Decision Making, 17, 263–279.

Lin, C., Huang, W., & Zeelenberg, M. (2006). Multiple reference points in investor regret.
Journal of Economic Psychology, 27, 781–792.

Lindner, M., Hundhammer, T., Ciaramidaro, A., Linden, D. E., & Mussweiler, T. (2008).
The neural substrates of person comparison—An fMRI study.NeuroImage, 40, 963–971.

Ma, J., & Roese, N. J. (2014). The maximizing mindset. Journal of Consumer Research, 41,
71–92.

Mandel, D. R. (2003). Counterfactuals, emotions, and context. Cognition and Emotion, 17,
139–159.

Mandel, D. R., & Lehman, D. R. (1996). Counterfactual thinking and ascriptions of cause
and preventability. Journal of Personality and Social Psychology, 71, 450–463.

Markman, K. D., Gavanski, I., Sherman, S. J., & McMullen, M. N. (1993). The mental sim-
ulation of better and worse possible worlds. Journal of Experimental Social Psychology, 29,
87–109.

Markman, K. D., Gavanski, I., Sherman, S. J., & McMullen, M. N. (1995). The impact of
perceived control on the imagination of better and worse possible worlds. Personality and
Social Psychology Bulletin, 21, 588–595.

Markman, K. D., Lindberg, M. J., Kray, L. J., & Galinsky, A. D. (2007). Implications of
counterfactual structure for creative generation and analytical problem-solving. Person-
ality and Social Psychology Bulletin, 33, 312–324.

72 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0625
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0625
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0630
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0630
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0635
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0635
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0635
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0640
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0640
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0640
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0645
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0645
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0650
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0650
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0650
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0655
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0655
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0655
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0660
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0660
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0665
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0665
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0675
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0675
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0685
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0685
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0685
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0690
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0690
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0695
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0695
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0695
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0695
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0700
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0700
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0705
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0705
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0710
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0710
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0715
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0715
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0720
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0720
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0725
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0725
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0725
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0730
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0730
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0730
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0735
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0735
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0735


Markman, K. D., & McMullen, M. N. (2003). A reflection and evaluation model of com-
parative thinking. Personality and Social Psychology Review, 7, 244–267.

Markman, K. D., McMullen, M. N., & Elizaga, R. A. (2008). Counterfactual thinking, per-
sistence, and performance: A test of the reflection and evaluation model. Journal of Exper-
imental Social Psychology, 44, 421–428.

Markman, K. D., McMullen, M. N., Elizaga, R. A., & Mizoguchi, N. (2006). Counterfac-
tual thinking and regulatory fit. Judgment and Decision Making, 1, 98–107.

Markman, K. D., & Miller, A. K. (2006). Depression, control, and counterfactual thinking:
Functional for whom? Journal of Social and Clinical Psychology, 25, 210–227.

Maslow, A. H. (1943). A theory of human motivation. Psychological Review, 50, 370–396.
McClelland, D. C., Atkinson, J. W., Clark, R. A., & Lowell, E. L. (1953). The achievement

motive. New York: Appleton-Century-Crofts.
McCloy, R., & Byrne, R. M. J. (2000). Counterfactual thinking about controllable events.

Memory and Cognition, 28, 1071–1078.
McCormack, T., & Feeney, A. (2015). The development of the experience and anticipation

of regret. Cognition and Emotion, 29, 266–280.
McCormack, T., O’Connor, E., Beck, S., & Feeney, A. (2016). The development of regret

and relief about the outcomes of risky decisions. Journal of Experimental Child Psychology,
148, 1–19.

McCrea, S. M. (2007). Counterfactual thinking following negative outcomes: Evidence for
group and self-protective biases. European Journal of Social Psychology, 37, 1256–1271.

McCrea, S. M. (2008). Self-handicapping, excuse making, and counterfactual thinking:
Consequences for self-esteem and future motivation. Journal of Personality and Social Psy-
chology, 95, 274–292.

McCulloch, K. C., & Smallman, R. (2014). The implications of counterfactual mind-sets for
the functioning of implementation intentions. Motivation and Emotion, 38, 635–644.

McEleney, A., & Byrne, R. M. J. (2006). Spontaneous causal and counterfactual thoughts.
Thinking and Reasoning, 12, 235–255.

McMullen, M. N., & Markman, K. D. (2000). Downward counterfactuals and motivation:
The “wake-up call” and the “Pangloss” effect. Personality and Social Psychology Bulletin,
26, 575–584.

McMullen, M. N., Markman, K. D., & Gavanski, I. (1995). Living in neither the best nor
worst of all possible worlds: Antecedents and consequences of upward and downward
counterfactual thinking. In N. J. Roese & J. M. Olson (Eds.), What might have been:
The social psychology of counterfactual thinking (pp. 133–167). Mahwah, NJ: Erlbaum.

McNamara, P., Durso, R., Brown, A., & Lynch, A. (2003). Counterfactual cognitive deficit in
persons with Parkinson’s disease. Journal of Neurology, Neurosurgery & Psychiatry, 74,
1065–1070.

Mercier, H., Rolison, J. J., Stragà, M., Ferrante, D., Walsh, C. R., & Girotto, V. (2017).
Questioning the preparatory function of counterfactual thinking. Memory and Cognition,
45(2), 261–269.

Miller, D. T., Turnbull, W., & McFarland, C. (1990). Counterfactual thinking and social
perception: Thinking about what might have been. Advances in Experimental Social Psy-
chology, 23, 305–331.

Mitchell, M. A., Contractor, A. A., Dranger, P., & Shea, M. T. (2016). Unique relations
between counterfactual thinking and DSM-5 PTSD symptom clusters. Psychological
Trauma: Theory, Research, Practice, and Policy, 8, 293–300.

Monroe, M. R., Skowronski, J. J., MacDonald, W., & Wood, S. E. (2005). The mildly
depressed experience more post-decisional regret than the non-depressed. Journal of Social
and Clinical Psychology, 24, 665–690.

Morris,M.W.,&Moore,P.C. (2000).The lessonswe(don’t) learn:Counterfactual thinkingand
organizational accountability after a close call. Administrative Science Quarterly, 45, 737–765.

73The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0740
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0740
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0745
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0745
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0745
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0750
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0750
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0755
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0755
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0760
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0765
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0765
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0770
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0770
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0775
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0775
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0780
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0780
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0780
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0785
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0785
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0790
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0790
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0790
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0795
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0795
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0800
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0800
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0805
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0805
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0805
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0810
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0810
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0810
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0810
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0815
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0815
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0815
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0820
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0820
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0820
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0825
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0825
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0825
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0830
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0830
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0830
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0835
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0835
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0835
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0840
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0840


Morrison, M., Epstude, K., & Roese, N. J. (2012). Life regrets and the need to belong. Social
Psychological and Personality Science, 3, 675–681.

Morrison, M., & Roese, N. J. (2011). Regrets of the typical American. Social Psychological and
Personality Science, 2, 576–583.

Mussweiler, T., & Epstude, K. (2009). Relatively fast! Efficiency advantages of comparative
thinking. Journal of Experimental Psychology: General, 138, 1–21.

Myers, A. L., McCrea, S. M., & Tyser, M. P. (2014). The role of thought-content and mood
in the preparative benefits of upward counterfactual thinking.Motivation and Emotion, 38,
166–182.

Nasco, S. A., & Marsh, K. L. (1999). Gaining control through counterfactual thinking. Per-
sonality and Social Psychology Bulletin, 25, 556–568.

Nicolle, A., Bach, D. R., Driver, J., & Dolan, R. J. (2010). A role for the striatum in regret-
related choice repetition. Journal of Cognitive Neuroscience, 23, 845–856.

Nicolle, A., Bach, D. R., Frith, C., & Dolan, R. J. (2011). Amygdala involvement in self-
blame regret. Social Neuroscience, 6, 178–189.

O’Connor, E., McCormack, T., Beck, S. R., & Feeney, A. (2015). Regret and adaptive
decision making in young children. Journal of Experimental Child Psychology, 135, 86–92.

O’Connor, E., McCormack, T., & Feeney, A. (2014). Do children who experience regret
make better decisions? A developmental study of the behavioral consequences of regret.
Child Development, 85, 1995–2010.

Orwell, G. (1949). Nineteen eighty-four. New York: Harcourt, Brace.
€Ozbek M., Bohn A. & Berntsen D. (2016). Imagining the personal past: Episodic counter-

factuals compared to episodic memories and episodic future projections, Memory and
Cognition. (In press). https://link.springer.com/article/10.3758/s13421-016-0671-2

Page, C. M., & Colby, P. M. (2003). If only I hadn’t smoked: The impact of counterfactual
thinking on a smoking-related behavior. Psychology and Marketing, 20, 955–976.

Park, D., & Kim, S. (2015). Time to move on? When entity theorists perform better than
incremental theorists. Personality and Social Psychology Bulletin, 41, 736–748.

Peetz, J., Wilson, A. E., & Strahan, E. J. (2009). So far away: The role of subjective temporal
distance to future goals in motivation and behavior. Social Cognition, 27, 475–495.

Pennington, G. L., &Roese, N. J. (2003). Regulatory focus and temporal perspective. Journal
of Experimental Social Psychology, 39, 563–576.

Petrocelli, J. V. (2013). Pitfalls of counterfactual thinking in medical practice: Preventing
errors by using more functional reference points. Journal of Public Health Research, 2, e24.

Petrocelli, J. V., & Crysel, L. C. (2009). Counterfactual thinking and confidence in blackjack:
A test of the counterfactual inflation hypothesis. Journal of Experimental Social Psychology,
45, 1312–1315.

Petrocelli, J. V., & Dowd, K. (2009). Ease of counterfactual thought generation moderates
the relationship between need for cognition and punitive responses to crime. Personality
and Social Psychology Bulletin, 35, 1179–1192.

Petrocelli, J. V., & Harris, A. K. (2011). Learning inhibition in the Monty Hall problem: The
role of dysfunctional counterfactual prescriptions. Personality and Social Psychology Bulletin,
37, 1297–1311.

Petrocelli, J. V., Rubin, A. L., & Stevens, R. L. (2016). The sin of prediction:Whenmentally
simulated alternatives compete with reality. Personality and Social Psychology Bulletin, 42,
1635–1652.

Petrocelli, J. V., Seta, C. E., & Seta, J. J. (2013). Dysfunctional counterfactual thinking:
When simulating alternatives to reality impedes experiential learning. Thinking and Rea-
soning, 19, 205–230.

Petrocelli, J. V., Seta, C. E., Seta, J. J., & Prince, L. B. (2012). “If only I could stop generating
counterfactual thoughts”: When counterfactual thinking interferes with academic per-
formance. Journal of Experimental Social Psychology, 48, 1117–1123.

74 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0845
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0845
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0850
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0850
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0855
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0855
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0860
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0860
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0860
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0865
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0865
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0870
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0870
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0875
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0875
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0885
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0885
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0890
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0890
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0890
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0895
https://link.springer.com/article/10.3758/s13421-016-0671-2
https://link.springer.com/article/10.3758/s13421-016-0671-2
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0905
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0905
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0910
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0910
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0915
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0915
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0920
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0920
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0925
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0925
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0930
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0930
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0930
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0935
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0935
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0935
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0940
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0940
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0940
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0945
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0945
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0945
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0950
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0950
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0950
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0955
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0955
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0955


Pierro, A., Leder, S., Manetti, L., Higgins, E. T., Kruglanski, A. W., & Aiello, A. (2008).
Regulatory mode effects on counterfactual thinking and regret. Journal of Experimental
Social Psychology, 44, 321–329.

Pighin, S., Byrne, R. M., Ferrante, D., Gonzalez, M., & Girotto, V. (2011). Counterfactual
thoughts by experienced, observed and narrated events. Thinking and Reasoning, 17,
197–211.

Puzo, M. G. (1969). The Godfather. New York: Putnam.
Quelhas, A. C., Power, M. J., Juhos, C., & Senos, J. (2008). Counterfactual thinking

and functional differences in depression. Clinical Psychology and Psychotherapy, 15,
352–365.

Rafetseder, E., Cristi-Vargas, R., & Perner, J. (2010). Counterfactual reasoning: Developing
a sense of “nearest possible world” Child Development, 81, 376–389.

Rafetseder, E., Schwitalla, M., & Perner, J. (2013). Counterfactual reasoning: From child-
hood to adulthood. Journal of Experimental Child Psychology, 114, 389–404.

Ramos, A., Becker, B., Biemer, J., Clark, L., Fields, S., & Smallman, R. (2016). The theory
of planned behavior and ADHD medication use: The effect of counterfactual thinking.
Substance Use and Misuse, 51, 508–516.

Redondo, R. L., Kim, J., Arons, A. L., Liu, X., Tonegawa, S., & Ramirez, S. (2014). Bidi-
rectional switch of the valence associated with a hippocampal contextual memory
engram. Nature, 513, 426–430.

Reichert, L. K., & Slate, J. R. (2000). Reflective learning: The use of “if only…” statements
to improve performance. Social Psychology of Education, 3, 261–275.

Revlin, R., Cate, C. L., & Rouss, T. S. (2001). Reasoning counterfactually: Combining and
rending. Memory and Cognition, 29, 1196–1208.

Rim, S., & Summerville, A. (2014). How far to the road not taken? The effect of psycho-
logical distance on counterfactual direction. Personality and Social Psychology Bulletin, 40,
391–401.

Roese, N. J. (1994). The functional basis of counterfactual thinking. Journal of Personality and
Social Psychology, 66, 805–818.

Roese, N. J. (1997). Counterfactual thinking. Psychological Bulletin, 121, 133–148.
Roese, N. J. (1999). Counterfactual thinking and decision making. Psychonomic Bulletin and

Review, 6, 570–578.
Roese, N. J., Epstude, K., Fessel, F., Morrison, M., Smallman, R., Summerville, A., et al.

(2009). Repetitive regret, depression, and anxiety: Findings from a nationally represen-
tative survey. Journal of Social and Clinical Psychology, 28, 671–688.

Roese, N. J., &Hur, T. (1997). Affective determinants of counterfactual thinking. Social Cog-
nition, 15, 274–290.

Roese, N. J., Hur, T., & Pennington, G. L. (1999). Counterfactual thinking and regulatory
focus: Implications for action versus inaction and sufficiency versus necessity. Journal of
Personality and Social Psychology, 77, 1109–1120.

Roese, N. J., & Maniar, S. D. (1997). Perceptions of purple: Counterfactual and hindsight
judgments at Northwestern Wildcats football games. Personality and Social Psychology Bul-
letin, 23, 1245–1253.

Roese, N. J., & Morrison, M. (2009). The psychology of counterfactual thinking. Historical
Social Research, 34, 16–26.

Roese, N. J., & Olson, J. M. (1993a). Self-esteem and counterfactual thinking. Journal of Per-
sonality and Social Psychology, 65, 199–206.

Roese, N. J., & Olson, J. M. (1993b). The structure of counterfactual thought. Personality and
Social Psychology Bulletin, 19, 312–319.

Roese, N. J., & Olson, J. M. (1995a). Counterfactual thinking: A critical overview.
In N. J. Roese & J. M. Olson (Eds.),What might have been: The social psychology of coun-
terfactual thinking (pp. 1–59). Mahwah, NJ: Erlbaum.

75The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0960
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0960
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0960
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0965
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0965
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0965
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0970
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0980
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0980
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0980
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0985
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0985
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0995
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf0995
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1000
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1000
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1000
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1005
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1010
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1030
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1030
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1035
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1045
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1045
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1045
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1050
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1050
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1055
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1055
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1055
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1060
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1060
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1060
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1065
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1065
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1070
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1070
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1075
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1075
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1080
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1080
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1080


Roese, N. J., & Olson, J. M. (1995b). Functions of counterfactual thinking. In N. J. Roese &
J. M. Olson (Eds.), What might have been: The social psychology of counterfactual thinking
(pp. 169–197). Mahwah, NJ: Erlbaum.

Roese, N. J., & Olson, J. M. (1995c). Outcome controllability and counterfactual thinking.
Personality and Social Psychology Bulletin, 21, 620–628.

Roese, N. J., & Olson, J. M. (1996). Counterfactuals, causal attributions, and the hindsight
bias: A conceptual integration. Journal of Experimental Social Psychology, 32, 197–227.

Roese, N. J., & Olson, J. M. (1997). Counterfactual thinking: The intersection of affect and
function. Advances in Experimental Social Psychology, 29, 1–59.

Roese, N. J., & Olson, J. M. (2007). Better, stronger, faster: Self-serving judgment, affect reg-
ulation, and the optimal vigilance hypothesis. Perspectives on Psychological Science, 2, 124–141.

Roese, N. J., Park, S., Smallman, R., & Gibson, C. (2008). Schizophrenia involves impair-
ment in the activation of intentions by counterfactual thinking. Schizophrenia Research,
103, 343–344.

Roese, N. J., Pennington, G., Coleman, J., Janicki, M., Li, N., & Kenrick, D. T. (2006). Sex
differences in regret: All for love or some for lust? Personality and Social Psychology Bulletin,
32, 770–780.

Roese, N. J., & Sherman, J. W. (2007). Expectancy. In A. W. Kruglanski & E. T. Higgins
(Eds.), Social psychology: A handbook of basic principles: Vol. 2. (pp. 91–115). New York:
Guilford Press.

Roese, N. J., & Summerville, A. (2005). What we regret most … why. Personality and Social
Psychology Bulletin, 31, 1273–1285.

Roese, N. J., & Vohs, K. D. (2012). Hindsight bias. Perspectives on Psychological Science, 7,
411–426.

Saffrey, C., Summerville, A., & Roese, N. J. (2008). Praise for regret: People value regret
above other negative emotions. Motivation and Emotion, 32, 46–54.

Schacter, D. L., Addis, D. R., & Buckner, R. L. (2007). Remembering the past to imagine
the future: The prospective brain. Nature Reviews. Neuroscience, 8, 657–661.

Schacter, D. L., Addis, D. R., Hassabis, D., Martin, V. C., Spreng, R. N., & Szpunar, K. K.
(2012). The future of memory: Remembering, imagining, and the brain. Neuron, 76,
677–694.

Schacter, D. L., Benoit, R. G., De Brigard, F., & Szpunar, K. K. (2015). Episodic future
thinking and episodic counterfactual thinking: Intersections between memory and deci-
sions. Neurobiology of Learning and Memory, 117, 14–21.

Scholl, A., & Sassenberg, K. (2014). Where could we stand if I had…? How social power
impacts counterfactual thinking after failure. Journal of Experimental Social Psychology,
53, 51–61.

Schwartz, B., Ward, A., Monterosso, J., Lyubomirsky, S., White, K., & Lehman, D. R.
(2002). Maximizing versus satisficing: Happiness is a matter of choice. Journal of Person-
ality and Social Psychology, 83, 1178–1197.

Seelau, E. P., Seelau, S. M., Wells, G. L., & Windschitl, P. D. (1995). Counterfactual con-
straints. In N. J. Roese & J. M. Olson (Eds.),What might have been: The social psychology of
counterfactual thinking (pp. 57–79). Mahwah, NJ: Erlbaum.

Seto, E., Hicks, J. A., Davis, W. E., & Smallman, R. (2015). Free will, counterfactual reflec-
tion, and the meaningfulness of life. Social Psychological and Personality Science, 6,
243–250.

Shad, M. U., Tamminga, C. A., Cullum, M., Haas, G. L., & Keshavan, M. S. (2006). Insight
and frontal cortical function in schizophrenia: A review. Schizophrenia Research, 86, 54–70.

Shani, Y., Tykocinski, O. E., & Zeelenberg, M. (2008). When ignorance is not bliss: How
feelings of discomfort promote the search for negative information. Journal of Economic
Psychology, 29, 643–653.

76 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1085
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1090
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1090
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1095
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1095
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1100
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1100
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1105
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1105
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1110
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1110
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1110
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1115
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1115
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1115
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1120
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1120
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1120
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1125
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1125
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1125
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1130
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1130
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1135
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1135
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1140
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1140
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1145
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1145
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1145
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1150
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1155
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1160
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1160
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1160
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1165
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1165
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1165
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1170
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1170
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1170
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1175
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1175
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9015
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9015
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9015


Shani, Y., & Zeelenberg, M. (2007).When and why dowewant to know?How experienced
regret promotes post-decision information search. Journal of Behavioral Decision Making,
20, 207–222.

Sheehan, J., Sherman, K. A., Lam, T., & Boyages, J. (2007). Association of information sat-
isfaction, psychological distress and monitoring coping style with post-decision regret
following breast reconstruction. Psychooncology, 16, 342–351.

Shidlovski, D., Schul, Y., & Mayo, R. (2014). If I imagine it, then it happened: The implicit
truth value of imaginary representations. Cognition, 133, 517–529.

Si, K., Wyer, R. S., & Dai, X. (2016). Looking forward and looking back. Personality and
Social Psychology Bulletin, 42, 1577–1587.

Sirois, F. M., Monforton, J., & Simpson, M. (2010). “If only I had done better”: Perfection-
ism and the functionality of counterfactual thinking. Personality and Social Psychology
Bulletin, 36, 1675–1692.

Smallman, R. (2013). It’s what’s inside that counts: The role of counterfactual content in
intention formation. Journal of Experimental Social Psychology, 49, 842–851.

Smallman, R., &McCulloch, K. C. (2012). Learning from yesterday’s mistakes to fix tomor-
row’s problems: When functional counterfactual thinking and psychological distance
collide. European Journal of Social Psychology, 42, 383–390.

Smallman, R., & Roese, N. J. (2009). Counterfactual thinking facilitates behavioral inten-
tions. Journal of Experimental Social Psychology, 45, 845–852.

Solca, F., Poletti, B., Zago, S., Crespi, C., Sassone, F., Lafronza, A., et al. (2015). Counter-
factual thinking deficit in Huntington’s disease. PLoS One, 10, 1–13.

Spellman, B. A., & Mandel, D. R. (1999). When possibility informs reality: Counterfactual
thinking as a cue to causality. Current Directions in Psychological Science, 8, 120–123.

Stanley, M. L., Stewart, G. W., & De Brigard, F. (2016). Counterfactual plausibility and
comparative similarity. Cognitive Science, 1–13.

Stevens, L. E., & Fiske, S. T. (1995). Motivation and cognition in social life: A social survival
perspective. Social Cognition, 13, 189–214.

Suddendorf, T., & Corballis, M. C. (2007). The evolution of foresight: What is mental time
travel, and is it unique to humans? Behavioral and Brain Sciences, 30, 299–313.

Suls, J., & Wheeler, L. (Eds.), (2000). Handbook of social comparison: Theory and research. New
York: Plenum Press.

Summerville, A. (2011a). Counterfactual seeking: The scenic overlook of the road not taken.
Personality and Social Psychology Bulletin, 37, 1522–1533.

Summerville, A. (2011b). The rush of regret: A longitudinal analysis of naturalistic regrets.
Social Psychological and Personality Science, 2, 627–634.

Summerville, A., & Buchanan, J. (2014). Functions of personal experience and of expression
of regret. Personality and Social Psychology Bulletin, 40, 463–475.

Summerville, A., & Roese, N. J. (2008). Dare to compare: Fact-based versus simulation-
based comparison in daily life. Journal of Experimental Social Psychology, 44, 664–671.

Szpunar, K. K., & Schacter, D. L. (2013). Get real: Effects of repeated simulation and emotion
on the perceived plausibility of future experiences. Journal of Experimental Psychology, 142,
323–327.

Szpunar, K. K., Spreng, R. N., & Schacter, D. L. (2014). A taxonomy of prospection:
Introducing an organizational framework for future-oriented cognition. Proceedings of
the National Academy of Sciences of the United States of America, 111, 18414–18421.

Tal-Or, N., Boninger, D. S., &Gleicher, F. (2004). On becoming what wemight have been:
Counterfactual thinking and self-efficacy. Self and Identity, 3, 5–26.

Tanner, A., Voon, D., Hasking, P., &Martin, G. (2013). Underlying structure of ruminative
thinking: Factor analysis of the ruminative thought style questionnaire.Cognitive Therapy
and Research, 37, 633–646.

77The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9020
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1180
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1180
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1180
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1185
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1185
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1190
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1190
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1195
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1195
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1195
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1200
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1200
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1205
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1205
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1205
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1210
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1210
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1215
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1215
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1220
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1220
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9025
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9030
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9030
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1225
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1225
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1230
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1230
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1235
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1235
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1240
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1240
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1245
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1245
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1250
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1250
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1255
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1255
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1255
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1260
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1260
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1260
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1265
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1265
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1270
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1270
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1270


Teigen, K. H., & Jensen, T. K. (2011). Unlucky victims or lucky survivors? Spontaneous
counterfactual thinking by families exposed to the tsunami disaster. European Psychologist,
16, 48–57.

Thompson, V., & Byrne, R. M. J. (2002). Reasoning counterfactually: Making inferences
about things that didn’t happen. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 28, 1154–1170.

Tobia, M. J., Guo, R., Schwarze, U., Boehmer, W., Gl€ascher, J., Finckh, B., et al. (2014).
Neural systems for choice and valuation with counterfactual learning signals.NeuroImage,
89, 57–69.

Towers, A., Williams, M. N., Hill, S. R., Philipp, M. C., & Flett, R. (2016). What makes for
the most intense regrets? Comparing the effects of several theoretical predictors of regret
intensity. Frontiers in Psychology, 7, 1–8.

Trope, Y., & Liberman, N. (2010). Construal-level theory of psychological distance. Psycho-
logical Review, 117, 440–463.

Tsiros, M. (1998). Effect of regret on post-choice valuation: The case of more than two alter-
natives. Organizational Behavior and Human Decision Processes, 76, 48–69.

Tulving, E. (2002). Episodic memory: From mind to brain. Annual Review of Psychology, 53,
1–25.

Tykocinski, O. E., & Steinberg, N. (2005). Coping with disappointing outcomes: Retroac-
tive pessimism and motivated inhibition of counterfactuals. Journal of Experimental Social
Psychology, 41, 551–558.

Tyser, M. P., McCrea, S. M., & Kn€upfer, K. (2012). Pursuing perfection or pursuing pro-
tection? Self-evaluation motives moderate the behavioral consequences of counterfactual
thoughts. European Journal of Social Psychology, 42, 372–382.

Van Boven, L., Kane, J., McGraw, A. P., &Dale, J. (2010). Feeling close: Emotional intensity
reduces perceived psychological distance. Journal of Personality and Social Psychology, 98,
872–885.

Van Hoeck, N., Begtas, E., Steen, J., Kestemont, J., Vandekerckhove, M., & Van
Overwalle, F. (2014). False belief and counterfactual reasoning in a social environment.
NeuroImage, 90, 315–325.

Van Hoeck, N., Ma, N., Ampe, L., Baetens, K., Vandekerckhove, M., & Van Overwalle, F.
(2013). Counterfactual thinking: An fMRI study on changing the past for a better future.
Social Cognitive and Affective Neuroscience, 8, 556–564.

Van Hoeck, N., Watson, P. D., & Barbey, A. K. (2015). Cognitive neuroscience of human
counterfactual reasoning. Frontiers in Human Neuroscience, 9, 1–18.

Vohs, K. D., & Schooler, J. W. (2008). The value of believing in free will: Encouraging a
belief in determinism increases cheating. Psychological Science, 19, 49–54.

Walker, R. J., Smallman, R., Summerville, A., & Deska, J. C. (2016). Motivated by us but
not by them: Group membership influences the impact of counterfactual thinking on
behavioral intentions. Social Cognition, 34, 286–305.

Watkins, E. R. (2008). Constructive and unconstructive repetitive thought. Psychological Bul-
letin, 134, 163–206.

Waytz, A., Hershfield, H. E., & Tamir, D. I. (2015). Mental simulation and meaning in life.
Journal of Personality and Social Psychology, 108, 336–355.

Wegener, D. T., & Petty, R. E. (1997). The flexible correction model: The role of naive
theories of bias in bias correction.Advances in Experimental Social Psychology, 29, 141–208.

Weiner, B. (1985). An attributional theory of achievement motivation and emotion. Psycho-
logical Review, 92, 548–573.

Weisberg, D. P., & Beck, S. R. (2010). Children’s thinking about their own and others’
regret and relief. Journal of Experimental Child Psychology, 106, 184–191.

Weisberg, D. P., & Beck, S. R. (2012). The development of childrens’ regret and relief.Cog-
nition and Emotion, 26, 820–835.

78 Neal J. Roese and Kai Epstude

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1275
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1280
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1280
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1280
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1285
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1285
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1285
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1285
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1290
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1290
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1290
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1295
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1295
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1300
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1300
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1305
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1305
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1310
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1310
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1310
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1315
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1315
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1315
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1315
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1330
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1330
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1330
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1335
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1335
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1335
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1340
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1340
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1340
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1345
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1345
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1355
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1355
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1360
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1360
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1360
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9035
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9035
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1365
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1365
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1370
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1370
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1375
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1375
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1380
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1380
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1385
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1385


White, K., & Lehman, D. R. (2005). Looking on the bright side: Downward counterfactual
thinking in response to negative life events. Personality and Social Psychology Bulletin,
31(10), 1413–1424.

Wimmer, H., & Perner, J. (1983). Beliefs about beliefs: Representation and constraining
function of wrong beliefs in young children’s understanding of deception. Cognition,
13, 103–128.

Wong, E. M. (2007). Narrating near-histories: The effects of counterfactual communication
on motivation and performance. Management and Organizational History, 2, 351–370.

Wong, E. M. (2010). It could have been better: The effects of counterfactual communication
on impression formation. European Journal of Social Psychology, 40, 1251–1260.

Wong, E. M., Haselhuhn, M. P., & Kray, L. J. (2012). Improving the future by considering
the past: The impact of upward counterfactual reflection and implicit beliefs on nego-
tiation performance. Journal of Experimental Social Psychology, 48, 403–406.

Wrosch, C., Bauer, I., Miller, G. E., & Lupien, S. (2007). Regret intensity, diurnal cortisol
secretion, and physical health in older individuals: Evidence for directional effects and
protective factors. Psychology and Aging, 22, 319–330.

Wyer, R. S., Xu, A. J., & Shen, H. (2012). The effects of past behavior on future goal-
directed activity. Advances in Experimental Social Psychology, 46, 237–284.

Yeo, B. T. T., Krienen, F. M., Sepulcre, J., Sabuncu, M. R., Lashkari, D., Hollinshead, M.,
et al. (2011). The organization of the human cerebral cortex estimated by intrinsic func-
tional connectivity. Journal of Neurophysiology, 106, 1125–1165.

Zeelenberg, M., & Pieters, R. (2007). A theory of regret regulation 1.0. Journal of Consumer
Psychology, 17, 3–18.

Zhang, Y., Paik, J., & Pirolli, P. (2015). Reinforcement learning and counterfactual reason-
ing explain adaptive behavior in a changing environment. Topics in Cognitive Science, 7,
368–381.

Zhong, T., Hu, J., Bagher, S., O’Neill, A. C., Beber, B., Hofer, S. O. P., et al. (2013). Deci-
sion regret following breast reconstruction: The role of self-efficacy and satisfaction with
information in the preoperative period. Plastic and Reconstructive Surgery, 132, 724e–734e.

79The Functional Theory of Counterfactual Thinking

ARTICLE IN PRESS

http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf9040
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1390
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1390
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1390
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1395
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1395
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1400
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1400
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1405
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1405
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1405
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1410
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1410
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1410
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1415
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1415
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1420
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1420
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1420
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1425
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1425
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1430
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1430
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1430
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1435
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1435
http://refhub.elsevier.com/S0065-2601(17)30018-7/rf1435

	The Functional Theory of Counterfactual Thinking: New Evidence, New Challenges, New Insights
	Introduction
	Statement of the Theory
	Counterfactuals Are About Goals
	Situational Need Evokes Counterfactual Thinking
	Counterfactual Thinking Impacts Behavior: Content-Specific Pathway
	Counterfactual Thinking Impacts Behavior: Content-Neutral Pathway
	Counterfactual Form Fits Function
	Opportunity as Master Moderator
	Other Functions
	Theoretical Precursors

	Core Evidence
	Counterfactuals Are About Goals
	Evidence That Situational Need Evokes Counterfactual Thinking
	Evidence That Counterfactual Thinking Impacts Behavior: Content-Specific Pathway
	Evidence That Counterfactual Thinking Impacts Behavior: Content-Neutral Pathway
	Evidence That Counterfactual Form Fits Function
	Evidence That Opportunity Is the Master Moderator

	Challenges to the Theory
	Structural Envelope of Counterfactual Thoughts
	Link From Counterfactuals to Performance Benefit

	New Evidence From Other Disciplines of Psychology
	Cognitive Neuroscience
	Developmental Psychology
	Clinical Psychology
	Health Psychology

	Synthesis and Revised Theory
	Synthesizing Insights From Other Disciplines of Psychology
	Two Steps Necessary for the Content-Specific Pathway
	Simple vs Complex Domains

	Coda
	Acknowledgments
	References


