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Abstract: 

 

Faces are among the most important visual stimuli we perceive, informing us not only 

about a person’s identity, but also about their mood, sex, age, and direction of gaze. The 
ability to extract this information within a fraction of a second of viewing a face is 

important for normal social interactions and has likely played a critical role in the 

survival of our primate ancestors. Considerable evidence from behavioral, 

neuropsychological, and neurophysiological investigations supports the hypothesis that 

humans have specialized cognitive and neural mechanisms dedicated to the perception of 

faces (the Face Specificity Hypothesis). Here we review the literature on a region of the 

human brain that appears to play a key role in face perception, known as the fusiform 
face area (FFA). 

 

Section I outlines the theoretical background for much of this work. The Face Specificity 

Hypothesis falls squarely on one side of a longstanding debate in the fields of cognitive 

science and cognitive neuroscience concerning the extent to which the mind/brain is 

composed of a) special-purpose (“domain-specific”) mechanisms, each dedicated to 

processing a specific kind of information (e.g. faces, according to the Face Specificity 
Hypothesis), versus b) general-purpose (“domain-general”) mechanisms, each capable of 

operating on any kind of information. Face perception has long served both as one of the 

prime candidates of a domain-specific process, and as a key target for attack by 

proponents of domain-general theories of brain and mind. Section II briefly reviews the 

prior literature on face perception from behavior and neurophysiology. This work 

supports the Face Specificity Hypothesis and argues against its domain-general 

alternatives (the Individuation Hypothesis, the Expertise Hypothesis, and others).  
 

Section III outlines the more recent evidence on this debate from brain imaging, focusing 

in particular on the FFA. We review the evidence that the FFA is selectively engaged in 

face perception, by addressing (and rebutting) five of the most widely-discussed 

alternatives to this hypothesis. In Section IV we consider recent findings that are 

beginning to provide clues into the computations conducted in the FFA and the nature of 

the representations the FFA extracts from faces. We argue that the FFA is engaged both 
in detecting faces and in extracting the necessary perceptual information to recognize 

them, and that the properties of the FFA mirror  previously-identified behavioral 

signatures of face-specific processing (e.g., the face inversion effect).  

 

Section  V asks how  the computations and representations in the FFA differ from those 

occuring in other nearby regions of cortex that respond strongly to faces and objects. The 

evidence indicates clear functional dissociations between these regions, demonstrating 
that the FFA shows not only functional specifity but also area specificity. We end by 

speculating in Section VI on some of the broader questions raised by current research on 

the FFA, including the developmental origins of this region and the question of whether 

faces are unique versus whether similarly specialized mechanisms also exist for other 

domains of high-level perception and cognition. 

 

 



I.  Face Perception: Domain-Specific versus Domain-General Hypotheses 

 

One of the longest-running debates in the history of neuroscience concerns the degree to 

which specific high-level cognitive functions are implemented in discrete regions of the 
brain specialized for just that function. The current consensus view was recently 

synopsized in a respected textbook of neuroimaging as follows:  “unlike the 

phrenologists, who believed that very complex traits were associated with discrete brain 

regions, modern researchers recognize that … a single brain region may participate in 

more than one function.” (Huettel et al. 2004) Despite this currently popular view that 

complex cognitive functions are conducted in distributed and overlapping neural 

networks, substantial evidence supports the hypothesis that at least one complex 
cognitive function—face perception- is implemented in its own specialized cortical 

network that is not shared with many if any other cognitive functions. Here we review the 

evidence for this hypothesis, focusing in particular on fMRI investigations of a region of 

human extrastriate cortex called the fusiform face area (FFA).(Kanwisher et al. 1997) 

 

Face perception has long served as a parade case of functional specificity, that is, as a 

process that is implemented in specialized cognitive and neural mechanisms dedicated to 
face perception per se. This “Face Specificity Hypothesis” has a certain intuitive appeal 

given the enormous importance of face perception in our daily lives (and in the lives of 

our primate ancestors), the unique computational challenges posed by the task of face 

recognition, and the processing advantages that can result from the use of dedicated 

neural hardware specialized for a specific task. Yet the Face Specificity Hypothesis has 

remained controversial, and many researchers have favored alternative “domain-general” 

hypotheses which argue that the mechanisms engaged by faces are not specific for a 
particular stimulus class (i.e., faces), but for a particular process that may run on multiple 

stimulus classes.  

 

For example, according to the Individuation Hypothesis, putative face-specific 

mechanisms can be engaged whenever fine-grained discriminations must be made 

between exemplars within a category(Gauthier et al. 1999a; Gauthier et al. 2000b). The 

idea here is that when we look at faces, we don’t merely decide that the stimulus is a face, 
but we also automatically identify which face it is, whereas with cars or tables or mugs 

we may often extract only the general category of each stimulus (car vs. table) without 

identifying the specific individual (which car). Thus, according to the Individuation 

Hypothesis, faces automatically recruit a domain-general mechanism for individuating 

exemplars within a category, which can be recruited in a task-dependent fashion by 

nonfaces.  

 
According to the Expertise Hypothesis (which is a special case of the Individuation 

Hypothesis), putative face-specific mechanisms are specialized not for processing faces 

per se, but rather for distinguishing between exemplars of a category that share the same 

basic configuration and for which the subject has gained substantial expertise.  The idea 

here is that we are all experts at recognizing faces, and if we had similar expertise 

discriminating exemplars of a nonface category then the same processing mechanisms 

would be engaged. This idea originates from a seminal study by Diamond & 



Carey,(Diamond & Carey 1986) who reported that people with many years of experience 

judging dogs (“dog experts”) exhibit behavioral signatures of facelike processing when 

perceiving dogs, as well as from more recent studies in which it has been claimed that 

just ten hours of lab training on novel stimuli can lead to “facelike” processing of those 
stimuli(Tarr & Gauthier 2000) (Gauthier et al. 1998).  

 

We argue here that substantial evidence favors the Face Specificity Hypothesis over these 

and other domain-general alternatives. Before reviewing the relevant literature on the 

FFA, we briefly synopsize the evidence for the Face Specificity Hypothesis from other 

methods. 

 
II. Specialized mechanisms for face perception: Evidence from neuropsychology, 

behavior, and electrophysiology 

 

Evidence from neuropsychology, behavior, and electrophysiology has long been 

marshalled in the debate over the nature of face processing mechanisms. 

 

a. Evidence from Neuropsychology: Prosopagnosia and Agnosia.  
 

The first evidence that face perception engages specialized machinery distinct from that 

engaged during object perception came from the syndrome of acquired prosopagnosia, in 

which neurological patients lose the ability to recognize faces after brain damage. 

Prosopagnosia is not a general loss of the concept of the person, because prosopagnosic 

subjects can easily identify individuals on the basis of their voice or of a verbal 

description of the person. Impairments in face recognition are often accompanied by 
deficits in other related tasks such as object recognition, as expected given the usually 

large size of lesions relative to functional subdivisions of the cortex. However, a few 

prosopagnosic patients have been described who show very selective impairments in 

which face recognition abilities are devastated despite the lack of discernible deficits in 

the recognition of nonface objects (Wada & Yamamoto 2001). Some prosopagnosic 

subjects have preserved abilities to discriminate between exemplars within a 

category(Duchaine et al. In Press; Henke et al. 1998; McNeil & Warrington 1993), 
arguing against the Individuation Hypothesis. A recent report describes the most selective 

case of acquired prosopagnosia in the scientific literature, in which the individual in 

question was normal on numerous sensitive tests of object recognition yet had severe 

impairments at face recognition (Humphreys 2005). Interestingly, this person performed 

normally in acquiring expertise for novel stimuli (“Greebles”). A similar preservation of 

normal Greeble learning was found in an individual with ‘developmental prosopagnosia” 

(Duchaine et al. 2004), a lifelong impairment in face recognition(Behrmann & Avidan 
2005)  with no apparent neurological lesion (see Section VIa). A recent report tested each 

of the domain-general hypotheses that have been discussed in the literature in a highly 

selective case of developmental prosopagnosia. Findings from six experiments ruled out 

each of the domain-general hypotheses in favor of the Face-Selective Hypothesis 

(Duchaine et al. In Press). Taken together, studies of prosopagnosic individuals support 

the Face Specificity Hypothesis.  

 



Is face recognition just the most difficult visual recognition task we perform, and hence 

the most susceptible to brain damage? Apparently not: the striking case of patient 

CK(Moscovitch et al. 1997) see also (McMullen et al. 2000) showed severe deficits in object 

recognition but normal face recognition, indicating a double dissociation between the 
recognition of faces and objects.  Further, patient CK, who had been a collector of toy 

soldiers, lost his ability to discriminate these stimuli,  showing a further dissociation 

between face recognition (preserved) and visual expertise (impaired). Thus, taken 

together, these selective cases of prosopagnosia and agnosia support the Face Specificity 

Hypothesis and are inconsistent with its domain-general alternatives. 

 

b. Behavioral Signatures of Face-Specific Processing.  
Classic behavioral work in normal subjects has also shown dissociations between the 

recognition of faces and objects by demonstrating a number of differences in the ways 

that faces and objects are processed. Best known among these signatures of face-specific 

processing is the face inversion effect, in which the decrement in performance that occurs 

when stimuli are inverted  (i.e., turned upside-down) is greater for faces than for nonface 

stimuli (Yin 1969). Other behavioral markers include the “part-whole” effect(Tanaka & 

Farah 1993), in which subjects are better able to distinguish which of two face parts (e.g. 
two noses) appeared in  a previously-shown face when they are tested in the context of 

the whole face than when they are tested in isolation, and the “composite effect” (Young 

et al. 1987), in which subjects are slower to identify one half of a chimeric face if it is 

aligned with an inconsistent other half-face than if the two half-faces are misaligned. 

Consistent with the holistic hypothesis Yovel et al (2005) have found that the probability 

of correctly identifying a whole face is greater than the sum of the probabilities of 

matching each of its component face halves(Yovel et al. 2005). Taken together, these 
effects suggest that upright faces are processed in a distinctive “holistic” 

manner(McKone et al. 2001; Tanaka & Farah 2003), that is, that faces are processed as 

wholes rather than processing each of the parts of the face independently. All the holistic 

effects mentioned above are either absent or reduced for inverted faces  and nonface 

objects, (Robbins 2005; Tanaka & Farah 1993), indicating that this holistic style of 

processing is specific to upright faces. 

 
According to the Expertise Hypothesis, it is our extensive experience with faces that 

leads us to process them in this distinctive holistic and orientation-sensitive fashion. The 

original impetus for this hypothesis came from Diamond & Carey’s(Diamond & Carey 

1986) classic report that dog experts show inversion effects for dog stimuli. However, 

there have been no published replications of this result since it was published 30 years 

ago, and one careful and extensive recent effort completely failed to replicate the original 

result. (Robbins 2005) Another recent study also failed to find a significant inversion 
effect for objects of expertise (fingerprints in fingerprint experts), although this study 

argues for holistic processing of these stimuli by experts based on superadditive 

contributions to performance accuracy from the two halves of the stimulus(Busey & 

Vanderkolk 2005). Other studies have investigated much shorter-term cases of visual 

expertise, claiming  that a mere ten hours of lab training can produce “facelike” 

processing of nonface stimuli(Gauthier et al. 1998). However, an examination of the 

actual data in those studies in fact reveals little or no evidence for disproportionate 



inversion effects, part-whole effects, or composite effects for lab-trained stimuli(McKone 

& Kanwisher 2005). Even ten hours of training on inverted faces does not lead to holistic 

processing of inverted faces (Robbins & McKone 2003). Thus, despite widespread claims 

to the contrary, behavioral data from normal subjects do not support the Expertise 
Hypothesis. Instead, behavioral signatures of configural/holistic processing are either 

reduced (as in the inversion effect and the part-whole effect) or absent (in the composite 

effect) for non-face stimuli, including objects of expertise. These findings support the 

Face Specificity Hypothesis and argue against each of its domain-general alternatives. 

 

c.) Electrophysiology in Humans.  

Face-selective electrophysiological responses occurring 170 ms after stimulus onset have 
also been measured in humans using scalp electrodes(Bentin et al. 1996),(Jeffreys 1996). 

Although it has been claimed that this face-selective N170 response is sensitive to visual 

expertise with nonface stimuli (Rossion et al. 2002),(Tanaka & Curran 2001),(Gauthier et 

al. 2003), no study has demonstrated the basic result that would support this finding: an 

ERP response that is both higher for faces than nonfaces (thus demonstrating face 

selectivity), and higher for objects of expertise than for control objects (thus 

demonstrating a role for expertise)(McKone & Kanwisher 2005). Showing the selectivity 
of the N170 for faces in each experiment is important because the N170 is not face-

selective at all electrode locations (and not even necessarily at the canonical face-

selective locations of T5 and T6), so this face selectivity must be demonstrated in each 

study.   One study did show a delay of the N170 for inverted compared to upright 

fingerprints in fingerprint  experts, resembling the similar delay seen in the N170 to 

inverted versus upright faces (Busey & Vanderkolk 2005). However in the same study 

the behavioral inversion effect for these stimuli was not significant, and as the authors of 
this study note, the delay of the N170 for inverted stimuli has been found for cars (in 

nonexperts)(Rossion et al. 2003b), and is therefore not a specific marker of facelike 

processing. Finally, an MEG study investigating the similarly face-selective magnetic 

“M170” response(Halgren et al. 2000),(Liu et al. 2002) found no elevated response to 

cars in car experts, and no trial-by-trial correlation between the amplitude of the M170 

response and successful identification of cars by car experts (Xu  et al. 2005) . Thus, the 

N170 and M170 appear to be truly face-selective and at least the M170 response is not 
consistent with any of the domain-general hypotheses discussed above. 

 

Although the spatial resolution of ERP and MEG are limited, subdural ERP 

measurements in epilepsy patients have shown strongly face-selective responses in 

discrete patches of the temporal lobe(Allison et al. 1999),(Allison et al. 1994).  A 

powerful demonstration of the causal role of these regions in face perception comes from 

two studies demonstrating that electrical stimulation of these ventral temporal sites can 
produce a transient inability to identify faces (Mundel et al. 2003),(Puce et al. 1999). 

 

d) Neurophysiology and fMRI in Monkeys. 

 

Data from monkeys shows stunning face specificity at both the single-cell level and the 

level of cortical regions. Numerous studies dating back decades have reported face-

selective responses from single neurons (“face cells”) in the temporal lobes of 



macaques(Desimone et al. 1984; Tsao et al. 2003). More recently, face-selective regions 

have been reported in macaques using fMRI (Desimone et al. 1984; Pinski et al. 2005; 

Tsao et al. 2003). and in vervets using a novel dual-activity mapping technique based on 

induction of the immediate early gene zif268 (Zangenehpour & Chaudhuri 2005). 
 

Strong claims of face selectivity entail the prediction that no nonface stimulus will ever 

produce a response as strong as a face; because the set of nonface stimuli is infinite, there 

is always some possibility that a future study will show that a putative face-selective cell 

or region actually responds more to some previously untested stimulus (say, armadillos) 

than to faces. However, recent advances in neurophysiology have addressed this problem 

about as well as can practically be hoped for.  Foldiak and colleagues(Foldiak et al. 2004) 
used rapid serial visual presentation (RSVP) to test each cell on over 1,000 natural 

images, and found some cells that were truly face-selective: for some cells, the 70 stimuli 

producing the strongest responses all contained faces, and the next “best” stimuli 

produced less than 1/5 the maximal response.  

 

Although these data demonstrate individual cells that are strikingly face selective, they 

don’t address the face selectivity of whole regions of cortex. However, a new study 
demonstrates a spectacular degree of selectivity of whole regions of cortex (see Figure 2): 

Tsao et al  (Tsao et al. In Press)directed eletrodes into the face-selective patches they had 

previously identified with fMRI (Tsao et al. 2003),and found that 97% of the visually 

responsive cells in this region responded selectively (indeed, for most cells, exclusively) 

to faces. These stunning data suggest that the weak responses of the FFA to nonface 

stimuli may result from “partial voluming”, that is, from the inevitable blurring of face-

selective and non-face-selective regions that arise when voxel sizes are large relative to 
the size of the underlying functional unit. Thus, these data suggest an answer to  question 

of whether “nonpreferred” responses carry discriminative information about nonpreferred 

stimuli  (Haxby et al. 2001) (see section IIIf): at least in face-selective regions in 

macaques, nonpreferred responses cannot carry much information because these 

responses are close to zero. 

 

 
 

Section Summary. Taken together, these lines of research make a compelling case for the 

existence of specialized cognitive and neural machinery for face perception per se (the 

Face Specificity Hypothesis), and argue against the Individuation and Expertise 

Hypotheses. First, neuropsychological double dissociations exist between face 



recognition, and visual expertise for nonface stimuli, casting doubt on the claim that these 

two phenomena share processing mechanisms. Second, behavioral data from normal 

subjects show a number of “signatures” of holistic face processing that are not observed 

for other stimulus classes, such as inverted faces and objects of expertise. Third, 
electrophysiological measurements indicate face-specific processing at or before 200 ms 

after stimulus onset (N170). And fourth, fMRI and physiological investigations in 

monkeys show strikingly selective (and often exclusive) responses to faces both within 

individual neurons, and more recently also within cortical regions. Against this backdrop, 

one might have expected that fMRI studies demonstrating face-selective responses in the 

human temporal lobe(Kanwisher et al. 1997) , (McCarthy et al. 1997b) would be 

considered relatively uncontroversial. As we see next, that expectation would have been 
wrong (Gauthier et al. 2000b; Haxby et al. 2001).  

 

III. Evidence from fMRI: Functional Specificity of the FFA  

 

In the early nineties, PET studies demonstrated activation of the ventral visual pathway, 

especially the fusiform gyrus, in a variety of face perception tasks (Sergent et al. 1992), 

(Haxby et al. 1991). FMRI Studies of the specificity of these cortical regions for faces per 
se began in the mid-90s, with demonstrations of fusiform regions that responded more 

strongly to faces than to letterstrings and textures (Puce et al. 1996), flowers (McCarthy 

et al. 1997a), and other stimuli, including mixed everyday objects, houses, and 

hands(Kanwisher et al. 1997). Although face-specific fMRI activations could also be 

seen in many subjects in the region of the superior temporal sulcus (fSTS) and in the 

occipital lobe in a region named the “occipital face area” (OFA), the most consistent and 

robust face-selective activation was located on the lateral side of the mid-fusiform gyrus 
in a region we named the  “fusiform face area” or FFA (Kanwisher et al. 1997) (See 

Figure 1) With the methods currently used in our lab, we can functionally identify this 

region in almost  every normal subject in a short “localizer” fMRI scan contrasting the 

response to faces versus objects. In the “functional region of interest” (fROI)  approach, 

the FFA is first functionally localized in each individual, then its response magnitude is 

measured in a new set of experimental conditions; this method enables the FFA to be 

studied directly despite its anatomical variability across subjects, in a statistically 
powerful yet unbiased fashion  (Saxe et al. Submitted). Because the FFA is the most 

robust of the three face-selective regions(Kanwisher et al. 1997; Yovel & Kanwisher 

2004), it has been investigated most fully and will be the focus of this review, although 

later in Section Vb we contrast the functional properties of the FFA with those of the 

other two face-selective regions. Here we review evidence bearing on five of the most -

widely proposed alternatives to the Face Specificity Hypothesis for the FFA. 

 



 
 

a. Is the FFA Selective for Simple Visual Features?  

 

Three lines of evidence indicate that the FFA responds specifically to faces, and not to 

lower-level stimulus features usually present in faces (such as a pair of horizontally-

arranged dark regions). First, the FFA responds strongly and similarly to a wide variety 

of face stimuli that would appear to have few low-level features in common, including 
front and profile photographs of faces (Tong et al. 2000), line drawings of faces(Spiridon 

& Kanwisher 2002), cat faces (Tong et al. 2000), and two-tone stylized “Mooney faces” .  

Second, the FFA response to upright Mooney faces is almost twice as strong as the 

response to inverted Mooney stimuli in which the face is difficult to detect (Kanwisher et 

al. 1998; Rhodes et al. 2004), even though most low-level features (such as spatial 

frequency composition) are identical in the two stimulus types. Finally, for bistable 

stimuli such as the illusory face-vase ,(Hasson et al. 2001), or for binocularly rivalrous 
stimuli in which a face is presented to one eye and a nonface is presented to the other eye 

(Tong et al. 1998), (Pasley et al. 2004), (Williams et al. 2004), the FFA responds more 

strongly when subjects perceive a face than when they do not see a face even though the 

retinal (Andrews et al. 2002)stimulation is unchanged. For all these reasons, it is difficult 

to account for the selectivity of the FFA in terms of lower-level features that covary with 

faceness. Nonetheless, the Face Specificity Hypothesis of the FFA has been challenged 

with a number of other alternatives that we discuss next. (Gauthier et al. 2000b), (Haxby 
et al. 2001) 



 

b. The Individuation Hypothesis applied to the FFA.  

 

Is the FFA engaged not simply during face perception, but whenever subjects must 
discriminate between similar exemplars within a category(Gauthier et al. 1999a)? Early 

evidence against this hypothesis was presented in our first paper on the FFA(Kanwisher 

et al. 1997), in which the FFA responded  much less strongly when subjects performed a 

1-back (consecutive matching) task on blocks of house stimuli or hand stimuli (see also     

). Although this task was not matched for difficulty, a more recent experiment from our 

lab carefully adjusted the difficulty of within-category discrimination for faces and 

houses (see Figure 3), and still found about three times the FFA response during face 
discrimination as house discrimination(Yovel & Kanwisher 2004). Thus, the FFA does 

not simply respond strongly whenever subjects make a difficult discrimination between 

exemplars of any category. The Individuation Hypothesis is thus not a viable account of 

the operations conducted in FFA. 

 
 

c. The Expertise Hypothesis applied to the FFA.  

 

According to the Expertise Hypothesis, the FFA responds when subjects view stimuli for 

which they have gained substantial perceptual expertise. This hypothesis has been argued 

for vigorously by Gauthier Tarr, and colleagues (Gauthier  & Tarr  1997), on the basis of fMRI 
studies in which subjects undergo extensive training in the lab on novel stimuli called 



“Greebles”, as well as other studies of real-world expertise for cars and birds (akin to the 

dog experts tested in the original Diamond & Carey study). We discuss these two kinds 

of studies in turn. 

 
Gauthier and colleagues (Gauthier et al. 1999b) scanned subjects looking at faces and 

Greebles, and report that activation for upright minus inverted Greebles in the FFA 

region increased throughout Greeble training. While Gauthier et al. (Gauthier et al. 

1999b) interpreted their data as evidence for an expertise effect in the FFA, there are 

several problems with this conclusion.  First, rather than measure the percent signal 

change from baseline for each stimulus type, they reported only the difference between 

upright and inverted orientations; this tells us nothing about the crucial question of the 
magnitude of response to upright Greebles and upright faces after training. Second, 

because Greebles resemble faces (and/or bodies), they are a poor choice of stimulus to 

distinguish between the Face Specificity and Expertise Hypotheses. Third, the "FFA" was 

defined as a large square region of interest, over a cm on a side, a method that guarantees 

the inclusion of voxels neighboring but not in the FFA. Thus it is possible for example 

that any training effects on Greebles may arise from the body-selective “fusiform body 

area” (Peelen & Downing 2005; Schwarzlose et al. Submitted) which is adjacent to the 
FFA (see section IIIe) rather than from the FFA itself. Finally, "activation" was defined 

as the sum across the 64 voxels in the ROI of t-values resulting from a comparison of 

upright to inverted responses within each voxel (after excluding all t values less than 0.1). 

This truncated "sum-of-ts" measure (see also(Gauthier & Tarr 2002)) confounds an 

increase in signal change for upright versus inverted stimuli after training with a 

reduction in variance of this measure after training. Further, the authors failed to 

separately report the percent signal change values for the upright and inverted conditions, 
which is standard in both behavioral and neural investigations of inversion effects. These 

problems leave the results of this study difficult to interpret.  

 

A recent study from our lab avoids these problems(Op de Beeck et al. Submitted). 

Subjects were trained for ten hours on fine-grained discrimination between exemplars of 

novel stimuli that do not resemble faces or bodies (see Section III d  on the high FFA 

responses to bodies).  Our study found a substantial increase in the magnitude of the 
response to trained (compared to untrained) stimuli in the lateral occipital complex 

(LOC), a region sensitive to object shape(Malach et al. 1995), but not in the FFA. 

Interestingly, the one subject who did show an increase in the fMRI response in the FFA 

after training was the subject who reported that the novel class of stimuli she was trained 

on looked like “women wearing hats”. This anecdotal finding suggests that any effects of 

training on Greebles may have been due to the their resemblance to faces or bodies, a 

similarity that subjects were encouraged to notice by the training procedure in which 
individual Greebles were given proper names and “family names”. Thus, lab training 

studies to date provide no solid evidence for the Expertise or Individuation Hypotheses, 

instead supporting the Face Specificity Hypothesis. 

 

Of course ten hours of lab training is a far cry from the decades of expertise involved in 

face recognition or real-world expertise for dogs, cars, or birds. Gauthier et al. (Gauthier 

et al. 2000a) reported a greater increase in the right FFA response for cars and birds 



versus control objects in car and bird experts, respectively. This result has been replicated 

in an event related design (Xu 2005). Note, however, that the expertise effect is small and 

percent signal increase from fixation remains twice as large for faces as for cars in car 

experts in both studies. Further, although Gauthier et al emphasize as their strongest 
finding the correlation across subjects between behavioral expertise for cars/birds and the 

FFA response to cars/birds(Gauthier et al. 2000a), this correlation was in fact not found 

in the very task where the Expertise Hypothesis would predict it, namely during a task 

requiring discrimination of objects of expertise, but only when subjects were performing 

a location discrimination task on the same objects. The observed pattern is hard to 

account for within the Expertise Hypothesis, but is accounted for naturally by the 

alternate hypothesis that “expertise effects” merely reflect increased attentional 
engagement (Wojciulik et al. 1998) of an expert on their objects of expertise, an effect 

that would be expected to be larger in the context of an orthogonal location task than an 

object discrimination task which forces attention onto object shape anyway.  Consistent 

with the idea that the elevated activation for objects of expertise is simply due to greater 

attentional engagement by these objects, this elevated response was found in multiple 

brain regions beyond the FFA  (Figure 6 (Gauthier et al. 2000a); but see (Xu 2005)). 

Further, in a recent study of car experts, we found no elevated response to cars in the 
FFA, and neither a correlation across subjects, nor a correlation across trials within a 

subject, between car identification performance and the FFA response to cars(Grill-

Spector et al. 2004). Thus, real-world expertise effects in the FFA are at best small in 

magnitude and generally uncorrelated with behavioral performance, providing little 

evidence for the Expertise or Individuation Hypotheses.  

 

d. Domain-General Processing of Configuration/Spacing in the FFA?  
 

Although the Individuation and Expertise Hypotheses have received the greatest attention 

in the literature, other domain-general accounts of the function of the FFA are possible. 

Given the behavioral evidence that we are highly sensitive to the particular location of 

face parts (spacing) in upright faces (Haig 1984; Kemp et al. 1990), is it possible that this 

processing of configuration/spacing information could be applied to nonfaces, and if so 

might it engage the FFA? We tested this hypothesis by attempting to force subjects to 
process houses in the same way they process faces(Yovel & Kanwisher 2004)(See Figure 

3). To do this, we constructed house stimuli that varied in the relative positions of the 

windows and doors, and a parallel set of faces was constructed that varied in the positions 

of eyes and mouths. These stimuli were carefully adjusted until performance in same-

different discrimination of successively-presented stimulus pairs was exactly matched 

across pairs of faces and of houses. Subjects were further informed that when two faces, 

or two houses, differed, it would be in the relative position of the parts of the face/house. 
Thus, we did everything possible to induce the same kinds of processing on the faces and 

houses. Nonetheless, the FFA response to faces was about three times as strong as the 

FFA response to houses in this task. Evidently, it is not possible to engage the  FFA on 

nonface stimuli by inducing subjects to process those stimuli like faces. Note however 

that it remains an open question whether there is any way to induce facelike holistic 

processing  on nonface stimuli, and whether such processing would recruit the FFA (for 

review see (Tanaka & Farah 2003)). 



 

e. Is the FFA specific not only for Faces but also for bodies?  

 

Several recent studies have reported strong FFA responses to stimuli depicting headless 
bodies or body parts(Peelen & Downing 2005), (Spiridon et al. 2005), (Cox et al. 2004), 

challenging the specificity of the FFA for faces. Does the FFA actually respond strongly 

to body parts, or is this apparently high response instead due to spillover activation from 

the adjacent body and face-selective “fusiform body area” (FBA) described by Peelen & 

Downing(Peelen & Downing 2005)? To find out, we scanned subjects with relatively 

high-resolution fMRI (1.4x1.4x2 mm voxels instead of the more standard 3x3x4 mm 

voxels) (Schwarzlose et al. Submitted). We found that at high resolution two distinct 
regions can be identified, one exclusively selective for faces but not bodies (the FFA*), 

and another exclusively selective for bodies but not faces (the FBA*). Thus, the 

apparently strong FFA response to body stimuli seen at standard scanning resolution 

apparently reflects the pooling of responses from two distinct regions (“partial 

voluming”), one truly face-selective and the other truly body-selective.  Interestingly, 

regions selective for faces and bodies are also nearby or adjacent in the region of the STS 

in humans (Downing et al. 2001), and they are also adjacent in macaques (Pinski et al. 
2005; Tsao et al. 2003).  Once again, these findings support the Face Specificity 

Hypothesis. 

 

f. Do “Nonpreferred” Responses in the FFA form Part of the Code for Nonfaces? 

 

In an important challenge to a more modular view of face and object processing, Haxby 

et al. (Haxby et al. 2001) argued that objects and faces are coded via the disctributed 
profile of response across much of the ventral visual pathway. Central to this view is the 

suggestion that “nonpreferred” responses, for example to objects in the FFA, may form 

an important part of the neural code for those objects. While this “distributed coding” 

hypothesis is still an active matter of debate, several considerations suggest that the FFA 

does not in fact play an important role in the representation of nonface objects. First, two 

studies have found that the profile of response across the voxels within face-selective 

patches in humans  (Spiridon & Kanwisher 2002) and monkeys (Tsao et al. 2003) does 
not contain information enabling discrimination between different nonfaces. Note further 

that even if some discriminative information about nonface objects were present in the 

FFA (perhaps at higher resolution), it is not clear that this information would be used in 

perceptual performance. Indeed, the fact that some people with acquired prosopagnosia 

have apparently normal object recognition (Humphreys 2005) (Wada & Yamamoto 2001) 

suggests that cortical regions that are necessary for face recognition are not necessary for 

object recognition. Finally, Tsao’s single-unit recordings from face-selective patches in 
monkeys (see section IId) indicates that nonpreferred responses in face-selective regions 

are virtually nonexistent (Tsao et al. In Press), suggesting that the nonpreferred responses 

observed in the FFA with fMRI may result from blurring of responses from an extremely 

face-selective FFA with neighboring non-face-selective cortex (Schwarzlose et al. 

Submitted). For all these reasons, we doubt that nonpreferred responses in the FFA play 

an important role in coding for nonface objects. Indeed, more recently, Haxby and his 



colleagues have conceded that “preferred regions for faces…are not well suited to object 

classifications that do not involve faces…” (O'Toole et al. 2005)  .  

 

Section Summary. The evidence reviewed here argues against each of six alternatives to 
the Face Specificity Hypothesis: the FFA does not appear to be selective for either lower-

level features, or for a higher-level category including bodies. Further, the evidence 

described here does not support a domain-general role for the FFA in individuation of 

exemplars of any category (including categories of expertise), or in extraction of the 

relative positions of parts within any stimulus type. Finally, we argue against the 

hypothesis that the FFA forms part of a distributed representation of nonface objects 

(Haxby et al. 2001)  because damage to this region is devastating to face recognition but 
often leaves object recognition intact, and because physiological data from monkeys finds 

almost no evidence for any response to nonface stimuli within face-selective patches in 

the first place.  (In Section IVb we describe evidence against another alternative 

hypothesis, that the FFA is engaged in processing semantic information about people.) 

Instead, existing data supporting the hypothesis that the FFA is selectively engaged in the 

processing of faces per se.This conclusion brings us to the more interesting questions of 

what computations are performed on faces the FFA, and what kinds of representations it 
extracts from faces. 

 

 

 

IV. What is the nature of the face representations in the FFA?  

  

Many experiments implicate the FFA in determining face identity, i.e. in extracting the 
perceptual information used to distinguish between individual faces. For example, we 

showed a higher FFA response on trials in which subjects correctly identified a famous 

face than on trials in which they failed to recognize the same individual (Grill-Spector et 

al. 2004), implicating this region  in the extraction of information about  face identity. 

(No comparable correlation between the FFA response and performance was seen for 

identification of specific types of cars, guitars, buildings, etc.) Further evidence that the 

FFA is critical for distinguishing between individual faces comes from the fact that the 
critical lesion site for prosopagnosia is very close to the FFA (Barton et al. 2002; Bouvier 

& Engel 2005).  However, these results tell us nothing about the nature of the 

representations extracted from faces in the FFA, which we turn to next. 

 

What aspects of a face does the FFA respond to? Three prominent features of face stimuli 

are the classic frontal face configuration (the arrangement of two horizontally and 

symmetrically placed parts above two vertically placed parts), the presence of specific 
face parts (eyes, nose, mouth), and the bounding contour of a roughly oval shape with 

hair on the top and sides. Which of these stimulus properties are important in driving the 

response of the FFA? Liu and colleagues (Liu et al. 2003) created stimuli in which each 

of these three attributes were orthogonally varied.  The face configuration was either 

canonical or scrambled (with face parts rearranged to occur in different positions), 

veridical face parts were either present or absent (i.e., replaced by black ovals), and 

external features were either present or absent (with a rectangular frame showing only 



internal features, omitting chin and hairline). This study found that the FFA responds to 

all three kinds of face properties. Another study from our lab leads to the consistent 

conclusion that the FFA is involved in processing both the parts and the spacing among 

the parts of faces. We (Yovel & Kanwisher 2004) scanned subjects while they performed 
a successive discrimination task on pairs of faces that differed in either the individual 

parts, or in the configuration (i.e., spacing) of those parts (Figure 3). Subjects were 

informed in advance of each block which kind of discrimination they should perform. 

The FFA response was similar and strong in both conditions, again indicating a role of 

the FFA in the discrimination of both face parts and face configurations. Thus, the FFA 

does not appear to be sensitive to only a few specific face features, but instead seems to 

respond generally to a wide range of features spanning the whole face.  
 

a. Invariances of Face Representations in the FFA  

 

To understand the representations of faces extracted by the FFA, we need to determine 

their equivalence classes: which sets of stimuli are taken to be the same and which are 

taken to be different? If the FFA is involved in discriminating between individuals, then 

it must extract different representations for different individuals. But are these 
representations invariant across images of the same face that differ in size, position, view, 

etc.?   

 

The best current method for approaching this problem with fMRI is fMR-adaptation 

(Grill-Spector et al. 1999; Kourtzi & Kanwisher 2001) (Koutstaal et al. 2001), in which 

the  BOLD response  to two (or more) stimuli in a given region of the brain is lower 

when they are the same than when they are different, indicating a sensitivity of that brain 
region to that stimulus difference. This sensitivity to the sameness of two stimuli enables 

us to ask each brain region which stimulus pairs it takes to be the same and which it takes 

to be different. Thus, this method enables us to discover equivalence classes and 

invariances in neural representations of faces in the FFA (Grill-Spector et al. 1999).1 

Several studies have found robust fMR-adaptation for faces in the FFA, that is a lower 

response to an identically repeated faces than to new faces  (e.g.,(Avidan & Behrmann 

                                                 
1 One caveat should be noted here, however. Several fMRI-adaptation studies Tarr, M. J. 

& Gauthier, I. 2000 FFA: a flexible fusiform area for subordinate-level visual processing 

automatized by expertise. Nat Neurosci 3, 764-769. have used blocked designs, which is 

problematic because subjects are likely to pay less attention to a block in which the 
identical stimulus is presented many times in a row, than a block in which each stimulus 

is new. Thus, this design confounds adaptation with attention (which is well known to 

affect the FFA response Wojciulik, E., Kanwisher, N. & Driver, J. 1998 Covert visual 

attention modulates face-specific activity in the human fusiform gyrus: fMRI study. 

Journal of Neurophysiology 79, 1574-1578., leading to potential overestimation of 

adaptation effects. For this reason most current studies minimize this confound by using 

event-related adto measure adaptation [Schiltz, C. & Rossion, B. 2005 Faces are 
processed holistically in the right middle fusiform gyrus. In Vision Sciences Society. 

Sarasota, FL. 

 



2005; Eger et al. 2005; Gauthier & Nelson 2001; Pourtois et al. 2005b; Rotshtein et al. 

2005; Yovel & Kanwisher 2004)). Does this adaptation reflect a representation of face 

identity that is invariant across different images of the same person? Indeed, several 

studies have found adaptation across repeated images of the same face even when those 
images  differ in position (Grill-Spector et al. 1999) image size (Andrews & Ewbank 

2004; Grill-Spector et al. 1999)and spatial scale(Eger et al. 2004) . Further, Rotshtein et 

al (2004) used categorical perception of morphed faces to show adaptation across 

physically different images that were perceived to be the same (i.e., two faces that were 

on the same side of a perceptual category boundary), but not across physically different 

images that were perceived to be different (i.e., two faces that straddled the category 

boundary). Thus, representations in the FFA are not tied to very low-level image 
properties, but instead show at least partial invariance to simple image transformations. 

 

However, representations in the FFA do not appear to be invariant to nonaffine changes 

in lighting direction (Bradshaw 1968), viewpoint (Pourtois et al. 2005a; Warrington et al. 

1971) (see also (Fang & He 2005)) and combinations thereof(Avidan & Behrmann 2005; 

Pourtois et al. 2005b) . Thus, the FFA treats two images of the same face that differ in 

viewpoint, lighting or expression as two different faces.  
 

In sum, studies conducted to date converge on the conclusion that neural representations 

of faces in the FFA discriminate between faces of different individuals, and are partly 

invariant to simple image transformations including size, position,  and spatial scale. 

However, these representations are not invariant to changes in viewpoint, lighting, and 

other nonaffine image transformations. 

 
b. Does the FFA discriminate between familiar and unfamiliar faces? 
 

A finding that the FFA responds differently to familiar and unfamiliar faces would 

support the role of this region in face recognition (though it is not required by this 

hypothsis as discussed shortly). Several fMRI studies have investigated this question , 

(George et al. 1999; Gorno-Tempini et al. 1998; Haxby et al. 2000; Henson et al. 2002; 

Leveroni et al. 2000; Sergent et al. 1992; Wiser et al. 2000), using as familiar faces either 
famous faces, or faces studied in the lab. For the purpose of this review, we will mainly 

focus on studies that report the response of the FFA to familiar and unfamiliar faces. 

 

Two studies that investigated faces learned in the lab found opposite results, one showing 

an increase in the response to familiar compared to unfamiliar faces in the FFA 

(Lehmann et al. 2004) and the other  (using PET) finding a decrease in the response to 

familiar faces (Rossion et al. 2003c). Although this discrepancy may be due to the use of 
different tasks in the two experiments  (Rossion et al. 2003c)(see also  (Henson et al. 

2002)), studies of famous faces, which provide a stronger manipulation of familiarity,  do 

not give a much clearer picture. One study found a small but significant increase in the 

response to famous compared to nonfamous faces (Avidan & Behrmann 2005), but two 

other studies found no difference in the response to famous versus nonfamous faces in the 

FFA (Eger et al. 2005; Pourtois et al. 2005b) , (see also (Gorno-Tempini & Price 2001; 

Gorno-Tempini et al. 1998),). Taken together, these studies do not show a consistently 



different FFA response for familiar versus unfamiliar faces. Although these studies do 

not strengthen the case that the FFA is important for face recognition, it is important to 

note that they do not provide evidence against this hypothesis either. These results may 

simply show that the FFA merely extracts a perceptual representation from faces in a 
bottom-up fashion, with actual recognition (i.e. matching to stored representations) 

occurring at a later stage of processing. It is also possible that information about face 

familiarity is represented in the FFA but not by an overall difference in the mean 

response. 

 

However, these studies do enable us to address a different question about the FFA, 

concerning its role in processing of nonvisual semantic information about people. 
Because famous faces are associated with rich semantic information about the person, but 

nonfamous faces are not, the lack of a consistently and robustly higher response for 

famous than nonfamous faces in the FFA casts doubt on the idea espoused by some 

(Martin & Chao 2001), that this region is engaged in processing not only perceptual but 

also semantic information about people(Turk et al. 2005).   

 

c. The Face Inversion Effect and Holistic Processing in the FFA 
 

As described in Section IIb, behavioral studies have discovered distinctive “signatures” 

of facelike processing, including the face inversion effect(Yin 1969) and the “composite” 

effect. Does the FFA mirror these behavioral signatures of face-specific processing? 

 

Early studies of the face inversion effect in the FFA found little (Haxby et al. 1999) 

(Kanwisher et al. 1999) or no  (Aguirre et al. 1999; Leube et al. 2003) difference in the 
response to upright and inverted faces. However, we recently reported a substantially 

higher FFA response for upright compared to inverted faces (Yovel & Kanwisher 2004). 

Further, in a subsequent study, we(Yovel & Kanwisher 2005)reported  that the FFA-face 

inversion effect was correlated across subjects with the behavioral face inversion effect. 

That is, subjects who showed a large increment in performance for upright versus 

inverted faces also showed a large increment in the FFA response to upright versus 

inverted faces. Second, we found greater fMR-adaptation for upright than inverted faces, 
indicating that the FFA is more sensitive to identity information in upright than inverted 

faces (Yovel & Kanwisher 2005) (see also (Mazard et al. 2005)). Thus, consistent with 

the behavioral face inversion effect, the FFA better discriminates faces when they are 

upright than inverted. In summary, in contrast to previous findings that found only a 

weak relationship between the FFA and the face inversion effect, our findings show a 

close link between these behavioral and neural markers of specialized face processing.  

 
The larger inversion effect for faces than objects has been taken as evidence for holistic 

processing of upright but not inverted faces (Farah et al. 1995). However, more direct 

evidence for holistic processing comes from the composite effect (Young et al. 1987) in 

which subjects are not able to process the upper or lower half of a composite face 

independently from the other half of the face even when instructed to do so, unless the 

two halves are misaligned. This effect is found for upright but not inverted faces. If the 

FFA is engaged in holistic processing of faces then we might expect it show an fMRI 



correlate of the composite effect. Indeed, a recent study used fMRI adaptation to show 

evidence for a composite face effect in the FFA (Schiltz & Rossion 2005). In particular, 

the FFA only showed adaptation across two identical top halves of a face (compared to 

two different top halves) when the bottom half of the face was also identical, consistent 
with the behavioral composite face effect. As with the behavioral composite effect, the 

fMRI composite effect was found only for upright faces, and was absent for inverted 

faces or misaligned faces. 

 

Thus, fMRI measurements from the FFA show neural correlates of the classic behavioral 

signatures of facelike processing, including the face inversion effect and the composite 

effect. These findings serve to link the behavioral evidence on face-specific processing 
with research on the FFA, as well as helping to characterize the operations and 

representations that occur in the FFA. 

 

d. Norm-based Coding of  Faces  

 

The power of caricatures to capture the likeness of a face suggests that face identity is 

coded in terms of deviation from the norm or average face, a hypothesis supported by  
behavioral studies (Leopold et al. 2001; Rhodes et al. 1987).  A recent fMRI study  found 

higher FFA responses to atypical compared to average faces, implicating the FFA in such 

norm-based coding of face identity (Loffler et al. 2005). However, efforts in this study to 

unconfound such face typicality effects from the greater adaptation effects expected 

between highly similar faces (in the average-face condition) versus very different faces 

(in the atypical  face condition) were not entirely satisfactory. Therefore the interesting 

hypothesis that the FFA codes faces in terms of deviation from the average face remains 
to be fully tested and explored.  

 

e. Is the FFA involved in representing facial expression information?  

 

Functional MRI studies of face expression have primarily focused on the amygdala (e.g.  

(Glascher et al. 2004; Williams et al. 2004)). Studies that have investigated the response 

of the temporal cortex have found higher responses to emotional than neutral faces in the 
fusiform gyrus (Breiter et al. 1996; Dolan et al. 2001; Vuilleumier et al. 2001; 

Vuilleumier et al. 2003; Williams et al. 2004)). It has been suggested that this effect is 

modulated by connections from the amygdala (Dolan et al. 2001). Consistent with this 

hypothesis, effects of facial expression (in contrast to face identity) are not specific to the 

FFA. Given the higher arousal generated by emotional faces, the higher response to 

expressive than neutral faces in the FFA may reflect a general arousal effect rather than 

specific representation of facial expression. Indeed, a recent fMR-adaptation study 
(Winston et al. 2003) , in which expression and identity were manipulated in a factorial 

manner, did not reveal significant fMR-adaptation to expression information in the 

fusiform gyrus, but did find fMR-adaptation to face expression in regions in the superior 

temporal sulcus. These findings are consistent with the idea that the FFA is involved in 

identity but not expression processing whereas the STS shows the opposite pattern of 

response(Haxby et al. 2000).  However, a recent study found a higher FFA response 

during expression judgements than identity judgements on faces (Ganel et al. 2005), 



casting some doubt on the simple idea that the FFA is involved exclusively in processing 

face identity information. 

 

Section Summary. The results reviewed in this section provide the beginnings of a 
characterization of the computations and representations that occur in the FFA. The FFA 

is implicated in face detection and face recognition, but evidence on the role of the FFA 

in discriminating familiar from unfamiliar faces or in discriminating emotional 

expressions in faces is inconsistent.  Representations of faces in the FFA are partly 

invariant to simple image transformations such as changes in size, position, and spatial 

scale, but largely noninvariant to changes in most viewpoints and lighting direction of the 

face image. The FFA shows both a face inversion effect (i.e., a higher response for 
upright than inverted faces) and holistic processing of faces, as expected if this region 

plays a major role in face processing phenomena established in previous behavioral work. 

 

V: Areal Specificity: Do Representations in the FFA differ from those in nearby 

Cortical Regions? 

 

Does the FFA show not only functional specificity, i.e., a different profile of response to 
faces versus other stimuli (see Section III above), but also areal specificity, i.e. a 

different profile of response from that seen in other nearby cortical regions? Here we 

contrast the pattern of response in the FFA with that of a) the nearby (and sometimes 

slightly overlapping) object-selective lateral occipital complex (Malach et al. 1995) and 

b) the two other most widely-reported face-selective regions, the occipital face area 

(OFA), and the face-selective region in the superior temporal sulcus (STS). 

 
a. Contrasting the response of the FFA and the LOC 

 

Numerous behavioral experiments have suggested that our representations of faces differ 

in important respects from our representations of non-face objects (e.g., see section Ib). If 

the FFA plays an important role in the generation of these “special” face representations, 

we should see parallel differences in the pattern of the BOLD response in the FFA versus 

the response of other cortical regions involved in representing object shape, such as the 
LOC.  Importantly, in the studies described next below, object-selective regions were 

defined as cortical regions that respond more strongly  to objects than to scrambled 

images of objects, rather than as regions  that respond more strongly to objects than faces, 

a comparison that has been used in some studies(Aguirre et al. 1999) (Haxby et al. 1999) 

(Andrews & Schluppeck 2004) but that  is likely to yield not the LOC but a functionally 

very different region called the parahippocampal place area (Epstein & Kanwisher 1998). 

The problem with using the region identified with a contrast of objects > faces is that the 
response to faces is very low to begin with in this region so the absence of sensitivity to 

stimulus manipulations here might be merely due to floor effects. In contrast, the LOC,  

shows a high response to faces, in particular in its lateral occipital region, and is therefore 

a more valid region to compare to the FFA. 

 

Several studies have recently reported robust dissociations between the response of the 

LOC and the FFA. First, the FFA and LOC exhibit important and striking differences in 



the face inversion effect. Whereas the FFA shows a significantly higher response to 

upright than inverted faces, the LOC shows an opposite effect of a higher response to 

inverted than upright faces (Yovel et al. Submitted) (see also Aguirre et al. (Aguirre et al. 

1999) and Haxby et al. (Haxby et al. 1999) who found similar pattern in non-face-
selective regions that responded higher to houses than faces). Furthermore, we measured 

the correlation across subjects between the magnitude of the fMR- face inversion effect 

(i.e. the difference between fMRI response to upright and inverted faces), and the 

behavioral face inversion effect (i.e., the difference between performance level to upright 

and inverted faces in a face discrimination task that subjects performance in the scanner) 

(Yovel et al. Submitted). Only in the FFA was the fMR-face inversion effect correlated 

across subjects with the behavioral face inversion effect. This correlation was absent with 
the (opposite direction) fMR-face inversion effect in LOC. These findings suggest that 

the FFA but not LOC is a neural source of the behavioral face inversion effect. 

 

Second, the sensitivity of the FFA to identity information in faces was recently assessed 

using  an event-related fMR-adaptation technique (Yovel et al. Submitted). As explained 

in Section IVa, in fMRI adaptation a higher response in a given brain region to two 

successively-presented stimuli when they are different than when they are the same 
indicates sensitivity to that stimulus difference in that region of the brain. We created 

face stimuli with subtle differences between the faces (e.g., the faces shared the same hair 

but differed subtly in face identity information), and found robust adaptation for these 

faces in the FFA but no adaptation to faces in LOCp.  These data again suggest that only 

the FFA (not the LOC) is sensitive to subtle differences between different faces.  

 

Third, as mention above, Grill-Spector et al. (Grill-Spector et al. 2004) found a higher 
FFA response on trials in which subjects correctly identified famous faces versus when 

they were incorrect on faces of the same individuals. Importantly, LOC did not show this 

trial-by-trial correlation with successful discrimination of faces, showing once again a 

greater involvement of the FFA than the LOC in face identification. 

 

Finally, we reported that the right FFA response was similar when subjects discriminated 

faces that differed in their parts or in the spacing among these parts (Yovel & Kanwisher 
2004). The FFA response to houses was much lower than to faces, but also similar for the 

spacing and part tasks. In contrast, LOC showed a higher response on the part task than 

the spacing task for both faces and houses (See Figure 4). These findings resonate with 

theories of object recognition that emphasize the role of parts in representations of object 

shape(Hoffman & Richards 1984) (Biederman 1987) and contrast sharply with theories 

of face processing, which emphasize holistic representations. 



 
 

 

Taken together, these findings indicate that the representations in the FFA differ in many 

respects from the representations in LOC. Thus, the FFA is not only selective for faces, 

but also generates a specialized representation of faces that is qualitatively different from 



the representations of faces in other regions. Next we contrast the FFA with other face 

selective regions. 

 

b. Dissociation between face-selective regions (FFA, OFA, STS):  
 

Several studies have compared the response of the FFA to the response of the two other 

face selective regions, the OFA in the lateral occipital cortex and what we will call the 

fSTS (a face-selective region in the posterior part of the superior termporal gyrus). Figure 

1 shows these face-selective activations on an inflated brain from one subject.  Overall 

these studies suggest that the FFA and OFA are primarily involved with distinguishing 

between individual faces, whereas the fSTS apparently extracts other dimensions of faces 
such as their emotional expression and gaze (Haxby et al. 2000). 

 

i) FFA vs OFA: Findings by Rotshtein et al. (Rotshtein et al. 2005)  showed that the OFA 

is more sensitive to physical aspects of the face stimulus than the FFA. In their morphed 

face experiment the OFA showed a similar response to two faces that different physically 

regardless of whether the subject perceived the two stimuli as similar or different. This 

finding contrasts with the FFA, which was sensitive to the perceived similarity but not 
the physical similarity in their study. Second, in a recent study that investigated the neural 

basis of the face inversion effect, we (Yovel et al. Submitted) found that the OFA showed 

a similar response to upright and inverted faces, and there was no correlation across 

subjects between the magnitude of the behavioral face inversion effect and the difference 

in the response of the OFA to upright and inverted faces (OFA-face inversion effect). In 

contrast, the FFA showed higher response to upright than inverted faces and this 

difference was correlated across subjects with the behavioral face inversion effect. 
Finally, whereas the FFA responds to first-order stimulus information about both face 

parts and face configurations , the OFA is sensitive only to face parts (Liu et al. 2003). 

Taken together, these findings suggest that the representation of faces in the FFA is 

closer to the perceived identity of the face, whereas the OFA representation reflects more 

closely the physical aspects of the face stimulus. 

 

Evidence that the OFA may be a critical stage in the face recognition pathway comes 
from the case of an acquired prosopagnosic patient with no OFA in either hemisphere       

(Rossion et al. 2003a). Although this result by itself makes sense, a puzzle arises from the 

fact that the same patient shows an FFA in fMRI. One possible account of these findings 

is that this patient’s FFA is present but not functioning normally because normal input 

from the OFA is disrupted. Indeed, a recent paper has used fMRI adaptation to show that 

the FFA in this subject does not discriminate between individual faces(Schiltz et al. 

2005). 
 

FFA vs fSTS: Studies that have examined the response of both the FFA and fSTS show 

clear functional dissociations between the two regions.  First, two studies have found that 

the FFA but not the fSTS is correlated with successful face detection. Andrews and 

Schulpeck(Andrews & Schluppeck 2004) presented ambiguous stimuli  (Mooney faces) 

that on some trials were perceived as faces but on others were perceived as novel blobs. 

Whereas the FFA response was stronger for face than blob percepts (see also (Kanwisher 



et al. 1998)), the fSTS showed no difference between the two types of trials. These 

findings are consistent with Grill-Spector et al. (Grill-Spector et al. 2004) who found that 

the response of the FFA was correlated with successful detection of faces in brief masked 

stimuli, but the response of the fSTS was not. The failure to find a correlation with 
successful face detection in the fSTS when stimuli are held constant (or are similar) is 

somewhat surprising given that this region by definition responds more strongly when 

faces are present than when they are not. In any event the correlation with successful face 

detection of the FFA but not fSTS, which was found in both studies, shows a dissociation 

between the two regions. 

 

Given the findings just described, it is not surprising that the fSTS shows no sensitivity to 
face identity information. The first study to report a dissociation between FFA and fSTS 

found a higher response in the FFA when subjects performed a 1-back task on face 

identity than gaze information and vice versa in the face-selective fSTS (Hoffman & 

Haxby 2000). Consistent with these findings Grill-Spector et al found no correlation of 

the fSTS response with successful identification of faces(Grill-Spector et al. 2004). 

Similarly, studies that used fMR-adaptation found sensitivity to face identity in the FFA 

but not in the fSTS (Andrews & Ewbank 2004; Yovel et al. Submitted). The face 
selective fSTS did show fMR-adaptation for identical faces relative to faces that differed 

in expression, gaze and viewpoint (Andrews & Ewbank 2004) .  However, because the 

faces differed in all three dimensions, it is hard to know whether the fSTS was sensitive 

to only expression, gaze or head rotation or to any combination of the three.  

 

Several studies have found a robust face inversion effect (higher response to upright than 

inverted faces) in the fSTS (Haxby et al. 1999; Leube et al. 2003; Yovel et al. Submitted). 
However, in contrast to the FFA, this difference between upright and inverted faces was 

not correlated with the behavioral face inversion effect measured in a face identity 

discrimination task (Yovel et al. Submitted). These findings are consistent with the idea 

that the fSTS is not involved in face identity processing. Its higher response to upright 

than inverted faces may suggest that the computations that are done in the fSTS to extract 

dynamic aspects of facial information are specific to upright faces.  

 
Taken together, these data indicate a robust dissociation between the face representations 

in the fSTS and the FFA, in which the FFA but not the rSTS represent identity 

information.  

 

Section Summary.  The evidence reviewed here indicates that the FFA differs 

functionally in a number of respects both from the shape-selective LOC, and from the 

two other best-known face-selective regions of cortex, the OFA and fSTS. Functional 
ROI analyses are sometimes criticized for focusing narrowly on one brain region, while 

ignoring the rest of the brain. Here we show that a functional ROI investigation of the 

FFA that is accompanied by similar analyses of nearby regions allows us to assess the 

extent to which the FFA response is indeed “special”. The clear functional dissociations 

between these regions also demonstrate that the functional localizers used to define these 

regions indeed are picking out functionally distinct regions, reinforcing the importance of 

studying them independently. Many of the functional dissociations described in this 



section would probably not be apparent in a group analysis because the necessarily 

imperfect registration of physically different brains would blur across nearby but 

functionally distinct regions such as the FFA and LOC.  

 
VI: Open Questions 

 

As our review of the literature shows, considerable progress has been made in 

understanding the FFA and its role in face perception.  However, fundamental questions 

remain unanswered. In our final section we speculate on two of these: the developmental 

origins of the FFA, and the question of whether the FFA is unique in the cortex, or 

whether it is one of a large number of other cortical regions specialized for domain-
specific cognitive functions. We end with a summary of the main conclusions from this 

review. 

 

a. Origins of the FFA 

 

How does the FFA arise in development?  Recent neuroimaging studies show that the 

FFA is still developing into the early teenage years (Aylward et al. 2005; Golarai et al. 
2005; Passarotti et al. 2003).  Intriguing as this finding is, it does not tell us about the 

mechanisms that give rise to the FFA. Is it constructed by a process of experience-

dependent cortical self-organization (Jacobs 1997), or is it partly innately specified? For 

the case of faces, this question is hard to answer because both experiential and 

evolutionary arguments are plausible, and we have very little data to constrain our 

speculation. 

 
On the one hand, experience must surely play some instructive role in the development of 

face areas, given the ample evidence that neurons in the ventral visual pathway are tuned 

by experience (Baker et al. 2002; Op de Beeck et al. Submitted). Evidence of such 

experiential tuning of face perception in particular is seen in the “other race effect”, in 

which behavioral performance (Malpass & Kravitz 1969; Meissner & Brigham 2001)  

and neural responses (Golby et al. 2001) are higher for faces of a familiar than an 

unfamiliar race, even if the relevant experience occurs after age three (Sangrigoli et al. 
2005). On the other hand, at least some aspects of face perception appear to be innately 

specified, as infants  less than twenty-four  hours old preferentially track schematic faces 

compared to visually similar scrambled or inverted faces. (Cassia et al. 2004; Johnson et 

al. 1991),  However, these two observations leave open a vast space of possible scenarios 

in which genes and environment could interact in the construction of a selective region of 

cortex such as the FFA. 

 
What does seem pretty clear is that the development of normal adult face processing (and 

thus by hypothesis the development of the FFA) is constrained both anatomically and 

chronologically.  First, the very fact that the FFA lands in roughly the same location 

across subjects, along with its predominant lateralization to the right hemisphere, 

suggests some constraints on its development. Second, neuropsychological patients who 

selectively lose face recognition abilities as a result of focal brain damage are rarely if 

ever able to relearn this ability, suggesting that the remaining visual cortex (which is 



adequate for visual recognition of nonface objects) cannot be trained on face recognition 

in adulthood (but see (DeGutis et al. submitted) for evidence of short-term improvement 

in face recognition in a case of developmental prosospagnosia following extensive 

perceptual training with faces). Third, this apparent inability to shift face processing to 
alternate neural structures may be set very early in development, as evidenced by a 

patient who sustained damage to the fusiform region when only one day old, and who as 

an adult still has severe difficulties in the recognition of faces (and some other object 

categories) (Farah et al. 2000). Although it is not clear what is so special about this region 

of the fusiform gyrus that the FFA apparently has to live here, one intriguing clue comes 

from reports that face-selective cortex also responds more strongly to central than 

peripheral visual stimuli (even nonfaces)(Levy et al. 2001). This fact may suggest either 
that face-selective regions reside in center-biased cortex because it has computational 

properties necessary for face processing, or because we tend to foveate faces during 

development(Kanwisher 2001). 

 

Other clues about the development of specialized mechanisms for face processing come 

from individuals with 'developmental prosopagnosia', who have no brain damage 

discernable from MRI images or life histories, but who have severe and lifelong 
impairments of face recognition (Behrmann & Avidan 2005). For at least some of these 

individuals the deficit is remarkably selective for face processing only (Duchaine et al. In 

Press), providing powerful converging support for the Face Specificity Hypothesis. 

Anecdotal reports suggest that developmental prosopagnosia may run in families  (De 

Haan 1999; Duchaine & Nakayama 2005; Grueter et al. In Press) . 

 

  The possible heritability of this syndrome, its strong specificity for faces, and its 
developmental nature all suggest that genetic factors may contribute to the construction 

of face processing mechanisms. One as-yet unresolved mystery is why many 

developmental prosopagnosic subjects have FFAs (Hasson et al. 2003) (see also 

(Vuilleumier et al. 2003)). This may indicate either that the deficit in these subjects arises 

at a later stage of processing, or that the FFAs in these subjects exist but do not function 

normally  (Schiltz et al. 2005). Although Avidan et al. (Avidan et al. 2005) have argued 

that the FFAs  prosopagnosic subjects show normal fMR-adaptation for face identity, 
these studies were conducted using a blocked design which is subject to attentional 

confounds (see footnote 1).  

 

Evidence that very early experience is also crucial in the development of normal adult 

face recognition comes from studies of individuals born with dense bilateral cataracts 

(Maurer et al. 2005).   These people have no pattern vision until their cataracts are 

surgically corrected between 2 and 6 months of age.  After surgery, pattern vision is 
generally intact, though not quite normal.  Surprisingly, these individuals never develop 

normal face perception. As adults, they are impaired (relative to normal subjects) at 

discriminating between upright faces. Although it has been claimed that  the deficit in 

these patients is specific to discriminations between faces on the basis of the position of 

the features, not the shapes of individual features, the stimuli used in the study making 

this case (i.e., the Jane face) confound spacing/part changes with overall difficulty. 

Importantly, studies that matched the task difficulty of the spacing and the part tasks 



found that prosopagnosic individuals showed deficits for both spacing and part 

discrimination tasks (Yovel & Duchaine In Press). Second, face parts used by Le Grand 

and colleagues (Le Grand et al. 2004) differed not only in shape but also in 

contrast/brightness information (e.g., lipstick). A recent study showed that prosopanosic 
individuals can normally discriminate between faces in which the parts differ in 

contrast/brightness in addition to shape information(Yovel & Duchaine In Press) . Thus, 

to determine the role of spacing and part based-information in face recognition in these 

patients, it will be important to retest  the early-cataract subjects with these more 

balanced stimuli in which face parts differ by shape and not by contrast/brightness 

information, which can be discriminated by non-face mechanisms. 

 
Studies that examined holistic processing  showed that these patients do not show the 

composite effect (described in Section Ib above) (Young et al. 1987) indicating a failure 

to process faces holistically. (Le Grand et al. 2004) Thus, pattern vision in the first few 

months of life is necessary for the development of normal face processing as an adult; 

years of subsequent visual experience with faces is not sufficient. Most intriguingly, it is 

early deprivation of input specifically to the right hemisphere that leads to adult 

impairments in face processing in these individuals; early deprivation of visual input to 
the left hemisphere does not. (Le Grand et al. 2003) Thus, although these investigations 

point to a critical role of experience in the construction or maintenance of face processing 

mechanisms, this experience must be directed to a specific anatomical target  (the right 

hemisphere) and must occur very early in development. Two important pieces of this 

puzzle have yet to be answered empirically. First, is the deficit in cataract patients 

specific to face perception? Here it would be particularly useful to measure the 

performance of these people on closely matched face and nonface stimuli such as those 
shown in Figure 3. Second, what happens to the FFA in individuals with early bilateral 

cataracts. We speculate that they may have FFAs (as developmental prosopagnosic 

subjects do), but that their FFAs may not function normally. 

 

A brief comment about studies of the supposed lack of FFAs in individuals with autism 

spectrum disorder (ASD) , (Critchley et al. 2001; Pierce et al. 2001; Schultz et al. 2000). 

This finding has been cited as evidence for a role of experience in the construction of the 
FFA, based on the argument that ASD subjects tend not to look at faces during 

development as much as normal subjects do. However, this argument has multiple flaws. 

First, few would doubt the conclusion that experience with faces is important in the 

development of the FFA; The interesting question is whether experience plays an 

instructive rather than a permissive role (Crair 1999) (An instructive role for experience 

might predict that people--or more likely, monkeys--raised in an environment where 

faces had a very different structure would develop face processing mechanisms that are 
selectively responsive to this alternate structure.) Studies of autism cannot answer this 

question. Second, even if individuals with ASD lacked FFAs as claimed, this would not 

demonstrate the importance of experience for the development of the FFA, because these 

disorders also have a genetic component which could itself be responsible for the lack of 

an FFA. Third, given the well documented tendency of individuals with ASD to avoid 

looking at faces,  any failure to find FFAs in subjects with ASD may result from the 

failure of the subjects to look at the stimuli during the scans (!). Indeed, studies that 



required subjects to fixate faces found normal face activation in the fusiform gyrus in 

subjects with ASD (Dalton et al. 2005; Hadjikhani et al. 2004). Thus, current 

investigations of FFAs in ASD subjects do not help us understand the developmental 

mechanisms by which FFAs are constructed. 
 

One way to unconfound genetic and experiential factors in the development of category-

specific regions of cortex is to consider a category for which a specific role of genes is 

unlikely: visual word recognition.  People have only been reading for a few thousand 

years, which is probably not long enough for natural selection to have produced 

specialized machinery for visual word recognition(Polk & Farah 1998). Thus, strong 

evidence for a region of cortex selectively involved in the visual recognition of letters or 
words would provide an existence proof that experience alone with a given category of 

stimulus, without a specific genetic predisposition, can play an instructive role in the 

construction of a region of cortex that is selectively involved in the recognition of stimuli 

of that category.  Some evidence has been reported for cortical specializations for 

visually-presented letters (Polk et al. 2002) and words (Cohen et al. 2000).  Ongoing 

work in our lab reinforces these conclusions, showing small letter-string selective regions 

in most subjects tested individually, and further showing that these selectivities are 
shaped by experience. Of course, the fact that experience can apparently create cortical 

selectivities in the absence of a specific genetic blueprint for that cortical region does not 

imply that this is the origin of the FFA.  

 

In sum, substantial evidence indicates important roles for both genetic factors and 

specific early experience, in the construction of the FFA. Although a detailed account of 

this process remains elusive, the recent discovery of a possible homologue of the FFA in 
macaques (Tsao et al. 2003) (see section IId) opens up the exciting new possibility of 

investigating the effect of early experience on the development of face-selective regions 

of cortex. 

 

b. Cortical Specialization for Other Functions? 

 

Of course, the evidence for the Face Specificity Hypothesis reviewed here need not imply 
that all of cognition is conducted by domain-specific mechanisms. Are faces unique in 

this degree of functional specificity, or do other similarly-selective regions of cortex exist 

in the human brain? Within the occipitotemporal pathway, we have characterized two 

other category-selective regions, the parahippocampal place area (PPA), which responds 

selectively to images of places(Epstein & Kanwisher 1998) and the extrastriate body area 

(EBA) that responds selectively to images of bodies and body parts (Downing et al. 

2001). Like the FFA, these areas can be found in more or less the same anatomical 
location in almost every normal subject. These category-selective regions thus constitute 

part of the basic functional architecture of the human brain.  

 

Are these three category-selective regions just the tip of the iceberg, with dozens more in 

the occipitotemporal pathway waiting to be discovered? In a broad survey of twenty 

different stimulus categories, we(Chan et al. Submitted) replicated the FFA, PPA, and 

EBA the vast majority of subjects, but failed to find other categories that produce the 



kind of strongly selective response in a focal region of cortex seen in the FFA, PPA, and 

EBA(Chan et al. Submitted). Of course there are many ways to fail to detect a category-

selective region that actually exists, and new ones may be evidence when we scan at 

higher resolution(Schwarzlose et al. Submitted). Nonetheless, it appears that we don’t 
have special regions of cortex on the spatial scale of the FFA, PPA, and EBA for many 

common categories; Faces, places, and bodies may be “special” in the cortex.  

 

Why these categories, and (apparently) not others?  In our efforts to answer this question, 

explorations of other domains of cognition may provide important clues. The recent 

discovery of a region in the temporoparietal junction that is very selectively involved in 

the representation of other people’s beliefs (Saxe & Kanwisher 2003; Saxe & Wexler 
2005) shows that a high degree of cortical specificity is not restricted to the realm of 

high-level vision. Ongoing work is investigating the possibility that the human brain also 

contains cortical regions selectively involved in other domains of cognition, such as 

number (Dehaene et al. 2004; Shuman & Kanwisher 2004) , language (Caplan 2001), and 

music (Peretz & Zatorre 2005)  .  

 

VII. Summary 
 

In this review we began with the classic question of whether face processing recruits 

domain-specific mechanisms specialized for face perception per se (the Face Specificity 

Hypothesis). This question has remained at the heart of theoretical and experimental 

work on face perception for decades. The research reviewed here shows that the field is 

in fact making progress in resolving this longstanding debate, as the evidence supporting 

the Face Specificity Hypothesis is getting ever stronger. Studies of the FFA have 
contributed importantly, enabling us to rule out five of the most widely-discussed 

domain-general accounts of the function of this cortical region and supporting the Face 

Specificity Hypothesis.  

 

We then turned to the question of what the FFA does with faces and what kinds of 

representations it extracts from them. Many studies implicate the FFA in extracting the 

perceptual representations of faces used in face recognition (and face detection), and 
several studies have further shown that the pattern of response in the FFA mirrors classic 

behavioral signatures of face processing such as the face inversion effect. Further work 

using fMRI adaptation has enabled researchers to characterize the representations of 

faces in the FFA, which are partly invariant to simple image transformations (such as 

changes in size and position), but not to changes in viewpoint or lighting direction. In the 

next section we reviewed the evidence that the FFA shows not only functional specificity 

(for faces versus objects) but also area specificity: the response profile of the FFA differs 
in many respects from that of the nearby shape-selective lateral occipital complex, as well 

as that of two other face-selective cortical regions (the OFA and fSTS). We then 

speculated about the origins of the FFA in development, noting that experience with faces 

is likely to be crucial, but that evidence also suggests strong anatomical and 

chronological constraints on when and where this experience can be used in the 

construction of the FFA.  

 



Finally, we returned to the question of domain-specificity of mind and brain, pointing out 

that despite the very strong evidence for domain-specific mechanisms for face perception, 

there is no reason to assume that all or even most of cognition will be implemented in 

similarly domain-specific mechanisms. Thus, the nature and specificity of the 
mechanisms underlying other domains of cognition can only be resolved by detailed 

investigation of each. In this enterprise, the cognitive neuroscience of face perception will 

serve as an informative case study. 



 References: 

 

Aguirre, G. K., Singh, R. & D'Esposito, M. 1999 Stimulus inversion and the responses of 

face and object-sensitive cortical areas. Neuroreport 10, 189-194. 
Allison, T., Ginter, H., McCarthy, G., Nobre, A. C., Puce, A., Luby, M. & Spencer, D. D. 

1994 Face recognition in human extrastriate cortex. Journal of Neurophysiology 

71, 821-825. 

Allison, T., Puce, A., Spencer, D. D. & McCarthy, G. 1999 Electrophysiological studies 

of human face perception. I: Potentials generated in occipitotemporal cortex by 

face and non-face stimuli. Cerebral Cortex 9, 415-430. 

Andrews, T. J. & Ewbank, M. P. 2004 Distinct representations for facial identity and 
changeable aspects of faces in the human temporal lobe. Neuroimage 23, 905-

913. 

Andrews, T. J. & Schluppeck, D. 2004 Neural responses to Mooney images reveal a 

modular representation of faces in human visual cortex. Neuroimage 21, 91-98. 

Andrews, T. J., Schluppeck, D., Homfray, D., Matthews, P. & Blakemore, C. 2002 

Activity in the fusiform gyrus predicts conscious perception of Rubin's vase-face 

illusion. Neuroimage 17, 890-901. 
Avidan, G. & Behrmann, M. 2005 Cortical Networks Mediating Face Familiarity and 

Identity in the Human Brain. In Vision  Sciences Society. Sarasota, Florida. 

Avidan, G., Hasson, U., Malach, R. & Behrmann, M. 2005 Detailed Exploration of Face-

related Processing in Congenital Prosopagnosia:2 Functional Neuroimaging 

Findings. Journal of Cognitive Neuroscience 17, 1150-1167. 

Aylward, E. H., Park, J. E., Field , K. M., Parsons, A. C., Richards, T. L., Cramer, S. C. 

& Meltzoff, A. N. 2005 Brain activation during face perception: evidence of a 
developmental change. Journal of Cognitive Neuroscience 17, 308-319. 

Baker, C. I., Behrmann, M. & Olson, C. R. 2002 Impact of learning on representation of 

parts and wholes in monkey inferotemporal cortex. Nat Neurosci 5, 1210-1216. 

Barton, J. J., Press, D. Z., Keenan, J. P. & O'Connor, M. 2002 Lesions of the fusiform 

face area impair perception of facial configuration in prosopagnosia. Neurology 

58, 71-78. 

Behrmann, M. & Avidan, G. 2005 Congenital prosopagnosia: face-blind from birth. 
Trends in Cognitive Sciences 9, 180-187. 

Bentin, S., Allison, T., Puce, A., Perez, E. & McCarthy, G. 1996 Electrophysiological 

studies of face perception in humans. Journal of Cognitive Neuroscience 8, 551-

565. 

Biederman, I. 1987 Recognition-by-components-a theory of human image understanding. 

Psychological Review 94, 115-147. 

Bouvier, S. E. & Engel, S. A. 2005 Behavioral Deficits and Cortical Damage Loci in 
Cerebral Achromatopsia. Cerebral Cortex. 

Bradshaw, J. L. 1968 Load and pupillary changes in continuous processing tasks. British 

Journal of Psychology 59, 265-271. 

Breiter, H. C., Etcoff, N. L., Whalen, P. J., Kennedy, W. A., Rauch, S. L., Buckner, R. L., 

Strauss, M. M., Hyman, S. E. & Rosen, B. R. 1996 Response and habituation of 

the human amygdala during visual processing of facial expression. Neuron 17, 

875-887. 



Busey, T. A. & Vanderkolk, J. R. 2005 Behavioral and electrophysiological evidence for 

configural processing in fingerprint experts. Vision Res 45, 431-448. 

Caplan, D. 2001 Functional Neuroimaging Studies of Syntactic Processing. Journal of 

Psycholinguistic Research 30. 
Cassia, V. M., Turati, C. & Simion, F. 2004 Can a nonspecific bias toward top-heavy 

patterns explain newborns' face preference? Psychol Sci. 15, 379-383. 

Chan, Peelen, Downing & Kanwisher. Submitted Domain Specificity in Visual Cortex. 

Cohen, L., Dehaene, S., Naccache, L., Lehericy, S., Dehaene-Lambertz, G., Henaff, M. 

A. & Michel, F. 2000 The visual word form area: Spatial and temporal 

characterization of an initial stage of reading in normal subjects and posterior 

split-brain patients. Brain 123(Pt.2), 291-307. 
Cox, D., Meyers, E. & Sinha, P. 2004 Contextually evoked object-specific responses in 

human visual cortex. Science. 304, 115-117. 

Crair, M. C. 1999 Neuronal activity during development: permissive or instructive? 

Current Opinion Neurobiology 9, 88-93. 

Critchley, H. D., Melmed, R. N., Featherstone, E., Mathias, C. J. & Dolan, R. J. 2001 

Brain activity during biofeedback relaxation: a functional neuroimaging 

investigation. Brain. 124, 1003-1012. 
Dalton, K. M., Nacewicz, B. M., Johnstone, T. S., H.S., Gernsbacher, M. A., Goldsmith, 

H. H., Alexander, A. L. & Davidson, R. J. 2005 Gaze fixation and the neural 

circuitry of face processing in autism. Nat Neurosci. 8, 519-216. 

De Haan, E. H. 1999 A familial factor in the development of face recognition deficits. J 

Clin Exp Neuropsychol 21, 312-315. 

DeGutis, J., Bentin, S., Robertson, L. & D’Esposito, M. submitted Visual Training 

Remediates Congenital Face Blindness (Prosopagnosia). 
Dehaene, S., Molko, N., Cohen, L. & Wilson, A. J. 2004 Arithmetic and the brain. Curr 

Opin Neurobiol 14, 218-214. 

Desimone, R., Albright, T. D., Gross, C. G. & Bruce, C. 1984 Stimulus-selective 

properties of inferior temporal neurons in the macaque. Journal of Neuroscience 

4, 2051-2062. 

Diamond, R. & Carey, S. 1986 Why faces are and are not special: an effect of expertise. J 

Exp Psychol Gen 115, 107-117. 
Dolan, R. J., Morris, J. S. & deGelder, B. 2001 Crossmodal binding of fear in voice and 

face. Proceedings of the National Academy of Science . 98, 10006-10010. 

Downing, P. E., Jiang, Y., Shuman, M. & Kanwisher, N. 2001 A cortical area selective 

for visual processing of the human body. Science 293, 2470-2473. 

Duchaine, B. & Nakayama, K. 2005 Dissociations of face and object recognition in 

developmental prosopagnosia. J Cogn Neurosci. 17, 249-246. 

Duchaine, B., Yovel, G., Butterworth, E. & Nakayama, K. In Press Elimination of all 
domain-general hypotheses of prosopagnosia in a single individual with 

developmental prosopagnosia. Cognitive Neuropsychology. 

Duchaine, B. C., Dingle, K., Butterworth, E. & Nakayama , K. 2004 Normal greeble 

learning in a severe case of developmental prosopagnosia. Neuron 43, 469-473. 

Eger, E., Schweinberger, S. R., Dolan, R. J. & Henson, R. N. 2005 Familiarity enhances 

invariance of face representations in human ventral visual cortex: fMRI evidence. 

Neuroimage 26, 1128-1139. 



Eger, E., Schyns, P. G. & Kleinschmidt, A. 2004 Scale invariant adaptation in fusiform 

face-responsive regions. Neuroimage 22, 232-242. 

Epstein, R. & Kanwisher, N. 1998 A cortical representation of the local visual 

environment. Nature 392, 598-601. 
Fang, F. & He, S. 2005 Viewer-Centered Object Representation in the Human Visual 

System Revealed by Viewpoint Aftereffects. Neuron 45, 793-800. 

Farah, M. J., Rabinowitz, C., Quinn, G. E. & Liu, G. T. 2000 Early commitment of neural 

substrates for face recognition. Cognitive Neuropsychology 17, 117-123. 

Farah, M. J., Tanaka, J. W. & Drain, H. M. 1995 What causes the face inversion effect? 

Journal of Experimental Psychology: Human Perception & Performance 21, 628-

634. 
Foldiak, P., Xiao, D., Keysers, C., Edwards, R. & Perrett, D. I. 2004 Rapid serial visual 

presentation for the determination of neural selectivity in area STSa. Prog Brain 

Res. 144, 107-116. 

Ganel, T., Valyear, K. F., Goshen-Gottstein, Y. & Goodale M.A. 2005 The involvement 

of the "fusiform face area" in processing facial expression. 

Neuropsychologia.;43(11):1645-54. Epub 2005 Feb 25 43, 1645-1654. 

Gauthier, I., Behrmann, M. & Tarr, M. J. 1999a Can face recognition really be 
dissociated from object recognition? J Cogn Neurosci 11, 349-370. 

Gauthier, I., Curran, T., Curby, K. M. & Collins, D. 2003 Perceptual interference 

supports a non-modular account of face processing. Nature Neuroscience 6, 428-

432. 

Gauthier, I. & Nelson, C. A. 2001 The development of face expertise. Curr Opin 

Neurobiol 11, 219-224. 

Gauthier, I., Skudlarski, P., Gore, J. C. & Anderson, A. W. 2000a Expertise for cars and 
birds recruits brain areas involved in face recognition. Nat Neurosci 3, 191-197. 

Gauthier, I. & Tarr, M. J. 1997 Orientation priming of novel shapes in the context of 

viewpoint-dependent recognition. Perception 26, 51-73. 

Gauthier, I. & Tarr, M. J. 2002 Unraveling mechanisms for expert object recognition: 

Bridging brain activity and behavior. J Exp Psychol Hum Percept Perform 28, 

431-446. 

Gauthier, I., Tarr, M. J., Anderson, A. W., Skudlarski, P. & Gore, J. C. 1999b Activation 
of the middle fusiform 'face area' increases with expertise in recognizing novel 

objects. Nat Neurosci 2, 568-573. 

Gauthier, I., Tarr, M. J., Moylan, J., Skudlarski, P., Gore, J. C. & Anderson, A. W. 2000b 

The fusiform "face area" is part of a network that processes faces at the individual 

level. J Cogn Neurosci 12, 495-504. 

Gauthier, I., Williams, P., Tarr, M. J. & Tanaka, J. 1998 Training 'greeble' experts: a 

framework for studying expert object recognition processes. Vision Res 38, 2401-
2428. 

George, N., Dolan, R. J., Fink, G. R., Baylis, G. C., Russell, C. & Driver, J. 1999 

Contrast polarity and face recognition in the human fusiform gyrus. Nature 

Neuroscience 2, 574-580. 

Glascher, J., Tuscher, O., Weiller, C. & Buchel, C. 2004 Elevated responses to constant 

facial emotions in different faces in the human amygdala: an fMRI study of facial 

identity and expression. BMC Neuroscience 5, 45. 



Golarai, G., Ghahremani, D. G., Grill-Spector, K. & Gabrielii, J. D. E. 2005. In VSS 

2005. Florida. 

Golby, A. J., Gabrieli, J. D., Chiao, J. Y. & Eberhardt, J. L. 2001 Differential responses 

in the fusiform region to same-race and other-race faces. Nat Neurosci. 4, 775-
776. 

Gorno-Tempini, M. L. & Price, C. J. 2001 Identification of famous faces and buildings: a 

functional neuroimaging study of semantically unique items. Brain. 124, 2087-

2097. 

Gorno-Tempini, M. L., Price, C. J., Josephs, O., Vandenberghe, R., Cappa, S. F., Kapur, 

N. & Frackowiak, R. S. 1998 The neural systems sustaining face and proper-name 

processing. Brain. 121, 2103-2118. 
Grill-Spector, K., Knouf, N. & Kanwisher, N. 2004 The fusiform face area subserves face 

perception, not generic within-category identification. Nat Neurosci 7, 555-562. 

Grill-Spector, K., Kushnir, T., Edelman, S., Avidan, G., Itzchak, Y. & Malach, R. 1999 

Differential processing of objects under various viewing conditions in the human 

lateral occipital complex. Neuron 24, 187-203. 

Grueter, M., Grueter, T., Bell, V., Horst, J., Laskowski, W., Sperling, K., Halligan, P., 

Ellis, H. D. & Kennerknecht, I. In Press Hereditary prosopagnosia : The first case 
series. 

Hadjikhani, N., Joseph, R. M., Snyder, J., Chabris, C. F. C., J., Steele, S., McGrath, L., 

Vangel, M. A., I., Feczko, E. H., G.J. & Tager-Flusberg, H. 2004 Activation of 

the fusiform gyrus when individuals with autism spectrum disorder view faces. 

Neuroimage 22, 1141-1150. 

Haig, N. D. 1984 The effect of feature displacement on face recognition. Perception 13, 

505-512. 
Halgren, E., Raij, T., Marinkovic, K., Jousmaki, V. & Hari, R. 2000 Cognitive response 

profile of the human fusiform face area as determined by MEG. Cereb Cortex 10, 

69-81. 

Hasson, U., Avidan, G., Deouell, L. Y., Bentin, S. & Malach, R. 2003 Face-selective 

activation in a congenital prosopagnosic subject. J Cogn Neurosci 15, 419-431. 

Hasson, U., Hendler, T., Ben Bashat, D. & Malach, R. 2001 Vase or face? A neural 

correlate of shape-selective grouping processes in the human brain. J Cogn 
Neurosci 13, 744-753. 

Haxby, J. V., Gobbini, M. I., Furey, M. L., Ishai, A., Schouten, J. L. & Pietrini, P. 2001 

Distributed and overlapping representations of faces and objects in ventral 

temporal cortex. Science 293, 2425-2430. 

Haxby, J. V., Grady, C. L., Horwitz, B., Ungerleider, L. G., Mishkin, M., Carson, R. E., 

Herscovitch, P., Schapiro, M. B. & Rapoport, S. I. 1991 Dissociation of object 

and spatial visual processing pathways in human extrastriate cortex. Proceedings 
of the National Academy of Sciences of the United States of America 88, 1621-

1625. 

Haxby, J. V., Hoffman, E. A. & Gobbini, M. I. 2000 The distributed human neural 

system for face perception. Trends Cogn Sci 4, 223-233. 

Haxby, J. V., Ungerleider, L. G., Clark, V. P., Schouten, J. L., Hoffman, E. A. & Martin, 

A. 1999 The effect of face inversion on activity in human neural systems for face 

and object perception. Neuron 22, 189-199. 



Henke, K., Schweinberger, S. R., Grigo, A., Klos, T. & Sommer, W. 1998 Specificity of 

face recognition: recognition of exemplars of non-face objects in prosopagnosia. 

Cortex 34, 289-296. 

Henson, R. N., Shallice, T., Gorno-Tempini, M. L. & Dolan, R. J. 2002 Face repetition 
effects in implicit and explicit memory tests as measured by fMRI. Cerebral 

Cortex 12, 175-186. 

Hoffman, D. D. & Richards, W. A. 1984 Parts of recognition. Cognition 18, 65-96. 

Hoffman, E. A. & Haxby, J. V. 2000 Distinct representations of eye gaze and identity in 

the distributed human neural system for face perception. Nat Neurosci 3, 80-84. 

Huettel, S. A., Song, A. W. & McCarthy, G. 2004 Fuctional Magnetic Resonance 

Imaging. Sunderland, Mass.: Sinauer Associates. 
Humphreys, G. 2005 Modularity in face processing-evidence from prosopagnosia. In 

Institute for Cognitive Neuroscience. London. 

Jacobs, R. A. 1997 Nature, nurture, and the developmnet of functional specializations: A 

computational approach. Psychological Bulletin and Review 4, 2999-2309. 

Jeffreys, D. A. 1996 Evoked potential studies of face and object processing. Visual 

Cognition 3, 1-38. 

Johnson, M. H., Dziurawiec, S., Ellis, H. & Morton, J. 1991 Newborns' preferential 
tracking of face-like stimuli and its subsequent decline. Cognition 40, 1-19. 

Kanwisher, N. 2001 Faces and places: of central (and peripheral) interest. Nature 

Neuroscience 4, 455-456. 

Kanwisher, N., Tong, F. & Nakayama, K. 1998 The effect of face inversion on the human 

fusiform face area. Cognition 68, B1-B11. 

Kanwisher, N., Yin, C. & Wojciulik, E. 1999 Repetition blindness for pictures: Evidence 

for the rapid computation of abstract visual descriptions. In Fleeting Memories: 
Cognition of Brief Visual Stimuli (ed. V. Coltheart), pp. 119-150. Cambridge, 

MA: MIT Press. 

Kanwisher, N. G., McDermott, J. & Chun, M. M. 1997 The fusiform face area: A module 

in human extrastriate cortex specialized for face perception. Journal of 

Neuroscience 17, 4302-4311. 

Kemp, R., McManus, C. & Pigott, T. 1990 Sensitivity to the displacement of facial 

features in negative and inverted images. Perception 19, 531-543. 
Kourtzi, Z. & Kanwisher, N. 2001 Representation of perceived object shape by the 

human lateral occipital complex. Science 293, 1506-1509. 

Koutstaal, W., Wagner, A. D., Rotte, M., Maril, A., Buckner, R. L. & Schacter, D. L. 

2001 Perceptual specificity in visual object priming: functional magnetic 

resonance imaging evidence for a laterality difference in fusiform cortex. 

Neuropsychologia 39, 184-199. 

Le Grand, R., Mondloch, C. J., Maurer, D. & Brent, H. P. 2003 Expert face processing 
requires visual input to the right hemisphere during infancy. Nat Neurosci 6, 

1108-1112. 

Le Grand, R., Mondloch, C. J., Maurer, D. & Brent, H. P. 2004 Impairment in holistic 

face processing following early visual deprivation. Psychol Sci. 15, 762-768. 

Lehmann, C., Mueller , T., Federspiel, A., Hubl, D., Schroth, G., Huber, O., Strik, W. & 

Dierks, T. 2004 Dissociation between overt and unconscious face processing in 

fusiform face area. Neuroimage 21, 75-83. 



Leopold, D. A., O'Toole, A. J., Vetter, T. & Blanz, V. 2001 Prototype-referenced shape 

encoding revealed by high-level aftereffects. Nat Neurosci. 4, 89-94. 

Leube, D. T., Yoon, H. W., Rapp, A., Erb, M., Grodd, W., Bartels, M. & Kircher, T. T. 

2003 Brain regions sensitive to the face inversion effect: a functional magnetic 
resonance imaging study in humans. Neuroscience Letters 342, 143-146. 

Leveroni, C. L., Seidenberg, M., Mayer, A. R., Mead, L. A., Binder, J. R. & Rao, S. M. 

2000 Neural systems underlying the recognition of familiar and newly learned 

faces. J Neurosci 20, 878-886. 

Levy, I., Hasson, U., Avidan, G., Hendler, T. & Malach, R. 2001 Center-periphery 

organization of human object areas. Nat Neurosci 4, 533-539. 

Liu, J., Harris, A. & Kanwisher, N. 2002 Stages of processing in face perception: An 
MEG study. Nat Neurosci 5, 910-916. 

Liu, J., Harris, A., Mangini, M., Wald, L., Kwong, K. & Kanwisher, K. 2003 Distinct 

representations of faces in the FFA and the OFA: an fMRI study. In Society for 

Neuroscience. New Orleans, LA. 

Loffler, G., Yourganov, G., Wilkinson, F. & Wilson, H. R. 2005 fMRI evidence for the 

neural representation of faces. Nature Neuroscience 8, 1386-1390. 

Malach, R., Reppas, J. B., Benson, R. R., Kwong, K. K., Jiang, H., Kennedy, W. A., 
Ledden, P. J., Brady, T. J., Rosen, B. R. & Tootell, R. B. 1995 Object-related 

activity revealed by functional magnetic resonance imaging in human occipital 

cortex. Proc Natl Acad Sci U S A 92, 8135-8139. 

Malpass, R. S. & Kravitz , J. 1969 Recognition for faces of own and other race. J Pers 

Soc Psychol 13, 330-334. 

Martin, A. & Chao, L. L. 2001 Semantic memory and the brain: Structure and processes. 

Curr Opin Neurobiol 11, 194-201. 
Maurer, D., Lewis, T. L. & Mondloch, C. J. 2005 Missing sights: consequences for visual 

cognitive development. Trends Cogn Sci. 9, 144-151. 

Mazard, A., Schiltz, C. & Rossion, B. 2005 Recovery from adaptation to facial identity is 

larger for upright than inverted faces in the human occipito-temporal cortex. 

Neuropsychologia. 

McCarthy, G., Luby, M., Gore, J. & Goldman-Rakic, P. 1997a Infrequent events 

transiently activate human prefrontal and parietal cortex as measured by 
functional MRI. Journal of Neurophysiology 77, 1630-1634. 

McCarthy, G., Puce, A., Gore, J. C. & Allison, T. 1997b Face-specific processing in the 

human fusiform gyrus. Journal of Cognitive Neuroscience 9, 605-610. 

McKone, E. & Kanwisher, N. 2005 Does the human brain process objects of expertise 

like faces? A review of the evidence. In From Monkey Brain to Human Brain (ed. 

S. Dehaene, J. R. Duhamel, M. Hauser & G. Rizzolatti). Cambridge, MA: MIT 

Press. 
McKone, E., Martini, P. & Nakayama, K. 2001 Categorical perception of face identity in 

noise isolates configural processing. J Exp Psychol Hum Percept Perform 27, 

573-599. 

McMullen, P., Fisk, J., Phillips, S. & Maloney, W. 2000 Apperceptive agnosia and face 

recognition. Neurocase 6, 403-414. 

McNeil, J. E. & Warrington, E. K. 1993 A Face-specific Disorder. The Quarterly Journal 

of Experimental Psychology 46A, 1-10. 



Meissner, C. A. & Brigham, J. C. 2001 Thirty years of investigating the own-race bias in 

memory for faces: A meta-analytic review. Psychology, Public Policy, & Law 7, 

3-35. 

Moscovitch, M., Winocur, G. & Behrmann, M. 1997 What is special about face 
recognition? Nineteen experiments on a person with visual object agnosia and 

dyslexia but normal face recognition. Journal of Cognitive Neuroscience 9, 555-

604. 

Mundel, T., Milton, J. G., Dimitrov, A., Wilson, H. W., Pelizzari, C., Uftring, S., Torres, 

I., Erickson, R. K., Spire, J. P. & Towle, V. L. 2003 Transient inability to 

distinguish between faces: electrophysiologic studies. J Clin Neurophysiol 20, 

102-110. 
O'Toole, A. J., Jiang, F., Abdi, H. & Haxby, J. V. 2005 Partially Distributed 

Representations of Objects and Faces in Ventral Temporal Cortex. Journal of 

Cognitive Neuroscience 17, 580-590. 

Op de Beeck, H., Baker, C., DiCarlo, J. & Kanwisher, N. Submitted Object 

discrimination training alters object representations in human extrastriate cortex. 

Pasley, B. N., Mayes, L. C. & Schultz, R. T. 2004 Subcortical discrimination of 

unperceived objects during binocular rivalry. Neuron. 42, 163-172. 
Passarotti, A., Paul, B., Bussiere, J., Buxton, R., Wong, E. & Stiles, J. 2003 The 

development of face and location processing: An fMRI study. Developmental 

Science 6, 100-117. 

Peelen, M. V. & Downing, P. E. 2005 Selectivity for the human body in the fusiform 

gyrus. J Neurophysiol. 93, 603-608. 

Peretz, I. & Zatorre, R. J. 2005 Brain organization for music processing. Annual Review 

Psychology 56, 89-114. 
Pierce, K., Muller, R. A., Ambrose, J., Allen, G. & Courchesne, E. 2001 Face processing 

occurs outside the fusiform 'face area' in autism: Evidence from functional MRI. 

Brain 124, 2059-2073. 

Pinski, M. A., DeSimone, K., Moore, T., Gross, C. G. & Kastner, S. 2005 

Representations of faces and body parts in macaque temporal cortex: a functional 

MRI study. Proceedings of the National Academy Science, U.S.A. 102, 6996-

7001. 
Polk, T. A. & Farah, M. J. 1998 letters. Proc. Natl. Acad. Sci. USA . 95, 847-852. 

Polk, T. A., Stallcup, M., Aguirre, G. K., Alsop, D. C., D'Esposito, M., Detre, J. A. & 

Farah, M. J. 2002 Neural specialization for letter recognition. J Cogn Neurosci 

14, 145-159. 

Pourtois, G., Schwartz, S., Seghier, M. L., Lazeyras, F. & Vuilleumier, P. 2005a Portraits 

or people? Distinct representations of face identity in the human visual cortex. 

Journal Cognitive Neuroscience. 17, 1043-1057. 
Pourtois, G., Thut, G., Grave de Peralta, R., Michel, C. & Vuilleumier, P. 2005b Two 

electrophysiological stages of spatial orienting towards fearful faces: early 

temporo-parietal activation preceding gain control in extrastriate visual cortex. 

Neuroimage. 26, 149-163. 

Puce, A., Allison, T., Asgari, M., Gore, J. C. & McCarthy, G. 1996 Differential 

sensitivity of human visual cortex to faces, letterstrings, and textures: A 



functional magnetic resonance imaging study. Journal of Neuroscience 16, 5205-

5215. 

Puce, A., Allison, T. & McCarthy, G. 1999 Electrophysiological studies of human face 

perception. III: Effects of top-down processing on face-specific potentials. 
Cerebral Cortex 9, 445-458. 

Rhodes, G., Brennan, S. & Carey, S. 1987 Identification and ratings of caricatures: 

Implications for mental representations of faces. Cognitive Psychology 19, 473-

497. 

Rhodes, G., Byatt, G., Michie, P. T. & Puce, A. 2004 Is the fusiform face area specialized 

for faces, individuation, or expert individuation? J Cogn Neurosci. 16, 189-203. 

Robbins, R. 2005 Face and object processing: What changes with experience?: Australian 
National University. 

Robbins, R. & McKone, E. 2003 Can holistic processing be learned for inverted faces? 

Cognition 88, 79-107. 

Rossion, B., Caldara, R., Seghier, M., Schuller, A. M., Lazeyras, F. & Mayer, E. 2003a A 

network of occipito-temporal face-sensitive areas besides the right middle 

fusiform gyrus is necessary for normal face processing. Brain 126, 2381-2395. 

Rossion, B., Curran, T. & Gauthier, I. 2002 A defense of the subordinate-level expertise 
account for the N170 component. Cognition 85, 189-196. 

Rossion, B., Joyce, C. A., Cottrell, G. W. & Tarr, M. J. 2003b Early lateralization and 

orientation tuning for face, word, and object processing in the visual cortex. 

Neuroimage 20, 1609-1624. 

Rossion, B., Schiltz, C. & Crommelinck, M. 2003c The functionally defined right 

occipital and fusiform "face areas" discriminate novel from visually familiar 

faces. Neuroimage 19, 877-883. 
Rotshtein, P., Henson, R. N., Treves, A., Driver, J. & Dolan, R. J. 2005 Morphing 

Marilyn into Maggie dissociates physical and identity face representations in the 

brain. Nature Neuroscience 8, 107-113. 

Sangrigoli, S., Pallier, C., Argenti, A. M., Ventureyra, V. A. & de Schonen, S. 2005 

Reversibility of the other-race effect in face recognition during childhood. 

Psychol Sci. 16, 440-444. 

Saxe, R., Brett, M. & Kanwisher, N. Submitted Divide and Conquer: A Defence of 
Functional Localizers. 

Saxe, R. & Kanwisher, N. 2003 People thinking about thinking people. The role of the 

temporo-parietal junction in "theory of mind". Neuroimage 19, 1835-1842. 

Saxe, R. & Wexler, A. 2005 Making sense of another mind: The role of the right 

temporo-parietal junction. Neuropsychologia 43, 1391-1399. 

Schiltz, C. & Rossion, B. 2005 Faces are processed holistically in the right middle 

fusiform gyrus. In Vision Sciences Society. Sarasota, FL. 
Schiltz, C., Sorger, B., R., C., Ahmed, F., Mayer, E., Goebel, R. & Rossion, B. 2005 

Impaired Face Discrimination in Acquired Prosopagnosia is Asscoiated with 

Abnormal Response to Individual Faces in the Right Middle Fusiform Gyrus. 

Cerebral Cortex. 

Schultz, R. T., Gauthier, I., Klin, A., Fulbright, R. K., Anderson, A. W., Volkmar, F., 

Skudlarski, P., Lacadie, C., Cohen, D. J. & Gore, J. C. 2000 Abnormal ventral 



temporal cortical activity during face discrimination among individuals with 

autism and Asperger syndrome. Arch Gen Psychiatry 57, 331-340. 

Schwarzlose, R., Baker, C. & Kanwisher, N. Submitted Separate Face and Body 

Selectivity on the Fusiform Gyrus. 
Sergent, J., Ohta, S. & MacDonald, B. 1992 Functional neuroanatomy of face and object 

processing. A positron emission tomography study. Brain., Part 1:15-36. 

Shuman, M. & Kanwisher, N. 2004 Numerical magnitude in the human parietal lobe; 

tests of representational generality and domain specificity. Neuron 44, 557-569. 

Spiridon, M., Fischl, B. & Kanwisher, N. 2005 Location and spatial profile of category-

specific regions in human extrastriate cortex. Hum Brain Mapp. 

Spiridon, M. & Kanwisher, N. 2002 How distributed is visual category information in 
human occipito-temporal cortex? An fMRI study. Neuron 35, 1157-1165. 

Tanaka, J. & Farah, M. 2003 Holistic face recognition. In Analytic and Holistic Processes 

in the Perception of Faces, Objects and Scenes, vol. 2 (ed. M. Peterson & G. 

Rhodes): Oxford Univ. Press. 

Tanaka, J. W. & Curran, T. 2001 A neural basis for expert object recognition. 

Psychological Science 12, 43-47. 

Tanaka, J. W. & Farah, M. J. 1993 Parts and wholes in face recognition. Quarterly 
Journal of Experimental Psychology. A, Human Experimental Psychology 46A, 

225-245. 

Tarr, M. J. & Gauthier, I. 2000 FFA: a flexible fusiform area for subordinate-level visual 

processing automatized by expertise. Nat Neurosci 3, 764-769. 

Tong, F., Nakayama, K., Moscovitch, M., Weinrib, O. & Kanwisher, N. 2000 Response 

properties of the human fusiform face area. Cognitive Neuropsychology 17, 257-

279. 
Tong, F., Nakayama, K., Vaughan, J. T. & Kanwisher, N. 1998 Binocular rivalry and 

visual awareness in human extrastriate cortex. Neuron 21, 753-759. 

Tsao, D. Y., Freiwald, W. A., Knutsen, T. A., Mandeville, J. B. & Tootell, R. B. 2003 

Faces and objects in macaque cerebral cortex. Nat Neurosci 6, 989-995. 

Tsao, D. Y., Freiwald, W. A., Tootell, R. B. H. & Livingstone, M. S. In Press A cortical 

region consisting entirely of face cells. Science. 

Turk, D. J., Rosenblum, A. C., Gazzaniga, M. S. & Macrae, C. N. 2005 Seeing John 
Malkovich: the neural substrates of person categorization. Neuroimage 24, 1147-

1153. 

Vuilleumier, P., Armony, J. L., Driver, J. & Dolan, R. J. 2001 Effects of attention and 

emotion on face processing in the human brain: an event-related fMRI study. 

Neuron 30, 829-841. 

Vuilleumier, P., Armony, J. L., Driver, J. & Dolan, R. J. 2003 Distinct spatial frequency 

sensitivities for processing faces and emotional expressions. Nat Neurosci 6, 624-
631. 

Wada, Y. & Yamamoto, T. 2001 Selective impairment of facial recognition due to a 

haematoma restricted to the right fusiform and lateral occipital region. J Neurol 

Neurosurg Psychiatry 71, 254-257. 

Warrington, E. K., Logue, V. & Pratt, R. T. C. 1971 The anatomical localisation of 

selective impairment of auditory-verbal short-term memory. Neuropsychologia 9, 

377-387. 



Williams, M. A., Morris, A. P., McGlone , F., Abbott, D. F. & Mattingley, J. B. 2004 

Amygdala responses to fearful and happy facial expressions under conditions of 

binocular suppression. J Neurosci. 24, 2898-2904. 

Winston, J. S., Vuilleumier, P. & Dolan, R. J. 2003 Effects of low-spatial frequency 
components of fearful faces on fusiform cortex activity. Current Biology. 13, 

1824-1829. 

Wiser, A. K., Andreasen, N., O'Leary, D. S., Crespo-Facorro, B., Boles-Ponto, L. L., 

Watkins, G. L. & Hichwa, R. D. 2000 Novel vs. well-learned memory for faces: a 

positron emission tomography study. Journal of  Cognitive Neuroscience 12, 255-

266. 

Wojciulik, E., Kanwisher, N. & Driver, J. 1998 Covert visual attention modulates face-
specific activity in the human fusiform gyrus: fMRI study. Journal of 

Neurophysiology 79, 1574-1578. 

Xu, Y. 2005 Revisiting the Role of the Fusiform Face Area in Visual Expertise. Cerebral 

Cortex. 

Xu , Y., J., L. & N., K. 2005 The M170 is selective for faces, not for expertise. 

Neuropsychologia 43, 588-597. 

Yin, R. 1969 Looking at upside down faces. Journal of Experimental Psychology 81, 
141-145. 

Young, A. W., Hellawell, D. & Hay, D. C. 1987 Configurational information in face 

perception. Perception 16, 747-759. 

Yovel, G., Duchaine, B., Nakayama, K. & Kanwisher, N. Submitted. 

Yovel, G. & Duchaine, B. C. In Press Specialized Face Perception Mechanisms Extract 

Both Part and Spacing Information: Evidence from Developmental 

Prosopagnosia. Journal of Cognitive Neuroscience. 
Yovel, G. & Kanwisher, N. 2004 Face perception: domain specific, not process specific. 

Neuron. 44, 747-748. 

Yovel, G. & Kanwisher, N. 2005 The Neural Basis of the Behavioral Face-Inversion 

Effect. Current Biology 15, 2256-2262. 

Yovel, G., Paller, K. A. & Levy, J. 2005 Does a whole face equal the sum of its halves? 

Interactive processing in face perception. Visual Cognition 12, 337-352. 

Zangenehpour, S. & Chaudhuri, A. 2005 Patchy organization and asymmetric distribution 
of the neural correlates of face processing in monkey inferotemporal cortex. Curr 

Biol 15, 993-1005. 

 

 



Figure Legends: 

 

Figure 1: Face selective activation (faces > objects, p < .0001) on an inflated brain of one 

subject, shown from  lateral and ventral views of the right and left hemispheres. Three 
face-selective regions are typically found: the FFA in the fusiform gyrus along the ventral 

part of the brain, the OFA in the lateral occipital area and the fSTS in the posterior region 

of the superior temporal sulcus. 

 

Figure 2: Tsao and colleagues (Tsao et al.) recorded the response of single cells within an 

fMRI identified face-selective patch of cortex. The figure shows the average response 

across all 320 visually-responsive neurons in the face-selective patches of two monkeys, 
to 96 different stimulus images, indicating very high selectivity for faces by the cells in 

this patch. 

 

Figure 3: Face and house stimuli designed to test the Face Specificity Hypothesis, from a 

study by Yovel & Kanwisher.(Kanwisher et al. 1997; Yovel & Kanwisher 2004) House 

stimuli were constructed in exactly the same way as the face stimuli: The faces or houses 

differed in either their parts (eyes and mouth for faces and windows and door for houses) 
or the spacing among these parts. Subjects performed a discrimination task on pairs of 

faces or houses that differed in either spacing or parts. Performance was matched across 

the stimuli and the spacing and part conditions. Thus, discrimination of the faces and of 

the houses are very similar in overall difficulty and in the nature of the perceptual 

discriminations required. Thus, the three-fold higher FFA response for the face tasks than 

the house tasks (Kanwisher et al. 1997; Yovel & Kanwisher 2004) provides strong 

support of the Face Specificity Hypothesis, and is inconsistent with the Individuation 
Hypothesis and with the hypothesis that the FFA conducts domain-general processing of 

configuration/spacing information. 

 

Figure 4: The response of the FFA and LOC to the face and house stimuli (see Figure 2) 

when subjects discriminate the stimuli based on their parts (eyes and mouth for faces and 

windows and doors for houses) or the spacing among the parts. Findings show clear a 

dissociation between the FFA, which responds more strongly to faces than houses but 
similarly on the spacing and part tasks versus theLOC, which shows a similar response to 

faces and houses and a higher response when subjects discriminate stimuli based on parts 

than based on the spacing among the parts.  


