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#### Abstract

Aims. Observational studies of the Milky Way bulge are providing increasing evidence of its complex chemo-dynamical patterns and morphology. Our intent is to use the iDR1 Gaia-ESO Survey (GES) data set to provide new constraints on the metallicity and kinematic trends of the Galactic bulge, exploring the viability of the currently proposed formation scenarios. Methods. We analyzed the stellar parameters and radial velocities of $\sim 1200$ stars in five bulge fields wich are located in the region $-10^{\circ}<l<7^{\circ}$ and $-10^{\circ}<b<-4^{\circ}$. We use VISTA Variables in the Via Lactea (VVV) photometry to verify the internal consistency of the atmospheric parameters recommended by the consortium. As a by-product, we obtained reddening values using a semi-empirical $T_{\text {eff }}$-color calibration. We constructed the metallicity distribution functions and combined them with photometric and radial velocity data to analyze the properties of the stellar populations in the observed fields. Results. From a Gaussian decomposition of the metallicity distribution functions, we unveil a clear bimodality in all fields, with the relative size of components depending of the specific position on the sky. In agreement with some previous studies, we find a mild gradient along the minor axis ( -0.05 dex/deg between $b=-6^{\circ}$ and $b=-10^{\circ}$ ) that arises from the varying proportion of metal-rich and metal-poor components. The number of metal-rich stars fades in favor of the metal-poor stars with increasing $b$. The $K$-magnitude distribution of the metal-rich population splits into two peaks for two of the analyzed fields that intersects the near and far branches of the X-shaped bulge structure. In addition, two lateral fields at $(l, b)=(7,-9)$ and $(l, b)=(-10,-8)$ present contrasting characteristics. In the former, the metallicity distribution is dominated by metal-rich stars, while in the latter it presents a mix of a metal-poor population and and a metal-intermediate one, of nearly equal sizes. Finally, we find systematic differences in the velocity dispersion between the metal-rich and the metal-poor components of each field. Conclusions. The iDR1 bulge data show chemo-dynamical distributions that are consistent with varying proportions of stars belonging to (i) a metal-rich boxy/peanut X-shaped component, with bar-like kinematics; and (ii) a metal-poor more extended rotating structure with a higher velocity dispersion that dominates far from the Galactic plane. These first GES data already allow studying the detailed spatial dependence of the Galactic bulge populations, thanks to the analysis of individual fields with relatively high statistics.
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## 1. Introduction

The bulge is a major component of our Galaxy, comprising approximately a quarter of its total stellar mass ( $M_{\text {bulge }} \sim 1.8 \times 10^{10} M_{\odot}$, Sofue et al. 2009). Bulges are very common structures in galaxies, which in cosmological scales harbor approximately $70 \%$ of the stellar mass (Fukugita et al. 1998). Because they consist of most of the oldest stars in a galaxy, studying bulges represents a valuable opportunity of understanding the chemo-dynamical processes involved in the general formation of the host galaxy. Furthermore, because of its proximity, the Galactic bulge presents an ideal opportunity of performing detailed observations for hypothesis-testing on a star-by-star basis, an advantage that is not available for external bulges, except for M31.

In the past years, Milky Way bulge studies have been the object of intense debate, when it became evident that it

[^0]was impossible to consider it as a single stellar population (Babusiaux et al. 2010; Hill et al. 2011; Bensby et al. 2011; Ness et al. 2013a). Its complex internal structure and kinematic and chemical patterns have inspired several studies in the community during the past decade that aimed at explaining its formation and evolution. The three main formation scenarios currently invoked are (i) in situ formation via dissipative collapse of a protogalactic gas cloud in a free-fall time scale (Eggen et al. 1962); (ii) accretion of substructures, disk clumps or external building blocks in a $\Lambda$ CDM context (Immeli et al. 2004; Scannapieco \& Tissera 2003); and (iii) secular formation from disk material through bar formation, vertical instability, buckling, and fattening, which produces a structure commonly called pseudobulge (Pfenniger \& Norman 1990; Kormendy \& Kennicutt 2004).

The increasing amount of observational evidence supports different scenarios in an apparently contradictory way.

The shape and kinematics of the Milky Way bulge both support the existence of a bar. The bulge presents a boxy/peanut appearance as displayed in 2MASS star counts (López-Corredoira et al. 2005) and COBE-DIRBE near-infrared light distribution
(Dwek et al. 1995). Star counts using red clump (RC) stars characterize the bar as a triaxial structure of $\sim 3.5 \mathrm{kpc}$ in length that points at the first quadrant at $\sim 25^{\circ}$ with respect to the SunGalactic center line of sight (Rattenbury et al. 2007). Several models have subsequently interpreted this boxy structure as an edge-on buckled bar (Zhao 1996; Fux 1999; Shen et al. 2010). Boxy bulges present a characteristic cylindrical rotation, namely, a nearly constant stellar rotation speed with height above the Galactic plane. Classical bulges rotate more slowly at increasing height (Falcón-Barroso et al. 2004). After studies of various probes (K giants, globular clusters, planetary nebulae), the first and recent large data set of systematically collected radial velocities in the Galactic bulge was assembled by the BRAVA project (Rich et al. 2007b), and showed indistinguishable rotation curves in strips at $b=-4^{\circ}, b=-6^{\circ}$, and $b=-8^{\circ}(l \pm 10)$. BRAVA velocities are fitted nicely by the model of Shen et al. (2010), which is able to reproduce a boxy/peanut bulge just from accreted stars from the disk and constrains any possible classical component to be less than $8 \%$ of the disk mass. This could challenge some attempts to detect it, even in large data samples.

Furthermore, the Galactic bulge has been shown to display an X-shape. In an extensive analysis using star counts of RC members in a large area, McWilliam \& Zoccali (2010) using 2MASS, and Nataf et al. (2010) using OGLE-III, have revealed the existence of a bimodality in the RC magnitude at $|b|>5.5^{\circ}$. The distance between the two magnitude peaks appears to be nearly constant with longitude and decreases toward the Galactic plane. This is interpreted as evidence for an X-shaped Galactic bar. Saito et al. (2011) and Wegg \& Gerhard (2013) have confirmed these findings by tracing the bulge structure in the line of sight in several slices in $l$ and $b$ using density maps. The underlying $X$ shaped structure is seen as boxy/peanut from the Sun position because of the almost edge-on perspective. In this way, the double red clump arises from the intersection of the line of sight with the two overdensities that correspond to the X shape. In addition, as found by Ness et al. (2012), the double red clump feature is verified only for stars with $[\mathrm{Fe} / \mathrm{H}]>-0.5$ dex. Some dynamical models predict X -shaped bulges as extreme cases of boxy/peanut bulges (e.g, Athanassoula 2005; MartinezValpuesta et al. 2006; Debattista et al. 2006). This type of structure has also been observed in external galaxies (Bureau et al. 2006).

Radial velocity measurements by Rangwala et al. (2009) in the region dominated by the bar have revealed stellar streaming motions at $(l, b)=( \pm 5,-4)$. Babusiaux et al. (2014) who used RC stars in four fields with $b=0$, found streaming motions induced by the bar at $l \pm 6$ that were more evident for stars with $[\mathrm{Fe} / \mathrm{H}] \geq-0.2$ dex. Dedicated investigations that probed radial velocity in bulge fields displaying the double RC feature have reached different conclusions. i) De Propris et al. (2011) found no radial velocity difference between the two RC overdensities at $(l, b)=(0,-8)$, ii) Vásquez et al. (2013) detected two streams by comparing the bright and faint RC at $(l, b)=(0,-6)$, for which they used both radial velocities and transverse motions, and iii) Uttenthaler et al. (2012) found no statistically significant difference between the two RCs in the field at $(l, b)=(0,-10)$ in the bulge outskirts. These results compare well with predictions extracted from evolutionary $N$-body models (Athanassoula 2003; Ness et al. 2012; Vásquez et al. 2013) and highlight the complex orbital structure of the bar component.

Finally, a very important piece of evidence, still largely unexplored, is the true shape of the metallicity distribution function (MDF) across the whole bulge region and its relation with the different structural and kinematical observed features. Most
of the early work was mainly restricted to Baade's Window, thus preventing the detection of any variation of the MDF with $(l, b)$. Zoccali et al. (2008) presented the first complete MDF determination based on high-resolution spectra for three fields in the bulge minor axis. Their sample revealed a metallicity gradient that was interpreted as evidence in favor of an early collapse formation scenario. Such a gradient would be absent at latitudes lower than $b=-4^{\circ}$ (Rich et al. 2007a, 2012). Using the same data, Babusiaux et al. (2010) suggested that two chemically and kinematically distinguishable populations might coexist in these fields. Babusiaux et al. (2010) and Hill et al. (2011) specifically showed that the most metal-rich, alpha-poor population in Baade's Window presents a vertex deviation that is compatible with bar-like kinematics, while the metal-poor, alpha-rich population did not, as expected for a spheroid, for example. More recently, from a large sample of 28000 low to medium-resolution spectra in 28 fields, Ness et al. (2013a) presented a detailed MDF study that suggests there might be up to five underlying component populations. This new characterization agree with the observation reported by Zoccali et al. (2008) that the metallicity gradient is produced by a change of MDF shape and not by a solid shift with latitude. It also agrees with the results of Babusiaux et al. (2010) and Hill et al. (2011) that suggested two chemically and kinematically distinguishable populations. These findings reveal the bulge as a very complex structure, consisting of several populations with different characteristics, origins, and possible formation mechanisms.

To provide new constraints on these mentioned formation scenarios and the bulge structure, we present here the first analysis of Gaia-ESO Survey (GES) bulge fields. These fields chemically and kinematically probe the stellar populations in five locations within and outside the minor axis. The structure of the paper is as follows: in Sect. 2, we describe the data and the selection criteria. Section 3 presents our new reddening determinations for the fields. The final selected sample is described in Sect. 4. Section 5 describes the general characteristics of the radial velocity measurements, while in Sect. 6 we present and discuss the MDFs. The double-peaked red clump populations and their nature are in Sect. 7. A detailed analysis of the kinematical features of the observed populations is given in Sect. 8. Finally, Sect. 9 presents the discussion and our conclusions.

## 2. Data

The GES is a public spectroscopic survey targeting $\geq 10^{5}$ stars that covers all the major components of the Milky Way, from halo to star-forming regions. The GES consortium (Gilmore et al. 2012; Randich et al. 2013) works on the basis of work packages and manages a common effort in a structured way to process and analyze this large amount of data. The GES processing includes target selection, data reduction, spectrum analysis, astrophysical parameter determination, calibration, and homogenization. A detailed description of the data processing cascade and a general characterization of the data set can be found in Gilmore et al. (in prep.).

The sample analyzed here consists of spectra for $\sim 200$ stars per field that were obtained in five lines of sight toward the bulge during the first nine months of observations of the Gaia-ESO survey. In total, 1220 stars were observed with the ESO/VLT/FLAMES facility in the MEDUSA mode of the GIRAFFE multi-object spectrograph, using the HR21 setting. Spectral coverage spans from 8484 to $9001 \AA$ with a resolving power of $R \sim 16200$. A total exposure time of 2700 s was employed, obtaining spectra with a typical signal-to-noise ratio of

Table 1. Characterization of the observed fields.

| Field name | $l$ | $b$ | SN | $E(J-K)$ | $N_{\text {stars }}$ | \%Giants |
| :--- | ---: | ---: | ---: | ---: | ---: | :---: |
| p1m4 | 1 | -4 | 90 | 0.21 | 321 | 98 |
| p0m6 | 0 | -6 | 82 | 0.14 | 227 | 98 |
| m1m10 | -1 | -10 | 101 | 0.06 | 227 | 74 |
| p7m9 | 7 | -9 | 81 | 0.11 | 223 | 91 |
| m10m8 | -10 | -8 | 98 | 0.06 | 222 | 79 |

Notes. The reddening $E(J-K)$ values are those estimated in Sect. 3. The signal-to-noise ratio is derived from averaging the individual values of all stars in each field.


Fig. 1. Approximate position of the five bulge fields. To set our data in the context of recent surveys that explored the bulge region, we also include the fields observed in the BRAVA (green crosses) and in the ARGOS survey (red triangles). All fields are overplotted on an optical image of the Milky Way bulge (©Stephane Guisard).
90. Individual signal-to-noise ratio values and other general information are presented in Table 1. In this table and in the following, fields are referred to by their names, which are assembled from their Galactic longitude $(l)$ and latitude (b), with the $\mathrm{p} / \mathrm{m}$ letter coding the $+/-$ sign: for example, the field in Baade's Window at $l=+1$ and $b=-4 \mathrm{deg}$ is named p1m4. A finding chart of the observed fields is provided in Fig. 1.

The GES photometric selection was made individually for each field using $J$ and $K_{\mathrm{s}}$ magnitudes available from the VISTA Variables in the Via Lactea (VVV) project (Minniti et al. 2010). A color cut was kept fixed at $\left(J-K_{\mathrm{s}}\right)_{0}>0.38$. It was chosen blue enough to not exclude the RC metal-poor giants located toward the intermediate region between the RC and the disk main-sequence (MS) plume in the CMD. The cut was reddened in each field according to the reddening estimated by averaging in a box of $20 \times 20 \mathrm{arcmin}$. To do this, we used the BEAM calculator ${ }^{1}$, which is based on the reddening maps of Gonzalez et al. (2011b). This adjusted cut includes a field-to-field variable amount of dwarf main-sequence stars, because the reddening of

[^1]the disk main-sequence plume is different from that of the bulge by a different amount in each field. The fields with more MS contamination provide the opportunity of using them as a science verification of the stellar parameter determination procedure.

The magnitude selection was generically (14.1-1.2) < $J_{0}<$ 14.1. An interval of 1.2 mag was considered to be large enough to account for the distance spread of the bar and the changing of the mean magnitude of the RC with longitude because of the bar position angle. In practice, it was obvious from the CMD in some cases (e.g., where the RC is double) that the faint RC would not fit in this cut. In these cases, the cut was modified to include up to $30 \%$ of the targets in another 0.3 mag below the nominal cut. The lower panels of Fig. 2 show the combined VVV+2MASS $J$ vs. $\left(J-K_{\mathrm{s}}\right)$ CMDs for the fields, with the observed samples overplotted in red and blue (giants and dwarfs). The different sampling of giants and MS stars among the fields is evident.

For calibration purposes, a subsample of $\sim 110 \mathrm{RC}$ stars analyzed in Hill et al. (2011) was taken from the ESO archive and processed with the complete GES bulge sample. These spectra were observed in HR21, while the original ones of Hill et al. (2011) were observed in HR13 and HR14. We added these stars with the HR21-based parameters to our p1m4 sample, making it the largest one with $\sim 320$ stars.

Radial velocities were determined for each star through a dedicated pipeline by cross-correlation against real and synthetic templates, as described in Koposov et al. (in prep.). Typical internal errors are on the order of $0.2 \mathrm{~km} \mathrm{~s}^{-1}$. The recommended parameters $T_{\text {eff }}, \log g$, and global metallicity $[\mathrm{M} / \mathrm{H}]$ for bulge data in the internal data release 1 (hereafter iDR1) are those determined with the MATISSE algorithm (Recio-Blanco et al. 2006) by the GES work package in charge of the GIRAFFE spectrum analysis for FGK-type stars. No other methods were applied to these data for iDR1, therefore the MATISSE parameters were adopted for our analysis ${ }^{2}$. The processing with MATISSE uses a comparison set of synthetic spectra that are described in de Laverny et al. (2012).

To correct the derived atmospheric parameters from possible bias and set the zero point of our metallicity scale, we used a set of benchmark stars selected by the GES consortium (Jofre et al. 2014). We constructed relations between the nominal atmospheric values for the benchmark stars versus those estimated in the same way as for the bulge sample stars. The obtained relations enabled us to move our original parameters onto the benchmarks scale (Recio-Blanco et al., in prep.). The corresponding nominal errors adopted for these corrected quantities are $\Delta T_{\text {eff }}=100 \mathrm{~K}, \Delta \log (g)=0.2$ dex, and $\Delta[\mathrm{M} / \mathrm{H}]=0.2$ dex (Recio-Blanco et al., in prep.).

According to these initial photometric selection criteria for the target stars, the observed samples are expected to consist mainly of: i) bulge RC and first-ascent giant stars; ii) a small contribution from foreground inner-disk RC stars, and iii), a field-to-field variable amount of contaminants from the dwarf main-sequence. The dwarf sample is clearly separated in the $T_{\text {eff }}$ vs. $\log g$ plane after the atmospheric parameters are determined for the full sample (see Fig. 2). The last column of Table 1 shows the remaining percentages of giant stars in each field after removing the dwarf foreground stars by adopting a threshold value of $\log g \leq 3.5$ dex. The upper panels of Fig. 2 show the Hertzsprung-Russell diagram of each field. The metallicity-based color-code enables verifying the consistency

[^2]

Fig. 2. Upper panels: HR diagrams for the five bulge fields constructed from the stellar parameters obtained as described in the text, and colorcoded according to the metallicity $[\mathrm{M} / \mathrm{H}]$. Our adopted limit for giants $(\log g \leq 3.5$ dex) is marked by a horizontal blue solid line in each panel. Lower panels: $J$ vs. $\left(J-K_{\mathrm{s}}\right.$ ) color-magnitude diagrams constructed from VVV VISTA photometry, completed with 2MASS for stars brighter than $K_{\mathrm{s}}=12 \mathrm{mag}$, where VVV magnitudes start to saturate. The different selected samples are apparent from the distribution of observations (colored points) in the bulge RC and MS regions in each field, color-coded according to the stellar gravity as dwarfs (blue) and giants (red).
of the parameters, with an apparent metallicity gradient with $T_{\text {eff }}$, expected from isochrones for red giants. The separation between dwarfs and giants is also clear in each field, consistent with our threshold value of $\log g=3.5$, as shown by the blue horizontal lines. It is also consistent with the amount of stars located in the disk MS region (bluer than the RC location) of the corresponding CMDs in the lower panels. These dwarf stars have, on average, a metallicity close to solar, and a lower radial velocity dispersion than giants in each field. These properties characterize them as disk stars distributed along the line of sight.

## 3. Reddening determinations

By comparing our purely spectroscopic parameters with photometric parameters, we can estimate the extinction in each star's line of sight, which in turn enables us to perform a consistency check for the atmospheric parameters presented in the previous section. After the spectroscopic cleaning of the sample from dwarf stars, the final data set consists mainly of bulge RC stars plus a contribution from internal disk RC and a small fraction of halo giant stars. In this way, most of the stars are confined in the bulge region. Their reddening values are then, in essence, determined by the extinction through the disk, where the observed dust that obscures the bulge region is located. For this reason, we can expect, except for differential reddening, similar extinction values for stars belonging to the same field. In the following, we describe how we estimated reddening values from the spectroscopic parameters.

We can estimate the reddening toward a star by comparing the color from photometry (affected by reddening) with the spectroscopic (reddening-free) temperature transformed into a color by adopting an empirical color calibration. The ancillary VISTA VVV photometry provides the apparent $J-K_{\mathrm{s}}$ color for each
star. To compute the extinction, we need to determine the true $J-K_{\mathrm{s}}$ color inferred from the atmospheric parameters of the star. We made use of the empirical calibration of González Hernández \& Bonifacio (2009), which was constructed using the infrared flux method on the basis of 2MASS photometry. First of all, we used the following transformation between 2MASS colors and $J-K_{\mathrm{s}}$ color in VISTA system, from the VISTA VVV data release $1.1^{3}$

$$
\begin{align*}
J_{\mathrm{VVV}} & =J_{2 \mathrm{MASS}}-0.077\left(J_{2 \mathrm{MASS}}-H_{2 \mathrm{MASS}}\right)  \tag{1}\\
H_{\mathrm{VVV}} & =H_{2 \mathrm{MASS}}+0.032\left(J_{2 \mathrm{MASS}}-H_{2 \mathrm{MASS}}\right)  \tag{2}\\
K_{\mathrm{VVV}} & =K_{2 \mathrm{MASS}}+0.010\left(J_{2 \mathrm{MASS}}-K_{2 \mathrm{MASS}}\right) \tag{3}
\end{align*}
$$

to construct a $J-K_{\mathrm{s}}$ color in the VISTA system. In this relation, the necessary spectroscopically based colors in the 2MASS system are estimated by inverting Eq. (10) of González Hernández \& Bonifacio (2009) and keeping only the physically meaningful solutions. By using the true color estimated in this way, we obtain the reddening from $E(J-K)=(J-K)_{\text {photo }}-(J-K)_{\text {inferred }}$.

While applying the empiric calibration, we kept only the solutions inside their range of applicability to avoid values in extrapolation. In addition, to obtain reliable extinction values for most of the stars in our sample, we selected stars with $0.9 \leq \log g \leq 3.5$ dex, $[\mathrm{M} / \mathrm{H}] \leq 0.2$ dex, and $T_{\text {eff }} \geq 3500 \mathrm{~K}$. In this way, we avoided the coldest giants for which the atmospheric parameter determination might be more uncertain. We attributed the average values of their parent fields as individual extinction for the excluded stars ( 232 of 1082 giants).

We estimated errors for the determined extinctions as follows: we adopted $\Delta T_{\text {eff }}=100 \mathrm{~K}$ and $\Delta[\mathrm{M} / \mathrm{H}]=0.2$ dex as nominal errors in the spectroscopic parameters (see Sect. 2). The

[^3]Table 2. Reddening values for the five program fields.

| Field name | spec | $\sigma_{\text {spec }}$ | G11 | $\sigma_{\text {phot }}$ | S98 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| p1m4 | 0.21 | 0.04 | 0.25 | 0.025 | 0.34 |
| p0m6 | 0.14 | 0.05 | 0.15 | 0.009 | 0.25 |
| m1m10 | 0.06 | 0.03 | 0.03 | 0.009 | 0.07 |
| p7m9 | 0.11 | 0.05 | 0.10 | 0.021 | 0.18 |
| m10m8 | 0.06 | 0.04 | 0.02 | 0.008 | 0.11 |

Notes. We compare our spectroscopic $E(J-K)$ determinations (spec) with those provided by Gonzalez et al. (2011b, G11) and Schlegel et al. (1998, S98). Dispersion values for our estimates come from the valid values, after an MAD-based clipping (red points in Fig. 3). Dispersion values $\sigma_{\text {phot }}$, associated with the determinations of G11, come from the procedure explained in the main text.
photometric error of VVV data at the position of the RC in a crowded bulge field is $\lesssim 0.01 \mathrm{mag}$ in the $J$ band and $\sim 0.025 \mathrm{mag}$ in the $K_{\mathrm{s}}$ band (Saito et al. 2012). Therefore, we did not consider the errors in $J$ for the computations and just adopted a generic value of 0.025 in $K_{\mathrm{s}}$. For each star, we performed 1000 Monte Carlo realizations of $T_{\text {eff }},[\mathrm{M} / \mathrm{H}]$, and $K_{\mathrm{s}}$. The values were generated randomly from Gaussian distributions centered on the respective values, with a dispersion according to the nominal errors in each quantity. For these random sets of parameters, we calculated the associated extinction, and the final error estimate for the star was taken as their standard deviation. We obtained typical errors of $\sim 0.03 \mathrm{mag}$ on $E(J-K)$.

A cut based on the median absolute deviation (MAD) was applied to remove extreme values from the set of extinctions computed in each field. From these cleaned sets, we estimated the average and dispersion values reported in Table 2. The dispersion ( $\sigma_{\text {spec }}$ ) is small in each field and traces a combination of the propagated error in the individual stellar parameters and the differential extinction within each field, and may also be affected by inner-disk star contaminants (with slightly lower extinction values). To estimate the impact of differential extinction, we computed extinction values in a spatial grid in steps of 5 arcmin, centered on each of our fields and spanning an area equivalent to a GIRAFFE field of view $\left(25 \times 25 \mathrm{arcmin}^{2}\right)$. We used the extinction maps of Gonzalez et al. (2011b) from the BEAM calculator. The corresponding dispersion for each field is quoted as $\sigma_{\text {phot }}$ in Table 2. These estimates provide an upper limit for the differential reddening in each field and are systematically lower than the dispersions ( $\sigma_{\text {spec }}$ ) among our spectroscopic determinations, which shows that the error due to the stellar parameter error propagation ( $\sigma_{\text {params }}$ ) dominates the total dispersion $\sigma_{\text {spec }}$. Assuming that the internal errors in G11 are small and that $\sigma_{\text {phot }}$ is a fair indication of the true differential extinction, we can set an upper limit for the error on $E(J-K)$ due to the stellar parameter error propagation $\sigma_{\text {params }}$ from 0.029 to 0.049 mag in our fields, in close agreement with the mean error estimate provided in the previous paragraph.

In addition, Table 2 compares the average reddening obtained in each field (spec) with that provided by Gonzalez et al. (2011b, G11) and by Schlegel et al. (1998, S98). The G11 map was computed using the RC location in VVV photometry as a proxy for reddening, while the S 98 values are in a region with known problems due to high extinction and small-scale variations. Additionally, because S 98 provided integrated extinctions, it is expected that they provide upper limits to the extinction of individual stars along the line of sight. Our values are compatible with those of G11 and are always lower than those of S98,


Fig. 3. Distribution of estimated reddening values for each field (rows) with respect to the atmospheric parameters (columns). Red points and black circles represent values selected and clipped using median absolute deviation statistics. Error bars are computed using Monte Carlo simulations, as described in the main text. In the p 7 m 9 field, blue points mark the high-metallicity bulk of clipped points, while magenta highlights stars clumped out of the general trend of this field.
which are well known to be overestimated in low-latitude fields. From the small size of the derived internal dispersion and the successful comparison with G11, we conclude that our stellar parameters are robust and consistent within the errors.

In Fig. 3, we display reddening values versus atmospheric parameters. In general, there are no strong trends of reddening with metallicity. There are some weak trends with $T_{\text {eff }}$ and $\log g$ that can be explained by taking into account the known correlation between the errors on those parameters. There is indeed an incompletely broken degeneracy when using the infrared Calcium triplet region (HR21 setup) to estimate stellar parameters (Kordopatis et al. 2011). Even with these trends, we can verify the general consistency of the determinations, with smooth distributions that show a small dispersion, as quoted in Table 2.

On the other hand, we examined the p7m9 field with particular care because, as shown in the next section, it presents a strong metal-rich peak in its MDF. Some of the points clipped in the $[\mathrm{M} / \mathrm{H}]$ vs. $E(J-K)$ plane of p7m9 (blue circles in Fig. 3) correspond to an overdensity with high-metallicity values and low extinctions. In general, the bulk of points located at this position in the diagram can be interpreted as stars located closer to the Sun. This could be consistent with stars that are located in the inner disk, with a metallicity around solar and lower extinctions due to the shorter line of sight. In the same field, there is a clump of points with low extinction at $[\mathrm{M} / \mathrm{H}] \sim-1.5$ dex. These stars do not follow the general trend of the field. However, after individual examination, we verified that they do not present particular problems with the parameter estimations.

In summary, using the stellar parameters of our giant samples, we obtained extinction values consistent with those determined from independent methods. From our error analysis, we identified that the main source of uncertainty in our spectroscopic method comes from the propagation of stellar parameter
errors, while the contribution from differential extinction is modest.

## 4. Final selected sample

As explained in Sect. 2, the original GES photometric criteria select stars with a nominal criterion, adapted in magnitude according to the observed morphology of the luminosity distribution function. The idea is to sample stars in the complete RC region, considering the cases where the split RC overdensities are more separated. Moreover, as the reddening is different for bulge and foreground disk stars, the final samples are mainly located in the bulge RC region, with some contribution from the disk RGB plus a variable amount of disk dwarfs. The estimated surface gravity enabled us to reject the dwarf population. On the other hand, to work on the basis of a homogeneous sampling, we selected for the subsequent analysis just the stars in the RC magnitude region in each field.

To do this, we constructed a separate luminosity function of the giant branch for every field, using the available VVV photometry without any correction for reddening. In Fig. 4, we depict the procedure for the field m 1 m 10 . The strip of stars between the red lines in the left panel mainly corresponds to RC stars, with those at the bulge distance clustered in the region around $K_{\mathrm{s}}=13 \mathrm{mag}$. With this selection we constructed the luminosity function shown in the right panel of Fig. 4. The magnitude limits below and above the bulge RC were determined from this distribution ${ }^{4}$. Two horizontal solid green lines display the limits for m 1 m 10 . Using those individually determined limits, the samples are filtered to retain only the bona fide RC bulge stars. The purpose of selecting stars using limits determined from each specific field luminosity function is to adjust the selection with respect to the maximum of the star density in the line of sight. Additionally, this selection ensures an homogeneously behaved contamination from field to field. Some disk giant branch stars could remain in the selection because the combination of distance and absolute magnitude allow them to fall between the magnitude boundaries. We stress here that this selection is only based on a magnitude cut. A color cut was implicitly made when the dwarf stars were separated from the sample based on the $\log g$ values. The final subsamples comprise 304 stars for $\mathrm{p} 1 \mathrm{~m} 4,205$ for $\mathrm{p} 0 \mathrm{~m} 6,140$ for $\mathrm{m} 1 \mathrm{~m} 10,203$ for p 7 m 9 , and 154 for m 10 m 8 , for a total of 1006 stars.

To analyze the MDF of Sect. 6, we verified whether the photometric cuts introduce a bias while removing some stars from each field. We estimated the percentage of eliminated stars in metallicity bins spanning the complete range of values in our samples. We verified that the profiles are fairly flat with a deleted rate of about $9 \%$.

In the same context, a bias in the MDF can be introduced during observations independently of the adopted selection function. In GIRAFFE, the fiber allocation process tries to maximize the number of targets while avoiding forbidden fiber crossings. The observed stars are in this way taken randomly from a predefined list of candidates. This can introduce inhomogeneities in the color sampling. To obtain an unbiased picture of the MDF, we require a sampling homogeneity with respect to the true metallicity distribution. We determined the impact of this bias for our sample in the following way: using the complete VVV photometric catalog, from which the observed samples were selected, we computed the fraction between observed and available

[^4]

Fig. 4. CMD and luminosity function for the m 1 m 10 field. This figure illustrates the procedure used to obtain magnitude limits for the RC members. The strip of stars between the red lines, following the giant sequence in the CMD, is used to construct the histogram in the right panel. The green horizontal lines mark the adopted limits for the RC, while the dotted lines mark the position of the peaks detected in the distribution. We use the estimated limits to select bona fide RC stars in the respective spectroscopic samples, and also to explore the double RC morphology in Sect. 7. Note that unlike the CMDs presented in Fig. 2, this contains only VVV photometry that saturates at $K_{\mathrm{s}}=$ 12 mag. The RC region is fainter than this limit.
stars in several color bins. In an unbiased sample, the relative amount of stars should be constant throughout the whole color interval. We checked that the computed profiles are flat within errors, with an average value of $9.6 \%$ and a dispersion of $5.6 \%$. We judge that the small variations inside these limits are too small to introduce a significant bias in the computed MDF of each field, even more so because the color-metallicity correlation is weak.

In conclusion, the final samples in each field are composed of stars that span the complete color range, inside the magnitude range of the respective RC overdensity. We verified their homogeneity in color sampling and the existence of potential bias introduced by adopting the magnitude cuts. They are suitable for the subsequent analysis.

## 5. Radial velocity characterization

A first check for the kinematic properties of our fields and variations over the area sampled by them can be made by analyzing their radial velocity distributions. The good quality of our data allow us to obtain radial velocities with small internal errors from the dedicated pipeline, as presented in Sect. 2.

In Fig. 5, we present the radial velocity distributions of the selected RC stars in our fields compared with those obtained by the BRAVA (M giants) project (Kunder et al. 2012). In each case, we selected for comparison the nearest BRAVA field from the available data set (cf. Fig. 1). In general, our distributions resemble those of BRAVA and are moreover based on larger samples. For each field, the global distribution shape, the mean, and the dispersion are consistent, even for the fields where the BRAVA comparison field is not exactly at the same location ( $\Delta b=2^{\circ}$ for


Fig. 5. Velocity distributions (heliocentric, in $\mathrm{km} \mathrm{s}^{-1}$ ) for the five program fields shown as filled histograms. We consider here only the stars kept in our final selection. For the p1m4 field, we exclude the stars identified as possible globular cluster members (see main text). For comparison, we overplot the velocity distributions of BRAVA data (blue solid line) of the corresponding or nearest available field as indicated in each box. The number of stars (in brackets) and the mean and $\sigma$ values for each group of data are also quoted.
m1m10, which is the largest difference with respect to a BRAVA comparison field). Two of the fields present some peculiarities, however: m10m8 and p1m4.

The p1m4 velocity distribution presents two peaks, but one of them disappears after filtering for possible contaminants from the globular cluster NGC $6522\left(V_{\mathrm{rad}}=-21.1 \pm 3.4 \mathrm{~km} \mathrm{~s}^{-1}\right.$, $[\mathrm{Fe} / \mathrm{H}]=-1.34 \mathrm{dex}, R_{\mathrm{H}}=1 \mathrm{arcmin}$, Harris 1996), which is located close to the center of this field. In this way, we removed nine stars from the p1m4 final sample (already removed from the respective panel in Fig. 5). We suspect that the second feature at $\sim 120 \mathrm{~km} \mathrm{~s}^{-1}$ might only be an artifact from our small-number statistics. The stars belonging to this peak do not seem to share common properties suggest that they form a substructure.

We performed a two sample Kolmogorov-Smirnov (K-S) test to compare our velocity distributions with those from BRAVA. The GES and BRAVA distributions in $\mathrm{p} 1 \mathrm{~m} 4, \mathrm{p} 0 \mathrm{~m} 6, \mathrm{p} 7 \mathrm{~m} 9$, and m 1 m 10 are compatible, with a confidence ( $p$-value) of $25 \%$, $36 \%, 36 \%$, and $48 \%$, respectively.

On the other hand, the m10m8 distribution presents a secondary narrow peak at $\sim-140 \mathrm{~km} \mathrm{~s}^{-1}$. The stars in this peak apparently only share the radial velocity, therefore we do not rule out that it might be an artifact from small-number statistics. The K-S test value of $7 \%$ shows that the differences observed are still compatible with the two samples coming from the same parent distribution.

We point out here that in principle, we do not expect to obtain an absolute agreement between the GES an BRAVA radial velocity distributions because of the different probes and observational strategies adopted in the two projects. The GES samples the Galactic bulge using RC stars. As standard candles, RC stars cluster in color magnitude diagrams (CMDs) when the sampled population is also spatially clustered. For a standard candle, a spread in distance of $\pm 3 \mathrm{kpc}$ around the bulge center at 8 kpc implies a difference of $\sim 1.7 \mathrm{mag}$, which is large compared with the typical magnitude size of the RC in our fields.

In particular, this amount is larger than the typical separation between the splitted RCs present in some of our fields (cf. Sect. 7), which corresponds to 0.6 mag. In fact, when the photometric selection cuts stars around the RC magnitude center, we are implicitly cutting in distance. Therefore, the RC stars are mainly probing a region in each field where the RC stars are spatially clumped, which is the central part of the bulge. This is not necessarily the case for the BRAVA sample of M giants. Because these stars are not standard candles, it is not possible to determine their spatial distribution. The limits in the BRAVA magnitude selection in a 1.1 mag range (Howard et al. 2008) ensure a relatively contamination-free sample of bulge stars without any bias to oversample a specific region. They are probably
homogeneously distributed across the bulge region and only follow the general density properties, which means that they trace every structure there, bar, internal disk, and/or some classical spheroid component.

## 6. Metallicity distribution functions

The analysis of the MDFs and their $(l, b)$ dependence is a powerful tool for unveiling the complex bulge structure and possible stellar population mix. As explained in Sect. 4, we selected a sample of stars centered on the red clump, including an unavoidable amount of RGB disk contaminants.

Figures 6 and 7 show the MDF for the observed fields. The MDFs show some substructure, which suggests a complex nature. We decomposed them using a number of Gaussian profiles. To do this, we adopted a Gaussian-mixture models (GMM) formalism from the python package sklearn. We tried fits with 1 up to 4 components, using the expectation-maximization algorithm to maximize the likelihood function of every Gaussian-mixture combination. To decide which was the best model fit with the number of components supported by the data and their relative weights, we used the Akaike information criterion (AIC). This provides a way to perform a model selection, which is a measure of the relative quality of a statistical model proposed to fit a given data set. As a relative quantity, the AIC does not provide information about the quality of the best model in an absolute sense. Instead, it tries to find the best fit using a penalty proportional to the number of estimated parameters, to avoid overfitted solutions.
Figure 6 displays the components identified in each field as dashed Gaussian functions, with the sum as a solid line. We performed the fit using stars with $[\mathrm{M} / \mathrm{H}]>-1.3$ dex to avoid the undersampled metal-poor tails (see Sect. 6.3 for the analysis of the metal-poor end stars).

In summary, we can identify a mixture between two populations in each field, a narrow metal-rich population, hereafter called (i) and a metal-poor one (ii); which is in general broader than the former. The exact position of the two peaks varies from field to field, but the first peak is always at supersolar metallicity and the second appears at subsolar metallicity, except for m 10 m 8 , the most metal-poor MDF among our fields. Table 3 summarizes the characteristics of the fitted models and lists the mean metallicity, dispersion, and relative weights of each component.

The relatively limited statistics of our individual field samples has to be kept in mind, however. The number of stars currently observed in each field is not large enough to explore a


Fig. 6. Metallicity distribution functions for the five bulge fields, presented as dashed color histograms. Only stars selected as RC bulge members are considered. Black dashed and solid lines show the components and the global fitted model. The three minor-axis fields p1m4, p0m6, and m 1 m 10 are shown in the central panels, and the lateral fields p 7 m 9 and m 10 m 8 at the left and right.


Fig. 7. Metallicity distribution function for each field presented as generalized histograms (filled profiles) using a smooth parameter of 0.15 dex. We use generalized histograms to show the data structure and avoid the effect of arbitrary bin limits in conventional histograms. Overplotted (red solid lines) are the populations reported by Ness et al. (2013a) for the nearest corresponding field.
more detailed decomposition with a higher number of components, as in the analysis of Ness et al. (2013a) (cf. Sect. 6.4). However, our analysis has the advantage of comparing specific individual fields, while Ness et al. (2013a) merged stars in very wide strips in $l$, which may have blurred some intrinsic gradient in their components.

### 6.1. Vertical gradient and positional variations of the MDFs

By comparing fields on the minor axis, Zoccali et al. (2008) found a metallicity gradient of $\sim-0.075 \mathrm{dex} / \mathrm{deg}$, while Gonzalez et al. (2013) measured a gradient twice smaller of $\sim-0.04 \mathrm{dex} / \mathrm{deg}$ from their photometric metallicity map. From the p1m4, p0m6, and m1m10 fields, we explored the presence and properties of such average metallicity variations on the bulge minor axis.

The average metallicity values for p 1 m 4 and p 0 m 6 are the same ( $-0.16 \pm 0.03$ and $-0.17 \pm 0.03$ dex, respectively), both are higher than the value of $-0.37 \pm 0.04$ dex for m 1 m 10 . This is compatible with the metallicity map of Gonzalez et al. (2013), where a strong change in the gradient is seen at $b \sim-6^{\circ}$, while the internal region appears to be more uniform. In our data, the MDF average value decreases from p0m6 to m 1 m 10 , which establishes a gradient of $-0.05 \mathrm{dex} / \mathrm{deg}$.

This change in mean metallicity is caused by the variation in the relative weight of components (i) and (ii), with a larger

Table 3. Characteristics of the different MDF components in each field.

| Name (distance deg) | Mean $[\mathrm{M} / \mathrm{H}]$ | $\sigma$ | Weight |
| :---: | :---: | :---: | :---: |
| p 1 m 4 (4.12) | $-0.16 \pm 0.03$ | - | - |
| (i) | 0.24 | 0.15 | 0.42 |
| (ii) | -0.45 | 0.36 | 0.58 |
| p0m6 (6.0) | $-0.17 \pm 0.03$ | - | - |
| (i) | 0.14 | 0.19 | 0.51 |
| (ii) | -0.46 | 0.33 | 0.49 |
| m 1 m 10 (10.05) | $-0.37 \pm 0.04$ | - | - |
| (i) | 0.13 | 0.20 | 0.42 |
| (ii) | -0.61 | 0.26 | 0.58 |
| p 7 m 9 (11.35) | $-0.18 \pm 0.03$ | - | - |
| (i) | 0.11 | 0.20 | 0.53 |
| (ii) | -0.39 | 0.33 | 0.47 |
| m 10 m 8 (12.73) | $-0.41 \pm 0.04$ | - | - |
| (i) | -0.13 | 0.28 | 0.65 |
| (ii) | -0.77 | 0.18 | 0.35 |

Notes. We quote in brackets the average radial projected distance in degrees from $(l, b)=(0,0)$ for each field.
proportion of metal-rich stars confined to the central regions of the bulge.

The main effect of moving outward on the bulge minor axis is the decrease of the contribution of component (i) to the global MDF. Our work is based on a RC sample, while the sample of Zoccali et al. (2008) is composed of K giants that are located $\sim 1 \mathrm{mag}$ above the position of the RC.

Within errors, there are no significant differences between the general shapes of the MDFs of p 1 m 4 and p 0 m 6 . Both distributions have a pronounced metal-rich peak (component (i) containing the majority of the stars), and a less significant but wider component (ii). The relative proportion of metal-poor stars increases noticeably in the m 1 m 10 field. This field presents welldefined and more detached components, with a prominent component (ii) and a smaller but still significant component (i).

Finally, the mean position of component (i) presents small variations along the minor axis (Table 3), but still well inside the generic parameter error of 0.2 dex (Sect. 2). On the other hand, the mean position of component (ii) is similar for the two internal fields p1m4 and p0m6, but different from that of the m1m10 field. The difference in the mean metallicity of component (ii) between the two inner and the outer field is $\sim 0.2$ dex, this time similar to or larger than the uncertainties. This may be a hint that component (ii) hosts a real metallicity gradient with $|b|$.

### 6.2. Off-axis fields

Two of the five observed fields are located away from the minor axis, at similar latitudes of $b \sim-9 \pm 1 \mathrm{deg}$, and opposite longitudes.

Interestingly, the p7m9 field lies in a highly metal-rich region in the map of Gonzalez et al. (2013), unlike the symmetric fields at negative longitudes, which at these latitudes far from the Galactic midplane are rather metal-poor. Furthermore, the density maps of Wegg \& Gerhard (2013) show that the p7m9 line of sight intersects the close branch of the X-shaped bar. The general shape of the p 7 m 9 MDF , is consistent with a line of sight intersecting a metal-rich region. In fact, the MDF has a prominent peak at $[\mathrm{M} / \mathrm{H}] \sim 0.10$ dex and a relatively sharp tail decreasing to lower metallicity. Our Gaussian decomposition leads to two components, with the metal-rich being narrow and stronger than the metal-poor component. The average field metallicity ( -0.18 dex) is similar to the p 1 m 4 and p 0 m 6 fields.

On the other hand, the bulk of stars in m10m8 have low metallicity, in agreement with what is expected for a field far for the midplane and from the minor axis. Its mean metallicity of -0.41 dex, in agreement with Gonzalez et al. (2013), confirms this general picture. The m10m8 MDF is decomposed into two populations of similar sizes. Both components are more metal-poor than the respective component in other fields. The component (i), already peaked at subsolar metallicity, is moderately wider than the metal-rich components of the other fields (Table 3). The component (ii), in contrast, appears to be slightly narrower. It peaks at -0.77 dex, the lowest value in the field samples.

The contrasting properties of p 7 m 9 and m 10 m 8 MDFs are consistent with the observed asymmetry in the map of Gonzalez et al. (2013) with respect to the minor axis. The asymmetry was attributed in Gonzalez et al. (2013) to a perspective effect. Since at positive (resp. negative) longitude, the line of sight intersects the near (resp. far) sides of the bar, the stars at positive longitudes are, on average, closer to the observer and hence to the plane than those at negative longitudes and same $b$. This fact, together with an intrinsic bulge vertical metallicity gradient, could explain the observed metallicity asymmetries. On the other hand, we have shown in the previous section that the gradient through
the minor axis can be explained from a variable mix ratio of metal-poor and metal-rich stars with $b$ and not a solid shift-type of metallicity gradient. In this context, the MDFs of the off axis fields can be interpreted in a slightly different way, where the metallicity components (i) and (ii) would correspond to separated structures with different spatial distributions, which allows reproducing the map asymmetry from their particular geometrical properties.

In summary, we have shown in this section that the MDF is decomposed into two metallicity groups, whose relative proportion accounts for the mean metallicity variations in the bulge region. The metal-rich component (i) is a narrow distribution with a nearly constant mean metallicity in our fields, except for m 10 m 8 , where it is at subsolar metallicity. The metal-poor component (ii) is wider and on average more metal-poor with increasing $(l, b)$, with the exception of p 7 m 9 , where the component is less metal-poor than expected for its location.

### 6.3. Metal-poor stars

An important matter while analyzing the MDF is to explore its metal-poor end to compare it with the predictions from formation models. To study this poorly sampled regime in our fields, we have improved statistics in the metal poor tail by merging the complete sample. This allowed us to roughly estimate the percentage of stars in the metal-poor bins. Nevertheless, we warn here that while exploring the bulge MDF using red clump stars, a possible cut in the metal-poor end could be introduced by stellar evolutionary effects. With decreasing metallicity, stars eventually undergo the helium burning phase in the horizontal branch instead of in the RC. The exact metallicity limit depends on very poorly modeled processes such as the mass-loss rate, which prevents a precise estimate from theoretical calculations. On the other hand, we already verified that the photometric selection limits imposed in Sect. 4 do not bias the MDF against the more metal-poor stars because we expect to include first-ascent RGB stars in the sample as well.

In view of the differences between the individual field MDFs, we expect to blur the shape of the metallicity components (i) and (ii) when we merge the complete bulge sample, but we favor the definition of the metal-poor end. The global MDF is presented in the left panel of Fig. 8. The bulge MDF extends continuously until $\sim-1.9$ dex. After a gap, two stars populate a single bin at -2.3 dex. The right panel presents the HR diagram of the stars in the metal-poor tail overplotted with the complete sample. The color code shows the metallicity of the metal-poor stars with $[\mathrm{M} / \mathrm{H}] \leq-1.0$ dex. In this diagram, the two stars in the bin at $\sim-2.3$ dex are stars with low $\log g$ values, located at the top of the distribution. The star with the lowest surface gravity should be placed at a larger distance to be compatible with our photometric selection, and consequently is most probably a halo star. The second star has a gravity still compatible with a location in the bulge region (roughly the region inside $R_{\mathrm{G}}<3.5 \mathrm{kpc}$, Ness et al. 2013a).

In conclusion, if we consider the metal-poor end of the continuous MDF in Fig. 8 (e.g, excluding the bin at $\sim-2.3$ dex), the cut occurs at -1.88 dex (two most metal-poor stars in the continuous MDF regime). Our sample shows that the incidence of stars with $[\mathrm{M} / \mathrm{H}]<-1.0$ dex is $5.8 \%$ and only $1.1 \%$ for stars with $[\mathrm{M} / \mathrm{H}]<-1.5$ dex (for comparison, the respective values from Ness et al. 2013a are $4.4 \%$ and $0.7 \%$ ). This low ratio stresses the importance of constructing large samples to increase the statistical significance of the metal-poor tail.


Fig. 8. Left panel: global MDF obtained by merging the complete studied sample. Two vertical dotted red lines split the metallicity range spanned by the distribution into three regions, the two metallicity components (i) and (ii), and the metal poor tail of stars with $[\mathrm{M} / \mathrm{H}] \leq$ -1.0 dex. Right panel: HR diagram for the complete sample. Stars located in the metal-poor tail of the $\operatorname{MDF}([\mathrm{M} / \mathrm{H}]<-1.0 \mathrm{dex})$ are highlighted with a color code according to their metallicity. The two most metal-poor stars of our sample are marked by arrows.

### 6.4. Comparison with literature studies

Figure 7 shows as filled profiles the generalized histograms of the MDFs, using a smoothing kernel of 0.15 dex. The MDF components of Ness et al. (2013a) are also overplotted as red Gaussians. For each field, we associated the closest of the three $b=-5^{\circ},-7.5^{\circ}$ or $-10^{\circ}$ ARGOS stripes. We recall that in the study of Ness et al. (2013a) the three MDFs used for this comparison were constructed by merging several fields at the specific latitudes that covered $\pm 15^{\circ}$ in longitude. Bearing in mind the global picture of the metallicity map of Gonzalez et al. (2013), the mixture of fields across that longitude range implies the risk of combining fields with different component proportions.

In spite of our relatively low statistics compared with ARGOS, it is possible to compare the general characteristics of the two sets of MDFs in each field. Fields m1m10 and m10m8 show a reasonable agreement in the general shape compared with the stripes at $b=-10^{\circ}$ and $b=-7.5^{\circ}$ of Ness et al. (2013a). For p1m4 and especially p0m6, our distributions seem to present a lack of B component compared with the $b=-5^{\circ}$ and $b=-7.5^{\circ}$ decompositions of ARGOS. The disagreement is even stronger for the p 7 m 9 field, with a rather similar overall shape of the MDF, but displaced toward higher metallicity than in ARGOS. In general, our distributions follow the same vertical trend as ARGOS, changing the relative proportion of metallicity components with $b$, but only roughly resembling the exact shapes given by the ARGOS fields.

To make the comparison to ARGOS more meaningful, we constructed a latitude strip from our data by co-adding the three fields $\mathrm{p} 7 \mathrm{~m} 9, \mathrm{~m} 1 \mathrm{~m} 10$ and m 10 m 8 . The average latitude of this set is $-9 \pm 1^{\circ}$. The GMM decomposition presents three metallicity components, the known (i) and (ii) from individual fields, and an additional component that adjusts the more defined metal poor tail bump. Comparing this with the $b=-10^{\circ}$ ARGOS strip still reveals the same differences. We note that if we were to shift the ARGOS metallicity scale upwards by $\sim 0.2$ dex,


Fig. 9. Comparison of metallicity determinations for a set of common stars in between p1m4 sample and that studied in Hill et al. (2011) in Baade's Window. Left panel: scatter plot of individual metallicity determinations. Right panel: the MDF from Hill et al. (2011) has been displaced by 0.21 dex and is overploted with the MDF of the common stars from the field p1m4.
the differences would be strongly alleviated: components $\mathrm{A}+\mathrm{B}$ of ARGOS would fit our component (i) nicely, while ARGOS component C would fit our (ii); furthermore, Ness et al. (2012) showed that stars with $[\mathrm{Fe} / \mathrm{H}] \geq-0.5$ dex display the X -shape, while we find this limit to be closer to -0.2 (see Sect. 7), which again indicates a more metal-poor metallicity scale for ARGOS.

In addition, we investigated the compatibility between the Hill et al. (2011) MDF and the GES p1m4 MDF (same field). There are $\sim 100$ stars in common because they were observed in the context of GES for calibration purposes (Sect. 2). From these stars, the comparison displayed in the left panel of Fig. 9 was constructed. This plot shows that there are both a shift and a weak trend between the metallicity scales. The shift can be quantified as the mean of the individual differences between the two sets of measurements. It corresponds to 0.21 dex.

We used a K-S test to investigate the compatibility between the respective MDFs. A p-value of $0.013 \%$ is obtained, which rejects the null hypothesis that both MDFs come from the same true metallicity distribution. Now, if we move the Hill et al. (2011) distribution by -0.21 dex to account for the estimated shift, a K-S test gives a $p$-value of $33 \%$. Additionally, we shifted the MDF to try to simultaneously match the peaks of metallicity components. From this, we derived $p$-value of $54 \%$. It is clear that a metallicity zero-point adjustment is enough to make the two data sets comparable.

The color cut in the GES selection function is intended to be blue enough to sample the metal-poor tail of the MDF (Sect. 2), while that of Hill et al. (2011) was constructed to avoid the dwarf locus, which might have biased the sample against the more metal-poor RGB stars. Despite the consequently possible small difference at the metal-poor tail of the MDF, the observed differences in the metallicity scale between the two estimations are relatively small and could be attributed to the different data (wavelength domain and resolution) and the methods of analysis employed to obtain the stellar parameters and metallicity.

## 7. Double RC characterization

In their pioneer study, McWilliam \& Zoccali (2010) analyzed luminosity functions of giant stars in the 2MASS survey. They found two distinct red clump populations over a large bulge region $\left(\sim 13^{\circ}\right.$ in longitude and $20^{\circ}$ in latitude, with $\left.|b|>5.5^{\circ}\right)$. Then Saito et al. (2011) constructed a set of density maps from the same data that showed the structures traced by the RC clumps. The recent density maps of Wegg \& Gerhard (2013)


Fig. 10. Magnitude distributions for the metallicity components. The data are presented as generalized histograms computed with a kernel of $\sigma=0.1 \mathrm{mag}$. We display the variability bands as shaded profiles around the curves. Black (blue) solid (dashed) lines stand for the metalrich (poor) MDF component.
from the VVV DR1 $K_{\mathrm{s}}$-band data demonstrate a single structure near the Galactic plane that splits into two components at high Galactic latitudes, a clear signature of an underlying X-shaped structure. Ness et al. (2012) characterized the properties of the split RC structure and showed that the separation is visible only for stars with $[\mathrm{Fe} / \mathrm{H}]>-0.5$ dex.

We examine here the $K_{\mathrm{s}}$ magnitude distributions in the GES fields along the minor and major axis. We first used the full VVV photometry in each field to construct luminosity functions of the giant branch (cf. Fig. 4), in which we could trace double-clump structures. We verified that these clump luminosity substructures nicely trace the maps of Wegg \& Gerhard (2013), and then compared them with the distributions displayed by the spectroscopic subsamples.

Figure 10 shows the magnitude distributions of our clump stars in different metallicity ranges, corresponding to the components found in Sect. 6. We built generalized histograms of $K_{\mathrm{s}}$ magnitudes using a Gaussian kernel of $\sigma=0.1 \mathrm{mag}$, and computed variability bands to assess the significance of the peaks revealed in the distribution. The photometric error of the VVV data at $K_{\mathrm{s}}=13 \mathrm{mag}$, is $\sim 0.025 \mathrm{mag}$ in crowded bulge fields (Saito et al. 2012). Our larger kernel value is a compromise between the size of our sample, the size of the errors, and the magnitude separation we can expect to find between two RC components.

In every field were the general red clump luminosity function displays more than one structure (i.e. where the line of sight crosses more than one structure in the maps of Wegg \& Gerhard 2013), the metal-rich component (i) also displays a bimodal $K$ magnitude distribution. On the minor axis (left panel in Fig. 10), this occurs for $|b| \leq 5$, so in our p0m6, and
m 1 m 10 fields, where the two peaks appear at $K_{0}=12.64$ and 13.18 mag , or $K_{0}=12.59$ and 13.32 mag , respectively. On the minor axis, p1m4 is too close to the plane for double red clump structures to appear because the arms of the X-shaped bulge, seen almost as an edge-on structure, merge in a central density of stars. Accordingly, the magnitude distribution of the metalrich component (i) shows a single-peak.

To summarize, our metal-rich component (i) traces a gradual increase in the magnitude separation between the bright and faint peaks of the red clump luminosity histogram, corresponding to the arms of the X -shaped secular bulge structure. This reaches from an unresolved separation at p1m4 to $\Delta K_{0}=0.54 \mathrm{mag}$ difference at p0m6, and 0.73 mag at m 1 m 10 . These numbers compare well with the separation of 0.65 mag found by McWilliam \& Zoccali (2010) for their field at $(l, b)=(1,-8)$.

Simultaneously, the metal-poor component (ii) in these fields along the minor axis shows only single-peak magnitude distributions. The mean magnitude for the metal-poor (ii) and the metal-rich (i) components are not always coincident, the metalpoor component being fainter on average. This is perhaps best seen in p1m4 where the magnitude distribution corresponding to the metal-rich component in our spectroscopic sample peaks 0.26 mag brighter than the metal-poor component. A difference of 0.3 mag is predicted by the isochrones between a metal-rich young RC and a metal-poor old RC (Bressan et al. 2012) (e.g., -0.5 dex, 10 Gyr vs. $0.15 \mathrm{dex}, 5 \mathrm{Gyr}$ isochrones). A younger age for the metal-rich population than for the metal-poor population (e.g., Bensby et al. 2013) could account for the observed shift between the luminosity functions of components (i) and (ii). This age effect may be accompanied (in particular far from the plane) by a volume effect whereby metal-poor stars are integrated to larger distances than the more centrally concentrated metal-rich stars.

The two off-axis fields (right-hand side of Fig. 10) also display interesting magnitude distributions. According to the maps of Wegg \& Gerhard (2013) (mirrored in the red clump densities we built from the photometric samples), at latitudes of -8 to $-9^{\circ}$, we expect to cross only the near-side of the X -shape at positive longitudes ( p 7 m 9 ), and the far side of the X-shape at negative longitudes (m10m8). This latter line of sight is almost tangential to the bar before it hits the far side of the X. Indeed, the magnitude distribution of the metal-rich component (i) peaks at bright (resp. faint) magnitudes in p 7 m 9 and m 10 m 8 . In the latter, the tail of brighter stars is still present in large proportion (outnumbering the metal-poor stars even at bright magnitudes), reflecting the fact that the line of sight grazes the bar in a large distance range.

These fields also present some peculiarities that are hard to understand and are perhaps related to those already noticed in their MDF (see Sect. 6). The line of sight at positive longitudes ( p 7 m 9 ) is expected to cross only the near side of the X-shape bulge (Wegg \& Gerhard 2013). However, our spectroscopic sample spans a wide magnitude range, wider than expected from the X-shape itself, which would be traced by the main bright peak in the (i) metal-rich component in this field. In fact, there is a long tail of fainter stars, consisting of both metal-rich (i) and metal-poor (ii) stars. This tail, already present at low level in the maps of Wegg \& Gerhard (2013), would be expected to trace the smooth bulge component that we associate with the (ii) component; but we find it to contain a significant amount of metal-rich stars (i). This unexpected excess of metal-rich stars might well be related to the high mean metallicity in this field.

At negative longitudes ( m 10 m 8 ), the magnitude distribution of component (ii) displays a unexpectedly strong peak at
faint magnitudes. As the outermost field of our sample, the cone of sight integrates more and more stars with distance through the metal-poor extended component, which might be the reason for this excess.

In conclusion, it is clear that the double RC feature is only seen for the metal-rich population, while metal-poor stars are distributed more homogeneously across the magnitude range. Our data therefore suggest that the bulge contains at least two populations of different metallicity that belong to separated structures with distinct spatial distributions. When the line of sight intersects the two overdensities of the X-shaped bar, the apparent magnitude distribution of metal-rich stars display a bimodality that traces the bar structure, while metal-poor stars distribute homogeneously and traces some more extended and uniform structure.

## 8. Kinematical features

In this section, we characterize the substructures sampled by our RC-based metallicity components thanks to a detailed examination of the sample kinematics. For this purpose, we estimate the Galactocentric velocity $V_{\mathrm{GC}}$ by correcting the radial heliocentric velocities $V_{\mathrm{HC}}$ for the solar motion with respect to the Galactic center. We adopt $V_{\text {rot }}=220 \mathrm{~km} \mathrm{~s}^{-1}$ as the magnitude of Galactic rotation at the distance of the Sun (Kerr \& Lynden-Bell 1986), and the velocity of the Sun with respect to the local standard of rest (LSR) to be $16.5 \mathrm{~km} \mathrm{~s}^{-1}$ in the direction $(l, b)=\left(53^{\circ}, 25^{\circ}\right)$ (Mihalas \& Binney 1981).

### 8.1. Rotation curve and velocity dispersion profiles

We have used the computed Galactocentric velocities to construct the rotation and dispersion curves displayed in Fig. 11. For comparison purposes, we added profiles computed for every relevant latitude using Eqs. (1) and (2) of Zoccali et al. (2014) from the GIBS project. In their work, radial velocity and velocity dispersion maps of the Milky Way bulge are derived from $\sim 6400 \mathrm{RC}$ stars in 24 fields spanning the area $-8^{\circ}<l<8^{\circ}$ and $-8^{\circ}<b<4^{\circ}$.

The $s$ shape of the rotation curve (upper panel of Fig. 11) reflects the projection of velocity vectors on the line of sight. The mean velocity values of our fields agree well with the more general curve traced by the GIBS maps. In particular, we verify with our data that the mean rotation velocity is independent of the height below the plane. This indicates a cylindrical rotation for the bulge. Moreover, in each field the two metallicity components present the same kinematical trend within the errors. This agrees with Ness et al. (2013b).

On the other hand, the velocity dispersion in the different fields shows some striking differences with respect to the GIBS map. In our analysis, we introduced an independent piece of information, using metallicity to split each sample into two components. When we compare the map (colored lines) with the triangle symbols, that is, using all stars in each field, the agreement is reasonable, within errors, but some discrepancies are still visible in some fields. The most different results are seen in field m 10 m 8 , were the dispersion is underestimated in the GIBS map.

In general, our metallicity component analysis accounts for the divergent results. In fact, the velocity dispersion for the metal-poor component (ii) appears to be systematically higher, with values of about $100-110 \mathrm{~km} \mathrm{~s}^{-1}$. On the other hand, the X-shaped bar metal-rich components (i) display similar or lower dispersions, changing with both $l$ and $b$.


Fig. 11. Rotation curve (top) and velocity dispersion profile (bottom) for our fields. A set of curves computed from the GIBS kinematical maps are displayed using colors corresponding to the latitude of each field. To split stars into metallicity components, we adopt values tuned in each MDF, as presented in Sect. 7; $[\mathrm{M} / \mathrm{H}]=-0.1$ dex for p 0 m 6 and $\mathrm{p} 7 \mathrm{~m} 9,-0.2$ dex for m 1 m 10 , and -0.5 dex for m 10 m 8 . Filled and open symbols represent component (i) and (ii). Triangle colored symbols stand for the respective complete field samples.


Fig. 12. Mean and dispersion velocity versus metallicity. There are three points per field, corresponding to components (i), (ii), and the metalpoor tail of stars with $[\mathrm{M} / \mathrm{H}]<-1.0$ dex. The specific metallicity position of the points is given by the median value of the corresponding subsample.

### 8.2. Metallicity dependence of the kinematics

Figure 12 provides a detailed view of the kinematics as a function of metallicity. The three points per field in each panel
represent the two MDF components plus the metal-poor tail with $[\mathrm{M} / \mathrm{H}]<-1.0$ dex.

The upper panel shows that the mean velocities have nearly flat profiles in all the fields. This suggests that all stars in a given line of sight, and thus all the structures to which they belong, rotate at the same rate. The specific field mean velocity values only depend on $l$ because of the different velocity vector projections on the line of sight. However, we note that with larger samples it is also possible to detect small variations with $b$ (Kunder et al. 2012; Ness et al. 2013b; Zoccali et al. 2014).

The bottom panel of Fig. 12 displays the velocity dispersion for the MDF components in each field. This figure shows that the differences in velocity dispersion between components (i) and (ii) change noticeably from field to field. Close to the midplane, both components have similar velocity dispersions, whereas far from the plane, the metal-rich component (i) has significantly lower velocity dispersions than (ii).

We first analyzed the kinematics of component (i). It becomes progressively cooler with increasing $|b|$ along the minor axis, from p1m4, p0m6 to m1m10. This change in the kinematics of metal-rich stars was previously noted and characterized in Babusiaux et al. (2010). The velocity dispersion of the positive-longitude field p 7 m 9 component (i) is also very low, which agrees well with that of m 1 m 10 , located at a similar $b$. The two lines of sight intersect the near southern arm of the X -shaped bulge. At positive longitudes, the line of sight crosses a narrow region of the close arm, with orbits forming a relatively smooth stream, and producing low-velocity dispersions along the line of sight (although not necessarily in transverse motions). On the other hand, the metal-rich component (i) of m 10 m 8 is kinematically hotter than its counterparts in other fields at similar latitudes. In this case, that is, at negative longitudes, the line of sight samples the far southern arm of the X-shaped bulge. Because at the same latitude, the line of sight will intercept the arm farther from the plane and with a larger incidence angle at negative than at positive longitudes, we expect the physical size of the region sampled to be larger in the m 10 m 8 direction. Furthermore, we might be reaching the tip of the arm, corresponding to the turnover point for most stellar orbits, where the speed and direction of the velocity vectors change. As a consequence, the line of sight integrates stars over a region where the radial projection of the velocity vectors of the stars is an inhomogeneous distribution, which explains the observed high-velocity dispersion.

The lower velocity dispersion at positive longitudes could also arise from a stronger contribution of inner Galactic disk foreground stars in the sample. This contamination is expected to be stronger in fields intersecting the near side of the bar because the RC luminosity functions of the bar and the disk blend more.

Meanwhile, the velocity dispersion of the metal-poor component (ii) along the minor axis (fields p1m4, p0m6, and m 1 m 10 ) is high and constant within errors, around $100 \mathrm{~km} \mathrm{~s}^{-1}$. The analysis of the two lateral fields shows similar results. Component (ii) of p 7 m 9 has a somewhat smaller mean velocity dispersion, still in agreement within errors with those in minor axis fields. The velocity dispersion of component (ii) of m10m8, around $120 \mathrm{~km} \mathrm{~s}^{-1}$ is the largest among the metal-poor components. We investigated whether this higher dispersion is related with the narrow peak at $V_{\mathrm{rad}} \sim-140 \mathrm{~km} \mathrm{~s}^{-1}$ of the radial velocity distribution presented in Fig. 5. The stars belonging to this peak correspond in equal size to the metal-rich and metal-poor components. Therefore, eliminating them from the sample does not decrease the dispersion significantly.

In conclusion, from this description, it is clear that the two metallicity populations identified in our fields display different kinematic signatures. The metal-poor spatially extended component (ii) appears to be systematically hot throughout the area sampled by our fields. And in contrast, the kinematic properties of metal-rich component (i) are highly dependent on the specific position of the field, are generally hotter close to the plane and cooler with increasing $(l, b)$. This depicts an inhomogeneous and more complex spatial orbital distribution for the structure traced by these metal-rich stars.

We can understand the observed kinematical properties of component (i) stars in terms of the orbital structure of the X-shaped bar that is traced by our metal-rich stars: an instabilitydriven mechanism that forms X-shaped structures starts from a disk instability and takes stars from the internal disk(s) to form a bar. As a transient structure, the bar undergoes vertical instabilities, buckling and bending the stellar distribution, and resulting in a rearranged dynamical system consisting of many types of stellar orbit families. The global structure of this mix of orbits is complex (cf. Figs. 3 and 8 of Martinez-Valpuesta et al. 2006). One of the possible stable orbit families, sometimes named banana-like orbits, has profiles that are up-bended or down-bended if seen edge-on, participating in an X-shaped structure. In this context, the observed variation in velocity dispersion for component (i) with $b$ might arise from the different mixture of orbit families on the line of sight. In the central parts of the bulge, the different families of orbits intersect, which builds a large velocity dispersion in these fields. In contrast, the line of sights intersect the arms of the X in external regions, where in general there are streams of dynamically similar stable banana orbits, which leads to lower velocity dispersions.

### 8.3. Double RC kinematics and stream motions

The RC magnitude distribution is double-peaked in the fields with the two arms of the X -shaped bulge. This is a signature of the metal-rich stars in component (i), as presented in Sect. 7. If the line of sight intersects both bulge overdensities, we can study the stream orbital motion of the stars by comparing their radial velocity in the two magnitude peaks (Vásquez et al. 2013). Table 4 gives detailed statistics for the split bright and faint groups in the two fields with double RC signature.

The p0m6 field corresponds to the location investigated by Vásquez et al. (2013) with a larger sample of $\sim 450$ stars. The mean velocities in the bright and faint RC overdensities reported in this work ( $V_{\mathrm{GC}}=-14.8 \pm 6.9$ and $9.22 \pm 6.7 \mathrm{~km} \mathrm{~s}^{-1}$, respectively) agree with our measurements. The differences between our values and those of Vásquez et al. (2013) arise because the values reported in Table 4 are only based on the metal-rich stars of component (i) (assumed to be those participating in the bar structure), while those of Vásquez et al. (2013) are based on a sample built to populate only the two distinct peaks of the split RC, with no metallicity separation. This observational strategy, excluding the RC stars with intermediate luminosities between the two peaks, hampers their analysis of the metallicitydependance of the RC bimodality. But a striking difference with our analysis arises on the metallicity dependence of the kinematics. Interestingly, Vásquez et al. (2013) found that the velocity difference between the bright and the faint clumps is larger for stars with subsolar metallicity values, while our findings indicate the opposite, with the more metal-rich population (i) exhibiting this property as a characteristic imprint.

Table 4. Statistics for bright and faint components of the metal-rich population (i) stars in fields with double RC. Units in $\mathrm{km} \mathrm{s}^{-1}$.

|  |  | $V_{\mathrm{GC}}$ bright | $V_{\mathrm{GC}}$ faint |
| :--- | :--- | :---: | :---: |
| p0m6 | Mean | $-21.2 \pm 11.7$ | $24.8 \pm 12.9$ |
|  | $\sigma$ | $87.2 \pm 8.2$ | $89.6 \pm 9.2$ |
|  | Median | -17.1 | 29.8 |
|  | Number | 57 | 48 |
| m1m10 | Mean | $-18.5 \pm 10.4$ | $-19.2 \pm 10.5$ |
|  | $\sigma$ | $53.1 \pm 7.4$ | $57.5 \pm 7.4$ |
|  | Median | -13.8 | -23.6 |
|  | Number | 27 | 31 |

The m 1 m 10 field presents no radial velocity differences between the bright and faint populations, with equal mean, median, and dispersion values, within errors. This result is consistent with that presented in Uttenthaler et al. (2012) from a red giant sample of 401 stars at $(l, b)=(0,-10)$. They did not find a statistically significant difference in velocity for the bright and faint groups, both with a similar mean value of $\sim-10 \mathrm{~km} \mathrm{~s}^{-1}$. As an additional comparison, De Propris et al. (2011) found no difference between the clump velocity distributions for a field at $(l, b)=\left(0^{\circ},-8^{\circ}\right)$ from their-low resolution sample of $\sim 700$ stars.

On the other hand, several studies (Rangwala et al. 2009; Babusiaux et al. 2010, 2014) have detected stream motions in internal bulge fields where the red clump has a single-peaked magnitude distribution. In these cases, the line of sight still intersects complex family orbits and can be used to probe their kinematical structure. Therefore, we searched for stream motions in the p1m4 field by separating stars brighter and fainter than the peak of the magnitude distribution of component (i). This enabled us to probe for differences in kinematics between stars located at either sides of the Galactic bar. The mean velocity is $V_{\mathrm{GC}}=$ $-7.1 \pm 13.0 \mathrm{~km} \mathrm{~s}^{-1}$ for the bright group and $52.2 \pm 13.1 \mathrm{~km} \mathrm{~s}^{-1}$ for the faint group, with the same velocity dispersion. A K-S test for the two velocity distributions results in a statistically significant difference, with a p-value of $0.12 \%$. In addition, the mean velocity difference is diluted $\left(19.3 \pm 8.2 \mathrm{~km} \mathrm{~s}^{-1}\right.$ for the bright, and $31.4 \pm 8.9 \mathrm{~km} \mathrm{~s}^{-1}$ for the faint group) when the stars of component (ii) are included in the analysis. This agrees with Babusiaux et al. (2010), who also detected the stream motions only for metal-rich stars, selecting those with $[\mathrm{Fe} / \mathrm{H}]>-0.09$ dex.

In conclusion, we reassert once again that the X-shaped bar is seen only in the metal-rich component (i), seen this time from the presence of streaming motions: wherever they are detected, streaming motions are confined to the metal-rich (i) component. The orbital structure in the metal-rich X-shaped bar is complex because it consists of the superposition of several stable family orbits. The radial velocity allows us to trace the homogeneity on a given line of sight. In this way, the different results for different fields reveal the nature of the orbit streams in the branches of the X -shape bulge.

## 9. Discussion and conclusions

We have made use of data from the internal data release 1 of the Gaia-ESO Survey to analyze a sample of $\sim 1200$ stars in five fields in the bulge region located at $-10<l<7$ and $-10<b<-4$. Using VISTA photometry, we verified the consistency of the stellar atmospheric parameters by splitting giants from disk dwarfs. From this giant clean sample, we determined extinction values in each line of sight that compare well with the
recent determinations of Gonzalez et al. (2011b). We used this as an additional sanity check for the internal consistence of the atmospheric parameters, which as a by-product yielded extinction values in each field.

Then, we photometrically selected a subsample of bona fide bulge RC stars. Some disk RGB contaminants remains in this selection because they are in the same magnitude region. Based on this subsample, we investigated the MDF substructure and its relation with kinematics.

Using a GMM decomposition, we found two metallicity components that make up the global MDF shape. This general MDF bimodality consist of a metal-rich narrow component (i) at +0.10 to +0.20 dex and a broader one (ii) at subsolar values. We note that other studies, using larger samples, argued for a more complex substructure (Ness et al. 2013a). For our sample, the two components suggest that the stars in the bulge constitute a composite population that overlaps on the line of sight. A vertical gradient is also found through the minor axis, whose nature can be explained following the interpretation of Zoccali et al. (2008). In fact, the proportion of stars belonging to both metallicity components changes with increasing latitude, with a progressively larger metal-poor population in detriment of the metal-rich population, which diminishes with $b$. This variation in the component mixture changes the shape of the MDF and in turn the global mean metallicity, reproducing the observed metallicity gradient. If we extrapolate this trend to the central bulge regions, we could expect a clear predominance of stars belonging to the metal-rich component, which makes the metallicity gradient constant to the first order, as claimed in some studies for $b<-4$ (Rich et al. 2007a, 2012).

We then used kinematical and photometrical data to further characterize the metallicity components. This analysis led us to propose that there are two structurally different populations in the line of sight that correspond to the two MDF components.

The metal-rich component (i), with supersolar metallicity, presents small mean metallicity variations between the fields. It is kinematically colder than the metal-poor component (ii), but with a variable $\sigma V_{\mathrm{GC}}$ with $(l, b)$. In some fields, this metal-rich population has a double-peaked magnitude distribution, consistent with an observed bimodality in the general field luminosity function. This population was interpreted as a pseudobulge structure formed over a long time-scale through secular disk evolution. The initial instability drives a reorganization of the stars, producing a stable orbital structure with some of the family orbits forming an X -shaped structure. A metallicity gradient is predicted in some models for this structure, in which the mixing during the bar and buckling instabilities is incomplete. Therefore, any preexisting radial gradient in the initial disk is transferred to some degree to the newly formed structure as a vertical gradient (Martinez-Valpuesta \& Gerhard 2013).

The second, metal-poor component (ii), with subsolar metallicity, presents a clear negative metallicity gradient with increasing $(l, b)$. The $\sigma V_{\mathrm{GC}}$ values present small variations from field to field, indicating a uniform kinematically hot structure. The respective field magnitude distributions are flat or single peaked, without statistically strong signatures of double RC. We interpreted this component as an extended structure, possibly a classical spheroid, formed on a rapid time-scale. It coexists with the bar, surrounding it in the bulge region. From a sample of 7663 RR-Lyrae stars that sampled the old metal-poor population, Dékány et al. (2013) found that their distribution in the bulge shows no X -shape and not even a bar, but has a more spheroidal centrally concentrated distribution. As a dissipatively collapsed structure, this component would be expected to present a radial
metallicity gradient (Larson 1974), with the more metal-poor stars in the outskirts, similarly to what is observed.

In this scenario, a line of sight at a given $(l, b)$ crosses a fraction of stars that belong to the metal-rich boxy bar (if visible) plus a group of spheroid stars that become more metal-poor with increasing distances from the bulge center. This scenario is in conflict with the $N$-body Galaxy model of Shen et al. (2010), who constrained any classical bulge contribution to be lower than $8 \%$ of the disk mass. The model of Shen et al. (2010) fits the BRAVA data nicely when a pure disk galaxy is modeled. But the BRAVA data have no metallicity information. Because the BRAVA data are for M giants, they might even be biased toward metal-rich stars. We showed that the kinematics behaves differently for the metal-rich and metal-poor MDF components, which means that the characteristics of the global distribution depend on the proportion of stars of each component in a given field. In the same line, Babusiaux et al. (2010) found a variation of kinematics with metallicity on the minor axis, with the $\sigma V_{\mathrm{r}}$ behavior of metal-rich and metal-poor stars being reproduced by the disk and spheroid populations of the model of Fux (1999). Furthermore, the coexistence of classically and seculary evolved pseudobulge structures has been observed in external galaxies (Peletier et al. 2007; Erwin 2008) and is also predicted by N -body simulations (Athanassoula 2005). It is interesting to note that while the two metallicity components have different $\sigma V_{\mathrm{GC}}$ profiles, they behave similarly in terms of mean rotational velocity (Fig. 11). This is not necessarily expected if only component (i) participates in the X-shaped bar/bulge, but it might be explained as a dynamical influence of this structure on the spheroid kinematics (Saha et al. 2012; Bekki \& Tsujimoto 2011).

Although it is clearly beyond the scope of the present paper to estimate which mass fraction of the bulge would be in this spheroid population (insufficient spatial coverage as yet in GES, not large enough samples), it is interesting to note that the proportion of the metal-poor (ii) component in all of our fields is significant. This might be interpreted, with the caveat of our limited statistics and spatial coverage, as an indication for a structure that probably has a similar mass-content as the bar structure. We also note that the relationship of this spheroid population with the very inner parts of the Galactic thick disk is only poorly established (chemical parenthood of the two populations, see, for example, Meléndez et al. 2008, Hill et al. 2011, Gonzalez et al. 2011a, Bensby et al. 2013), which leaves the possibility open that part of this rotating spheroidal structure might be part of the inner thick disc.

This scenario has recently been examined by Di Matteo et al. (2014), who argued that the characteristics (kinematics, chemistry) of the metal-poor bulge component agree better with a thick-disk nature than with a spheroid. In particular, they argued that a classical bulge spheroid with the mean metallicity of ARGOS C cannot be larger than $10^{8} M_{\odot}$ (Gallazzi et al. 2005), which is incompatible with the number of stars in that component.

If we assume a thick-disk origin for the metal-poor component, the similar $V_{\text {rot }}$ of the (ii) and (i) components can be understood because both discs are affected by the bar potential (Bekki \& Tsujimoto 2011). However, our component (ii) is slightly more metal-rich than component C of ARGOS and would allow for a $5 \times 10^{9} M_{\odot}$, or even up to $10^{10} M_{\odot}$, this time compatible with a metal-poor component accounting for $\sim 50 \%$ of the total bulge mass. Furthermore, we pointed out in Sect. 6.1 that our metal-poor component displays a vertical gradient of its own, and although current models are not really designed
to address this particular question, if the initial thick disk had no radial gradient (Recio-Blanco et al. 2014; Mikolaitis et al. 2014), no vertical gradient in the final inner thick disk is expected (Bekki \& Tsujimoto 2011, Fig. 5).

Finally, one of the key objectives of Gaia-ESO Survey is to provide the first homogeneous overview of the distributions of kinematics and elemental abundances for all main components of the Milky Way. In particular, the bulge has just recently begun to be explored using multiple fields to probe the variation of its properties. The sample analyzed here shows that an approach that combines metallicity, kinematics, and an appropriate field sampling allows distinguishing the different bulge populations. It also stresses the relevance and necessity of theoretical models that combine kinematic and chemical evolution to interpret the increasing amount of observational data.
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[^0]:    * Based on observations made with the ESO/VLT, at Paranal Observatory, under program 188.B-3002, The Gaia-ESO Public Spectroscopic Survey.

[^1]:    1 http://mill.astro.puc.cl/BEAM/calculator.php

[^2]:    ${ }^{2}$ In the forthcoming data releases, recommended parameters are expected to be determined from homogenization of independent determinations obtained by applying several pipelines to the same data set.

[^3]:    3 http://www.eso.org/sci/observing/phase3/data_ releases/vvv_dr1.html

[^4]:    ${ }^{4}$ The limits are generically 12.45 and 13.75 mag in $K_{\mathrm{s}}$, with field-tofield variations of the order of 0.05 mag .

