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ABSTRACT

The overlap between the spectroscopic Galactic Archaeology with HERMES (GALAH) survey and Gaia provides a high-dimensional
chemodynamical space of unprecedented size. We present a first analysis of a subset of this overlap, of 7066 dwarf, turn-off, and sub-
giant stars. These stars have spectra from the GALAH survey and high parallax precision from the Gaia DR1 Tycho-Gaia Astrometric
Solution. We investigate correlations between chemical compositions, ages, and kinematics for this sample. Stellar parameters and
elemental abundances are derived from the GALAH spectra with the spectral synthesis code SpectroscopyMade Easy. We determine
kinematics and dynamics, including action angles, from the Gaia astrometry and GALAH radial velocities. Stellar masses and ages are
determined with Bayesian isochrone matching, using our derived stellar parameters and absolute magnitudes. We report measurements
of Li, C, O, Na, Mg, Al, Si, K, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zn, Y, as well as Ba and we note that we have employed non-LTE
calculations for Li, O, Al, and Fe. We show that the use of astrometric and photometric data improves the accuracy of the derived
spectroscopic parameters, especially log g. Focusing our investigation on the correlations between stellar age, iron abundance [Fe/H],
and mean alpha-enhancement [α/Fe] of the magnitude-selected sample, we recover the result that stars of the high-α sequence are
typically older than stars in the low-α sequence, the latter spanning iron abundances of −0.7 < [Fe/H] < +0.5. While these two
sequences become indistinguishable in [α/Fe] vs. [Fe/H] at the metal-rich regime, we find that age can be used to separate stars from
the extended high-α and the low-α sequence even in this regime. When dissecting the sample by stellar age, we find that the old stars
(>8 Gyr) have lower angular momenta Lz than the Sun, which implies that they are on eccentric orbits and originate from the inner disc.
Contrary to some previous smaller scale studies we find a continuous evolution in the high-α-sequence up to super-solar [Fe/H] rather
than a gap, which has been interpreted as a separate “high-αmetal-rich” population. Stars in our sample that are younger than 10 Gyr,
are mainly found on the low α-sequence and show a gradient in Lz from low [Fe/H] (Lz > Lz,⊙) towards higher [Fe/H] (Lz < Lz,⊙),
which implies that the stars at the ends of this sequence are likely not originating from the close solar vicinity.

Key words. surveys – solar neighborhood – Galaxy: evolution – stars: fundamental parameters – stars: abundances –
stars: kinematics and dynamics
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1. Introduction

The first Gaia data release (Gaia Collaboration 2016), which
includes the Tycho-Gaia Astrometric Solution (TGAS), is
a milestone of modern astronomy and has delivered posi-
tions, proper motions, and parallaxes for more than two mil-
lion stars (Michalik et al. 2015; Lindegren et al. 2016). This
has marked the beginning of the Gaia era, which will shed
new light on our understanding of the formation and evolu-
tion of our Galaxy. The astrometric information delivered by
Gaia will be particularly important when used in combination
with spectroscopic quantities obtained using large ground-based
surveys (e.g. Allende Prieto et al. 2016; McMillan et al. 2018;
Helmi et al. 2017; Kushniruk et al. 2017; Price-Whelan et al.
2017). Taken together, these data prove particularly powerful
in testing our models of Galactic assembly. The ensemble of
GALAH (De Silva et al. 2015) and Gaia data have now begun to
provide a high dimensionality mapping of the chemodynamical
space of the nearby disc. In this study, we use the combination
of GALAH and TGAS to describe the chemical, temporal, and
kinematical distributions of nearby stars in the disc of the Milky
Way.

The paper is organised as follows: We first introduce
GALAH and discuss the strengths of combining this survey with
the astrometric information provided by the Gaia satellite. In
Sect. 2, we outline the observational strategy for GALAH. In
Sect. 3 we explain our estimation of stellar properties, including
stellar parameters, chemical composition, and ages. The results
of our analysis are presented in Sect. 4 where we show the abun-
dance and age trends for our sample and discuss the observed
distribution of disc stars as a function of chemical composition,
age and kinematics. In Sect. 5, we discuss the implications of our
findings and make suggestions for further studies with GALAH
(DR2) and Gaia (DR2) in the concluding section of the paper.

The GALAH survey is a ground-based, high-resolution stel-
lar spectroscopic survey. It is executed with the High Effi-
ciency and Resolution Multi-Element Spectrograph (HERMES)
fed by the Two Degree Field (2dF) f/3.3 top end at the Anglo-
Australian Telescope (Barden et al. 2010; Brzeski et al. 2011;
Heijmans et al. 2012; Farrell et al. 2014; Sheinis et al. 2015).
The overall scientific motivation for GALAH is presented in
De Silva et al. (2015). The survey’s primary goal is the chemical
tagging experiment, as proposed by Freeman & Bland-Hawthorn
(2002) and described in detail by Bland-Hawthorn et al. (2010).
Chemical tagging offers the promise of linking stars that were
born together via their chemical composition. As proposed by
recent simulations (Ting et al. 2015, 2016), this promise can be
best explored with a high dimensionality in chemical space. Con-
sequently, the spectrograph has been optimised to measure up to
30 different elements (more in very bright stars), covering a multi-
tude of different nucleosynthesis channels, depending on the stel-
lar type and evolution.

The GALAH survey selection function is both simple (mag-
nitude limited) and will ensure that almost all stars observed by
the GALAH survey are also measured by the Gaia satellite, see
Sect. 2 and De Silva et al. (2015). Our target selection limit of
V ≤ 14 corresponds to Gaia’s peak performance with distance
uncertainties for all GALAH stars expected to be better than
1%. Once GALAH is completed, this will provide both chem-
ical and kinematical information for up to a million stars. These
data will directly inform Galactic archaeology pursuits, enabling
the empirical construction of the distribution function of stellar
properties and populations (chemical composition, age, position,
orbits). The sample analysed here, is a first step in this direction.

For the analysis of the whole GALAH survey data, a combi-
nation of classical spectrum synthesis with Spectroscopy Made
Easy (SME) by Piskunov & Valenti (2017) and with a data-
driven propagation via The Cannon (Ness et al. 2015) is used.
Prior to this study, data releases of GALAH (Martell et al.
2017), TESS-HERMES (Sharma et al. 2018) and K2-HERMES
(Wittenmyer et al. 2018) were based only on spectroscopic
input and provided the stellar properties obtained with the
The Cannon. We stress that this work focuses on the first part of
the usual GALAH analysis routine and is based only on a spec-
troscopic analysis with SME, but also includes photometric and
astrometric input for the analysis. The stars used in this analysis
are a subset of the training set used for The Cannon in later data
releases (GALAH DR2; Buder et al. 2018).

Combining Gaia DR1 TGAS with high-resolution spec-
troscopy provides a variety of opportunities, ranging from an
improved analysis of stellar parameters up to the expansion of
the chemical space by the kinematical one.

Purely spectroscopic analyses may suffer from inaccuracies
due to degeneracies in effective temperature (Teff), surface grav-
ity (log g), and chemical abundances. This is a consequence of
simplified assumptions about stellar spectra and the subsequent
construction of incomplete stellar models, for example assum-
ing a 1D hydrostatic atmosphere and chemical compositions
scaled with solar values and the metallicities. Previous high-
resolution spectroscopic studies (see e.g. Bensby et al. 2014;
Martell et al. 2017) find inconsistencies between purely spectro-
scopic parameter estimates and those also based on photometric
and asteroseismic information. Furthermore, many studies find
that unphysical low surface gravities are estimated for G and K-
type main sequence stars from spectroscopy alone (Sousa et al.
2011; Adibekyan et al. 2012). Cool dwarfs (Teff < 4500 K) are
particularly challenging to study in the optical regime, because
of the weakening of the singly ionised lines that are used to
constrain the ionisation equilibrium, and due to the increas-
ing influence of molecular blends as well as the failure of 1D
LTE modelling; see for example Yong et al. (2004). Adding fur-
ther (non-spectroscopic) information may alleviate these prob-
lems. Asteroseismic as well as interferometric and bolometric
flux measurements for dwarf and turn-off stars are, however,
still expensive and published values rare (especially for stars
in the Southern hemisphere). Gaia DR2 and later releases will
provide astrometric information for all observed GALAH stars
and numerous stars that have been observed by other spectro-
scopic surveys, for example APOGEE (Majewski et al. 2017),
RAVE (Kunder et al. 2017), Gaia-ESO (Gilmore et al. 2012;
Randich et al. 2013), and LAMOST (Cui et al. 2012). The esti-
mation of bolometric luminosities using both astrometric and
photometric information will therefore be feasible for a large
sample of stars in the near future.

Astrometric data, in combination with photometric and spec-
troscopic information, can also improve extinction estimates
and narrow down uncertainties in the estimation of stellar ages
from theoretical isochrones. Parallaxes and apparent magni-
tudes can also be used to identify binary systems with main
sequence stars, which are not resolved by spectroscopy. This is
important, because the companion contributes light to the spec-
trum and can hence significantly contaminate the analysis results
(El-Badry et al. 2018a,b).

Prior to the first Gaia data release (DR1), the most notable
observational chemodynamical studies were performed using
the combination of the astrometric data from Hipparcos (ESA
1997; van Leeuwen 2007) and Tycho-2 (Høg et al. 2000) with
additional observations by the Geneva-Copenhagen-Survey
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(Nordström et al. 2004; Casagrande et al. 2011) and high-
resolution follow-up observations (e.g. Bensby et al. 2014).
Another approach, including post-correction of spectroscopic
gravities has been adopted by Delgado Mena et al. (2017) for
the HARPS-GTO sample. Large scale analyses have however
been limited by the precision of astrometric measurements by
Hipparcos to within the volume of a few hundred parsecs at most.
With the new Gaia data, this volume is expanded to more than
1 kpc with DR1 and will be expanded even further with DR2,
allowing the study of gradients or overdensities and that is, groups
in the chemodynamical space of the Milky Way disc and beyond.

The disc is the most massive stellar component of the Milky
Way. Numerous studies have observed the disc in the Solar
neighbourhood. The pioneering studies by Yoshii (1982) and
Gilmore & Reid (1983) found evidence for two thin and thick
sub-populations in the disc based on stellar density distributions.
Recent studies (e.g. Bovy et al. 2012, 2016) find a structural
continuity in thickness and kinematics, and the latter property
has been shown to be a rather unreliable tracer of the disc
sub-populations (Bensby et al. 2014). However, several seminal
papers (e.g. Reddy et al. 2003; Fuhrmann 2011; Adibekyan et al.
2012; Bensby et al. 2014; Hayden et al. 2015) have established
that the stellar disc consists of (at least) two major components in
chemical space and age, commonly adopted as old, α-enhanced,
metal-poor thick and the young thin disc with solar-like α-
enhancement at metallicities of −0.7 < [Fe/H] < +0.5. How-
ever, the bimodality between these two populations in the high-α
metal-rich regime has been shown to become less or not signif-
icant and is still contentious, based on the chosen approaches
and population cuts used for the definition of disc populations.
(Adibekyan et al. 2011) even claim a third sub-population in
this regime. Some of the recent studies using chemistry assume
the existence of two distinct populations in α-enhancement up
to the most metal-rich stars. In these studies, the metal-rich
stars are cut into high and low sequence memberships rather
arbitrarily; either by eye or with rather fiducial straight lines
(e.g. Adibekyan et al. (2012) Fig. 7, Recio-Blanco et al. (2014)
Fig. 12 or Hayden et al. (2017) Fig. 1). Other approaches to sep-
arate the α-sequences or stellar populations, for example kine-
matically (Bensby et al. 2014) or via age (Haywood et al. 2013)
result in different separations. A consistent measure or defini-
tion to separate both α-sequences especially in the metal-rich
regime remains elusive. For a discussion on combining chem-
istry and kinematics to separate the two α-sequences see for
example Haywood et al. (2013) and Duong et al. (2018). For a
more detailed overview regarding the definition of the stellar
discs, we refer the reader to Martig et al. (2016b) and references
therein.

Although element abundances are easier to determine than
stellar ages, their surface abundances and measurements are sub-
ject to changes due to processes within the atmosphere of a star.
Stellar ages are therefore the most promising tracer of stellar
evolution and populations (Haywood et al. 2013; Bensby et al.
2014; Ness et al. 2016; Ho et al. 2017b). We note that, most
recently, Hayden et al. (2017) investigated abundance sequences
as a function of age, but with a representation as function of age
ranges, starting with only old stars and subsequently including
more younger ones (see their Fig. 3).

Until now, however, most authors suggested that this issue
should be revisited when a larger, homogeneous, and less biased
sample is available. With the observations obtained by the
GALAH survey, we are now able to investigate the abundance
sequences with a significantly larger and homogeneous data set
with a rather simple selection function.

2. Observations

The GALAH survey collects data with HERMES, which can
observe up to 360 science targets at the same time plus 40
fibres allocated for sky and guide stars (Sheinis et al. 2015;
Heijmans et al. 2012; Brzeski et al. 2011; Barden et al. 2010).
The selection of targets and observational setup are explained
in detail by De Silva et al. (2015) and Martell et al. (2017). The
observations used in this study were carried out between Novem-
ber 2013 and September 2016 with the lower of the two resolu-
tion modes (λ/∆λ ∼ 28 000) with higher throughput, covering
the four arms of HERMES, that is, blue (4716−4896 Å including
Hβ), green (5650−5868 Å), red (6480−6734 Å including Hα), as
well as the near infrared (7694−7876 Å, including the oxygen
triplet).

The initial simple selection function of the GALAH survey
was achieved with a random selection of stars within the limit-
ing magnitudes 12 < V < 14 derived from 2MASS photome-
try (De Silva et al. 2015). To ensure a large overlap with TGAS
(Michalik et al. 2015), our team added special bright fields (9 <
V < 12) including a large number of stars in the Tycho-2 cat-
alogue (Høg et al. 2000) which were brighter than the nominal
GALAH range (Martell et al. 2017). The exposure times were
chosen to achieve a signal-to-noise ratio (S/N) of 100 per res-
olution element in the green channel/arm; 1 h for main survey
targets in optimal observing conditions, often longer in subop-
timal observing conditions. The spectra are reduced with the
GALAH pipeline (Kos et al. 2017), including initial estimates
of Teff , log g, [Fe/H], and radial velocities (νrad).

The GALAH+TGAS sample, observed until September
2016, consists of 23 096 stars, covering mainly the spectral
types F-K from pre-main sequence up to evolved asymptotic
giant branch stars. For an overview of the sample, the spectro-
scopic parameters are depicted in Fig. 1, coloured by the parallax
precision from TGAS. We note that the shown parameters are
estimated as part of this study (see Sect. 3.1). The most precise
parallaxes (σ(̟)/̟ ≤ 0.05) are available for main sequence
stars cooler than 6000 K, decent parallaxes (σ(̟)/̟ ≤ 0.3) for
most dwarfs and the lower luminosity end of the red giant branch.
As expected by the magnitude constraints of TGAS as well as
GALAH (De Silva et al. 2015), most of the overlap consists of
dwarfs and turn-off stars (62%) which also have smaller relative
parallax uncertainties than the more distant giants, see Fig. 2. Cool
evolved giants as well as hot turn-off stars have the least pre-
cise parallaxes of the GALAH+TGAS overlap because of their
larger distances and are hence not included in the online tables.

In this work, we limit the sample for the analyses to dwarfs
and turn-off stars (Teff ≥ 5500 Kor log g ≥ 3.8 dex, see dashed
line in Fig. 1) with relative parallax uncertainties smaller than
30%. This allows the best estimation of ages from isochrones as
well as reliable distance and kinematical information and avoids
possible systematic differences in the analysis due to the differ-
ent evolutionary stages of the stars. Evolutionary effects, such
as atomic diffusion, have been studied both with observations
of clusters (see for example studies of the open cluster M 67
by Önehag et al. (2014), Bertelli Motta et al. (2017), Gao et al.
(2018)) as well as a theoretical predictions (Dotter et al. 2017)
and are beyond the scope of this paper.

In addition to removing 8740 giant stars and 7674 stars with
parallax uncertainties above 30%, we exclude some stars after
a visual inspection of the spectra and using our quality analysis
(explained in Sect. 3.1). We construct a final sample with reliable
stellar parameters and element abundances. We neglect 54 stars
with emission lines, 926 stars with bad spectra or reductions, 448
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main sequence stars and the parallax precision decreases both towards
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which are the most distant stars in the sample. Dotted and dashed black
lines indicate the limits to neglect hot stars (Teff > 6900 K) and giants
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tively. See text for details on the exclusion of stars.
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GALAH+TGAS overlap consists of dwarfs. Their mean parallax pre-
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σ(̟) = ̟ for readability. All stars with parallax uncertainties larger
than the parallax itself are hence contained in the last bin.

double-lined spectroscopic binary stars, 338 photometric bina-
ries (see Sect. 3.4), 3429 stars with broadening velocities above
30 km s−1 (mostly hot turn-off stars with unbroken degeneracies
of broadening velocity and stellar parameters with the GALAH
setup), 1390 stars with Teff > 6900 K (for which we have not
been able to measure element abundances) and 1048 stars with
S/N below 25 in the green channel. We note that the different
groups of excluded stars defined above are overlapping with each
other.

For the final selected sample of 7066 stars, the majority of
the individual S/N vary between 25 and 200, see Fig. 3. Most
of the stars have a higher S/N than the targeted nominal survey
value for the green channel. We note that the S/N of the blue
arm is lower than in the others. For abundances measured within
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Fig. 3. Distribution of S/N per pixel for the different HERMES wave-
length bands (S/N per resolution element is about twice as high) for the
final sample. The S/N for the green, red and IR channels are mainly in
the range of 50–150, that is, above the nominal survey aim of S/N of
100 per resolution element in the green channel. The S/N in the blue
channel is smaller, with typically 25–100. The mean values per band
are 59/75/94/88. This indicates a smaller influence of the blue band in
the parameter estimation with χ2 minimisation explained in Sect. 3 and
lower precision of element abundances measured within this channel.

this arm, like Zn, we also estimate typically lower precision, see
Sect. A.6.

3. Analysis

Our analysis combines the use of information derived from our
GALAH spectra with additional photometric and astrometric
measurements to achieve the best possible parameter estima-
tion. We validate our analysis in a manner similar to other large-
scale stellar surveys, such as APOGEE (Majewski et al. 2017;
Abolfathi et al. 2018; García Pérez et al. 2016) or Gaia-ESO
(Gilmore et al. 2012; Randich et al. 2013; Smiljanic et al. 2014;
Pancino et al. 2017), using a set of well-studied stars, includ-
ing the so called Gaia FGK benchmark stars (hereafter GBS,
see Heiter et al. 2015a; Jofré et al. 2014). The stellar parameters
Teff and log g of the GBS have been derived from direct observ-
ables: angular diameters, bolometric fluxes, and parallaxes, and
are thus less model-dependent. They therefore provide reference
parameters that do not suffer from the same model dependence as
isolated spectroscopy. Among others, Schönrich & Bergemann
(2014) and Bensby et al. (2014) showed the strength of combin-
ing spectroscopy and external information. The latter applied
this approach for a sample of 714 nearby dwarfs with high
accuracy astrometric parallaxes (van Leeuwen 2007) from the
Hipparcos mission. We use their sample as a reference for this
study, because the spectral analysis was performed in a simi-
lar way, including the anchoring of surface gravity to astromet-
ric information. We stress that their study was performed with
higher quality spectra (both regarding the spectral resolution and
S/N) which allowed a higher precision on measurements to be
achieved.

3.1. Stellar parameter determination

By using the fundamental relation between surface gravity, stel-
lar mass, effective temperature, and bolometric luminosity

log g = log g⊙ − log
Lbol

Lbol,⊙
+ 4 log

Teff

Teff,⊙
+ log

M

M⊙
, (1)
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the degeneracies with log g and other spectroscopically deter-
mined stellar parameters are effectively broken. The thereby
improved values of Teff and log g leads to improved estimates
of metallicities. Using broad band photometry (apparent magni-
tudes KS and inferred bolometric corrections BCKS

as well as
extinction AKS

) in combination with parallaxes ̟ or distances
D̟, it is possible to estimate the bolometric magnitudes (Mbol)
and luminosities (Lbol) to high precision and accuracy (see e.g.
Alonso et al. 1995; Nissen et al. 1997; Bensby et al. 2014):

−2.5 · log
Lbol

Lbol,⊙
= KS +BCKS

−5 · log (D̟)+5−AKS
−Mbol,⊙. (2)

The nominal values for the Sun (used in Eqs. (1) and (2)) of
Teff,⊙ = 5772 K, log(g⊙) = 4.438 dex, and Mbol,⊙ = 4.74 mag are
taken from Prša et al. (2016).

Any filter with available bolometric corrections can be used
for the computation of Lbol; the V band is commonly used for
nearby stars. However, our GALAH data set also contains stars
with substantial reddening and published catalogues of V band
magnitudes, such as APASS (Henden et al. 2016), have multiple
input sources, affecting the homogeneity of the data. We there-
fore decide in favour of using the KS band as given by 2MASS
(Cutri et al. 2003), available for all our targets. Bolometric cor-
rections BC = BC(Teff, log g, [Fe/H], E(B − V)) are interpo-
lated with the grids from Casagrande & VandenBerg (2014).
Distances are taken from Astraatmadja & Bailer-Jones (2016),
using a Milky Way model as Bayesian prior. For attenuation,
we use the RJCE method AK = AK(KS ,W2) by Majewski et al.
(2011), Zasowski et al. (2013). If KS or W2 could not be used,
we use the approximation AK ∼ 0.38E(B − V) estimated by
Savage & Mathis (1979) with E(B − V) from Schlegel et al.
(1998). The reddening of our sample is on average E(B − V) =
0.12 ± 0.14 mag. For the nearby dwarfs, however, AK is very
small and thus hard to estimate given the photometric uncertain-
ties; hence it was set to 0 if the RJCE method yielded negative
values.

With the exception of log g, stellar parameters and abun-
dances are estimated using the spectrum synthesis code
SME (Valenti & Piskunov 1996; Piskunov & Valenti 2017),
which uses a Marquardt-Levenberg χ2-optimisation between
the observed spectrum and synthetic spectra that are cal-
culated on-the-fly. As part of the GALAH+TGAS pipeline,
SME version 360 is used, with marcs 1D model atmo-
spheres (Gustafsson et al. 2008) and non-LTE-synthesis of iron
from Lind et al. (2012). The chemical composition is assumed
equal to the standard marcs composition, including gradual α-
enhancement toward lower metallicity1. The pipeline is operated
in the following way:
1. Stellar parameters are initialised from the analysis run used

by Martell et al. (2017) if available and unflagged, otherwise
the output from the reduction pipeline (Kos et al. 2017) is
used and if these are flagged, we adopt generic starting val-
ues Teff = 5000 K, log g = 3.0, and [Fe/H] = −0.5.

2. Predefined 3–9 Å wide segments are normalised and
unblended and well modelled Fe, Sc, and Ti lines within
each segment are identified. Broader segments are used for
the Balmer lines. The continuum shape is estimated by SME

1

[α/Fe] =























0.4 for [Fe/H] < −1.0
0.4 · (−[Fe/H]) for [Fe/H] ∈ [−1.0, 0.0]
0.0 for [Fe/H] > 0.0

assuming a linear behaviour for each segment, and based on
selected continuum points outside of the line masks.

3. Stellar parameters are iterated in two SME optimisation
loops.
(a) SME parameters Teff, [Fe/H], ν sin i ≡ νbroad, and νrad are

optimised by χ2 minimisation using partial derivatives.
(b) Whenever Teff or [Fe/H] change, log g and νmic are updated

before the calculation of new model spectra and their χ2.
We adjust log g according to Eq. (1) with isochrone-based
masses M = M(Teff, log g, [Fe/H],MKS

) estimated by the
Ellicode, see Sect. 3.3. We adjustνmic following empirical
relations estimated for GALAH2.

4. Each segment is re-normalised with a linear function while
minimising the χ2 distance for the chosen continuum points
between observation and the synthetic spectrum created from
the updated set of parameters (Piskunov & Valenti 2017).

5. The stellar parameters are iteratively optimised until the rel-
ative χ2-convergence criterium is reached.

During each optimisation iteration, a suite of synthetic spectra
based on perturbed parameters and corresponding partial deriva-
tives in χ2-space are computed to facilitate convergence. The
parameters of the synthesis with lowest χ2 are then either used
as final parameters or as starting point of a new optimisation
loop. For each synthesis, SME updates the line and continu-
ous opacities and solves the equations of state and radiative
transfer based on interpolated stellar model atmospheres
(Piskunov & Valenti 2017). The optimisation has converged,
when the fractional change in χ2 is below 0.001. Non-converged
optimisations after maximum 20 iteration are discarded. Figure 4
shows the final spectroscopic parameters Teff vs. log g of the final
sample, colour coded by the fitted metallicities, masses, and ages
from the Elli code, see Sect. 3.3.

We report the metallicity as [Fe/H] and base it on the iron
scaling parameter of the best-fit model atmosphere (SME’s inter-
nal parameter feh). It is mainly estimated from iron lines and
hence traces to the true iron abundance, as our validation with
[Fe/H] from the GBS shows.

3.2. Validation stars

To estimate the precision, we can rely on stars with multiple
observations as part of the GALAH+TGAS sample: 334 stars
have been observed twice and 44 stars have been observed three
times. The individual differences of selected parameters are plot-
ted in Fig. 5. Because we also use these multiple observations to
assess the precision of the abundance estimates (see Sect. 3.5),
we show the two element abundances Ti and Y as examples. We
assume the uncertainties to be Gaussian and estimate the stan-
dard deviation of the multiple visits as a measure of precision.
The resulting precisions based on the repeated observations are
shown in Table 1.

To estimate the accuracy, we use the GBS. These are, how-
ever, typically much brighter and closer than the survey tar-
gets and brighter than the bright magnitude limit of Gaia DR1
TGAS. Hence Hipparcos parallaxes (van Leeuwen 2007) are used
additionally. New KS magnitudes are computed for GBS with
2MASS KS quality flag not equal to “A”, following the approach
used by Heiter et al. (2015a)3. With this approach 22 GBS

2 If log g ≤ 4.2 or Teff ≥ T0 with T0 = 5500 K:
νmic = 1.1 + 1.0 × 10−4 · (Teff − T0) + 4 × 10−7 · (Teff − T0)2, else:
νmic = 1.1 + 1.6 × 10−4 · (Teff − T0)
3 For GBS with bad qualities, we convert KBB magnitudes from
Gezari et al. (2000), using Eq. (A1) by Carpenter (2001).
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Fig. 4. Kiel diagrams (Teff and log g) of the GALAH+TGAS dwarfs.
Colour indicates the metallicity [Fe/H] in the top panel, mass in the
middle panel, and age in the bottom panel. The sample is a subset
of the clean GALAH+TGAS overlap, shown in Fig. 1 and excludes
giants with Teff ≥ 5500 Kand log g ≥ 3.8 dex. Stellar masses increase
from the cool main sequence (∼0.8M⊙) to the hottest turn-off stars
(∼2.0M⊙). Stellar ages decrease towards higher surface gravities on
the cool main sequence and towards higher effective temperatures in
the turn-off region. In contrast to this rather smooth trend, few metal-
poor stars stand out with smaller stellar masses and higher stellar ages
also at effective temperatures around 6000 K.

Table 1. Precision and accuracy of the pipeline based on repeated obser-
vations and GBS respectively.

Parameter X eX,Repeats eX,GBS

Teff 29 K 89 K
log g 0.01 dex 0.05 dex

[Fe/H] 0.024 dex 0.07 dex
νbroad 0.51 km s−1 2.0 km s−1

νmic 0.009 km s−1 0.20 km s−1

νrad 0.43 km s−1

τ 0.13 Gyr
M 0.014M⊙

[Ti/Fe] 0.033 dex
[Y/Fe] 0.081 dex

observations are analysed and compared to the estimates from the
GALAH+TGAS pipeline, as depicted in Fig. 6. To have a statisti-
cally sufficient sample, we also include GBS giants in the analysis.
We find a small bias of 51 ± 89 K in comparison to the system-
atic uncertainties present in both GBS and our parameters. We
note, however, temperature-dependent biases of 110 ± 110 K for
some stars around 5000 K. Towards higher temperatures, we also
note an increasing disagreement, indicating that the temperatures
of hotter stars are underestimated by our spectroscopic pipeline
(−150±130 K at 6600 K), a result likely to be caused by the appli-
cation of 1D LTE atmospheres for hot stars (see e.g. Amarsi et al.
2018), where Balmer lines are the strongest or only contribu-
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Fig. 5. Histograms of parameter and abundance differences obtained
from multiple observations of the same star. Shown are the absolute dif-
ferences from two observations as well as from all three absolute differ-
ence combinations for three observations. A Gaussian distribution was
fitted to the distributions (red curves). The obtained standard deviation
is indicated in each panel.

tor for the parameter estimation. For surface gravity, log g, and
rotational/macroturbulence broadening, νbroad, we find excellent
agreement of 0.00 ± 0.05 dex and 0.9 ± 2.0 km s−1 respectively.
The latter is computed as quadratic sum of νsin i and νmac for the
GBS. For the metallicity, [Fe/H], we found a significant bias with
respect to the GBS. Similar to previous studies of HERMES spec-
tra (Martell et al. 2017; Sharma et al. 2018) we therefore shift
the metallicity by +0.1 dex for our sample. The shift is chosen
so that the overlap with GBS has consistent [Fe/H] in the solar
regime. Two outliers for νmic can be seen to drive the bias of
−0.14 ± 0.20 km s−1, which we do not correct for, because the
majority of the GBS sample agree well with our estimates and
the two outliers are the most luminous giants, which are not rep-
resentative of the final sample.

With these precision and accuracy estimates (the latter
coming from the error-weighted standard deviation between
GALAH and GBS estimates), we estimate the overall uncertain-
ties of our parameters X (not mass and age, see Sect. 3.3) by
summing them in quadrature to the formal covariance errors of
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Fig. 6. Comparison of the stellar parameters for GBS as estimated by
this analysis and Heiter et al. (2015a), Jofré et al. (2014) (shown as ours
theirs versus ours). The fundamental parameters Teff and log g are shown
in the two top panels, together with comparisons of metallicity with
their recommended iron abundance [Fe/H], microturbulence velocity,
and broadening velocity, a convolved parameter of macroturbulence and
rotational velocity, in the three bottom panels. Black error bars are the
combined uncertainties of GBS as well as the error output of our anal-
ysis pipeline (SME). Green error bars include precision uncertainties
from repeated observations and blue error bars include both precision
and accuracy estimates.

SME (e2
X,SME):

e2
X,final = e2

X,SME + e2
X,Repeats + e2

X,GBS. (3)

For element abundances, we estimate the overall uncertain-
ties without the GBS term. In the case of log g, we replace
e2

log g,SME by the standard deviation of 10 000 Monte Carlo

samples of Eq. (1). For this sampling, we use the uncertain-
ties of eTeff,final, the maximum likelihood masses as M with
an error of 6% (based on mean mass uncertainties of an ini-
tial Elli run), eKS

from 2MASS with mean uncertainties of
0.02 mag, and propagate this information to adjust BC (with typ-
ical changes below 0.07). Because Astraatmadja & Bailer-Jones
(2016) only state the three quantiles, we sample two Gaussians
with standard deviations estimated from the 5th and 95th dis-
tance percentile respectively. Because there are no Bayesian dis-
tance estimates for Hipparcos, we choose to sample parallaxes
̟ rather than distances D̟. For eAK

we use the quadratically
propagated uncertainties from the RJCE method (with mean
uncertainties of 0.03 mag) or assume 0.05 mag for estimates
based on E(B − V). We do not use Eq. (3) for age and mass,
because they are estimated with the adjusted stellar parameters.

3.3. Mass and age determination

For the mass and age determination, we use the Elli code
(Lin et al. 2018), employing a Bayesian implementation of fit-
ting Dartmouth isochrones based on Teff, log g, [Fe/H], and
absolute magnitude MK . MK is based on 2MASS KS , the dis-
tance estimates from Astraatmadja & Bailer-Jones (2016) and
accounts for extinction AK (estimated as described in Sect. 3.1).
The Dartmouth isochrones span ages from 0.25 to 15 Gyr and
metallicities from −2.48 to +0.56 with α-enhancement analo-
gous to the marcs atmosphere models1. Starting with a maxi-
mum likelihood mass and age estimation, MCMC samplers as
part of the emcee package (Foreman-Mackey et al. 2013) are
used to estimate masses and ages. Stellar ages and their uncer-
tainties are estimated by computing the mean value and standard
deviation of the posterior distribution. The stellar ages estimated
with the Elli code have typical uncertainties of 1.6 Gyr (median
of posterior standard deviations), which typically correspond
to less than 30%, see Fig. 7. As pointed out for example by
Feuillet et al. (2016), the posterior distribution does not neces-
sary follow a Gaussian. Although this is the case for the large
majority of our stars, we also provide the 5th, 16th, 50th, 84th,
and 95th percentiles to the community for follow-up studies.
Because the results of this study do not change significantly with
quality cuts for stellar ages, we do not apply them.

3.4. Binarity

The observational setup of the GALAH survey allocates one visit
per observation (with exception of pilot and validation stars).
Therefore, binaries or triples can usually not be identified via
radial velocity changes.

Here, we use both the tSNE classifications by Traven et al.
(2017), to identify obvious spectroscopic binaries, as well as
visual inspection to identify double-line binaries which are less
distinct from the tSNE classification. Within the sample, a binary
fraction of 4% has been identified with high confidence from
spectral peculiarities. Additionally, 338 probable photometric
binaries on the main sequence are identified which show a sig-
nificant deviation between spectroscopically determined log g or
Lbol with respect to photometrically determined ones. For these,
the suspected secondary contributes significantly to the luminos-
ity of the system without obvious features within the GALAH
spectra. These stars lie above the main sequence within a colour-
(absolute) magnitude diagram. We have identified the stars with
photometric quantities beyond what is expected for a single
star on the main sequence (shown as black dots in Fig. 8) by
using a Dartmouth isochrone with the highest age (15 Gyr) and
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Fig. 7. Distributions of stellar ages τ [Gyr] and their uncertainties. Left panel: distribution of uncertainties versus ages, middle panel: absolute age
uncertainties and right panel: relative age uncertainties. The majority of age estimates show uncertainties below 2 Gyr and relative uncertainties
below 30%.

metallicity (+0.56 dex). We note that some of these stars show
colour excesses. While these might have been mis-identified
as binaries, they are definitely peculiar objects (e.g. pre-main-
sequence stars), for which the pipeline is not adjusted and have
subsequently been neglected. We want to stress again, that iden-
tified binaries are excluded from the cleaned sample.

3.5. Abundance determination

With the stellar parameters estimated in Sect. 3.1, elemental
abundances are calculated in the following way:
1. Predefined segments of the spectrum are normalised and the

element lines chosen with two criteria. First, the lines have
to have a certain depth, that is, their absorption has to be sig-
nificant. We use the internal SME parameter depth to assess
this, see Piskunov & Valenti (2017).

2. The lines have to be unblended. This is tested by computing
a synthetic spectrum of the segment with all lines and one
only with the lines of the specific element. The χ2 difference
between the synthetic spectra for each point in the line mask
has to be lower than 0.0005 or 0.01 (the latter for blended but
indispensable lines), otherwise the specific point is neglected
for the final abundance estimation.

3. The abundance for the measured element is optimised using
up to 20 loops with the unblended line masks.

The selection of lines used for parameter and abundance analy-
sis and their atomic data is a continuation of the work presented
by Heiter et al. (2015b). The complete linelist is presented in
Buder et al. (2018).

Abundances are estimated assuming LTE, with the exception
of Li, O, Al, and Fe, for which we use corrections by Lind et al.
(2009), Amarsi et al. (2016a), Nordlander & Lind (2017), and
Amarsi et al. (2016b), respectively, to estimate non-LTE
abundances.

Solar abundances are estimated based on a twilight flat in
order to estimate the difference to the solar composition by
(Grevesse et al. 2007; G07). This difference for each element X,
that is, A(X)⊙ − A(X)G07

⊙ , is then subtracted from the element
abundance of the stars of the sample.

3.6. Kinematic parameters

For our target stars, the space velocities U, V , and W are
calculated using the galpy code by Bovy (2015), assuming
(U⊙,V⊙,W⊙) = (9.58, 10.52, 7.01) km s−1 (Tian et al. 2015) rel-
ative to the local standard of rest.
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Fig. 8. Colour magnitude diagram of the full GALAH+TGAS sam-
ple coloured by the parallax precision. The colour index is J − KS

from 2MASS photometry and absolute magnitude for KS , inferred
from 2MASS as well as distances D̟ and extinction AK . A Dartmouth
isochrone with age (15 Gyr) and metallicity (+0.56) is shown as white
curve. This is used to identify 338 dwarfs with photometry outside of the
expected range (above the white curve) for cool single main sequence
stars (MKS

> 2 mag), here shown in black. The identified stars are all
nearby and their reddening is negligible, especially in the infrared. We
note that for some stars, possibly mis-identified as binaries, the pho-
tometry indicates colour excesses or a pre-main-sequence stage, which
is still an important reason to eliminate them from the subsequent anal-
ysis, as the pipeline is not adjusted for these stars.

We estimate kinematic probabilities of our sample stars
to belong to the thin disc (D), thick disc (T D), and halo
(H) following the approach by (Bensby et al. 2014, see their
Appendix A) with adjusted solar velocities.

To estimate the Galactocentric coordinates and velocities
as well as the action-angle coordinates of the sample, we use
galpy. We choose the axisymmetric MWPotential2014 poten-
tial with a focal length of δ = 0.45 for the confocal coordi-
nate system and the galpy length and velocity units 8 kpc and
220 km s−1 respectively. We place the Sun at a Galactic radius
of 8 kpc and 25 pc above the Galactic plane. To speed up com-
putations, we use the actionAngleStaeckel method. We esti-
mate mean values and standard deviations of the action-angles
per star from 1000 Monte Carlo samples of the 6D kinemati-
cal space randomly drawn within the uncertainties. We neglect
the uncertainties of the 2D positions and estimate the standard
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Fig. 10. Metallicity distribution function of the GALAH+TGAS sam-
ple. The majority of the stars have solar-like metallicity, [Fe/H], within
±0.5. The distribution is skewed towards metal-poor stars between
−2.0 dex and −0.5 dex. The 5, 16, 50, 84, and 95 percentiles are
−0.45 dex, −0.28 dex, −0.04 dex, 0.17 dex, and 0.30 dex. respectively.
Mean metallicity and standard deviation as well as skewness and kurto-
sis are indicated in the plot and discussed in the text.

deviation of the distances from the 5th and 95th percentiles given
by Astraatmadja & Bailer-Jones (2016).

As shown in Fig. 9, the distance uncertainties are the domi-
nant source of the action uncertainties. While for excellent paral-
laxes (left panel), the scatter in the action estimates is negligible,
it becomes noticeable for parallaxes with uncertainties around
18%. For parallax uncertainties above 24%, the action uncer-
tainties increase to as high as 31%. From the samples depicted in
Fig. 9, one can see that these large uncertainties are particularly
common for stars with low angular momentum. Because of the
GALAH selection (observing in the Southern hemisphere and
leaving out the Galactic plane) as well as the density structure of
the disc with more stars towards the Galactic centre, we expect
stars with larger distances (and hence larger distance uncertain-

ties) to be situated at larger Galactic heights and smaller Galactic
radii than the Sun. The right panels in Fig. 9 confirm this expec-
tation. Stars with angular momenta comparable with the solar
value have usually precisely estimated actions. The latter stars
are also the majority of stars in the sample, as the histogram in
the right panel shows.

4. Results

In Sect. 4.1, we describe the stellar age distribution, before pre-
senting abundance and age trends in Sect. 4.2 and the kinematics
of the sample in Sect. 4.3. We note that the vast majority of the
dwarfs from the GALAH+TGAS sample are more metal-rich
than −0.5 dex, as seen in the metallicity distribution function in
Fig. 10. These stars have no intrinsic selection bias in metallicity
or kinematics.

From 10 000 Monte Carlo samples, we find the parame-
ters of the metallicity distribution to be 〈[Fe/H]〉 = −0.04,
σ[Fe/H] = 0.26, skewness = −0.667 ± 0.029, kurtosis4= −0.21 ±
0.23. The mean of our metallicity distribution is slightly lower
but consistent within the uncertainties to the one estimated by
Hayden et al. (2015) using APOGEE data for the same (solar)
Galactic zone5. The APOGEE distribution also shows a narrower
standard deviation (0.2 dex) around a mean value of +0.01 dex
and is less skewed (−0.53 ± 0.04) but more extended towards
the metal-rich and metal-poor tail of the distribution (with a
kurtosis of 0.86 ± 0.26). The kurtosis, a measure for the sharp-
ness of the peak, indicates that the APOGEE distribution has a
sharper peak than the GALAH distribution. The skewness indi-
cates that the GALAH sample contains in general also relatively
more metal-poor stars compared to the APOGEE sample. This
is possibly caused by the different selection functions of the
two surveys. GALAH avoids the Galactic plane (|b| ≤ 10 deg),

4 Here we follow Hayden et al. (2015) and define kurtosis as the fourth
standardised moment-3.
5 We refer to the Solar Galactic zone (7 < R < 9 kpc and |z| < 0.5 kpc),
which contains 99.5% of the GALAH+TGAS sample.
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Fig. 11. Distribution of stellar ages. The distribution peaks around 3 Gyr
and decreases towards higher ages. We stress that the exclusion of stars
with effective temperatures above 6900 K leads to fewer stars in the
clean sample, with ages below 2 Gyr. The peak of the distribution is
however not affected by this selection.

whereas APOGEE targets the plane where we expect relatively
more stars of the low-α-sequence that are more metal-rich than
[Fe/H] = −0.7.

4.1. Age distribution

The age distribution of the GALAH+TGAS sample is shown
in Fig. 11. It peaks between 3 and 3.5 Gyr, which is at an older
age than estimated by the studies of Casagrande et al. (2011) and
Silva Aguirre et al. (2018) who both placed the peak at approxi-
mately 2 Gyr. While this might be partially explained by a com-
bination of both selection function, and target selection effects,
we note that the exclusion of hot stars with effective temperatures
above 6900 K in our sample, see Sect. 2, affects primarily stars
with ages below the peak of the histogram. However, these hot
stars have an average maximum likelihood age of 1.5 ± 0.8 Gyr
and the location of the age peak does not change when including
them.

4.2. Age-[α/Fe]–[Fe/H] distributions

We detect abundances for up to 20 elements, which are presented
in Sect. A. For an extended overview of abundance trends for the
elements detectable across the whole GALAH range, we refer
the reader to Buder et al. (2018). For this study, we focus on the
α-elements and iron as well as their correlations with stellar age.
The combination of these three parameters is shown in Fig. 12.

The abundance patterns of α-elements in the Galactic discs
are expected to follow roughly a similar pattern according to the
stellar enrichment history by supernovae type Ia and II (see e.g.
Gilmore et al. 1989). While both types of supernovae produce a
variety of elements, there is a significant difference in the yields
of iron and α-elements and the time in the Galactic evolution,
when they each contribute to the chemical enrichment. Early in
the chemical evolution of the Galaxy, SN Type II dominate the
production of metals and large quantities of α-elements are then
produced (e.g. Nomoto et al. 2013). The timescales for SN Ia
are larger than those of SN Type II, with estimated intermedi-
ate delay times of around 0.42–2.4 Gyr (Maoz et al. 2012). After
this delay time, SN Ia fed material into their environment – but
with a larger yield ratio of iron to α-chain elements, therefore
decreasing the abundance ratio [α/Fe] while increasing [Fe/H]
(e.g. Matteucci & Francois 1989; Seitenzahl et al. 2013).

The combined α-element abundance is estimated for 99% of
our stars. For each of these stars, at least one α-process element
is detected and all significant measurements are combined with
their respective uncertainties as weight. Mg, Si, and Ti are the
most precisely measured elements and have the highest weight.
Hence, we note that the [α/Fe]-ratio, as defined here, is in prac-
tice very similar to the previously used error-weighted combi-
nation of Mg, Si, and Ti for GALAH DR1 (Martell et al. 2017)
and for the study by Duong et al. (2018). We see overall good
agreement in the [α/Fe] pattern with the stars in the solar vicin-
ity analysed by the APOGEE survey (Hayden et al. 2015), that
is, predominantly solar ratios for −0.7 and +0.5 dex and fewer
stars with increasing α-enhancement towards lower metallicity.
We discuss this bimodality further in Sect. 4.2 by inspecting
the quantitative distribution of [α/Fe] in several metallicity bins,
see Fig. 13. We stress that there is no unambiguous or univer-
sal definition of α-enhancement, but studies estimate and define
this parameter differently, which complicates comparison. Here-
inafter we use an average, weighted with the inverse of the errors,
of the four α-process elements (Mg, Si, Ca, and Ti) when we
refer to [α/Fe] and α-enhancement. We note that because our
definition of α-enhancement is driven by Ti as the most pre-
cisely determined element, our values are comparable with the
study by Bensby et al. (2014) based on Ti. Fuhrmann (2011) use
only Mg as tracer of the α-process ratio. All different definitions
hence induce possible systematic trends.

The [α/Fe]–[Fe/H] distribution is shown in Figs. 12a–c.
The pattern of our study agrees very strongly with the results

found by Ness et al. (2016) for APOGEE (see their Fig. 8) and
Ho et al. (2017a) for LAMOST (see their Fig. 5), all three show-
ing high age for the high-α sequence and younger ages for stars
on the low-α sequence. We note that stars with larger ages usu-
ally have larger absolute age uncertainties. In contrast to the
expected rather monotonic trend between α-enhancement and
stellar age (especially at constant metallicity), we note that around
−0.4< [Fe/H]< 0, young and fast rotating stars are dominating
the interim-[α/Fe] regime. For hotter stars with ν sin i> 15 km s−1,
the estimated iron abundances A(Fe) are typically lower than the
one of slow rotators. While this could be a trend introduced by
the analysis approach that depends on sufficiently deep metal
lines, another possibility is an actual correlation between [Fe/H]
and rotation. An analysis of this correlation is complex and
beyond the scope of this paper. When we neglect such stars (10%
of the sample), the trend of stellar age and [α/Fe] is monotonic.

For the high-α metal-rich regime, a mix of different ages is
noticeable, with an age spread up to 4 Gyr. We take a closer look
at this region in Sect. 5.

To assess how distinct the two α-enhancement sequences are
at different metallicities, we plot the histograms for five 0.15 dex-
wide metallicity bins in Fig. 13. By eye, two clear peaks can only
be identified for the three lower metallicities with decreasing
separation. However, the fit of two Gaussians recovers the two
peaks for all five distributions. For the most metal-poor bin, the
α-enhanced stars are more numerous with an enhancement of
0.25 ± 0.03 dex, compared to the low-α stars at 0.13 ± 0.06 dex.
We note that even the low-α stars are slightly enhanced at these
metallicities. At higher metallicities, the mean enhancement of
the low-α sequence decreases gradually to become solar at solar
metallicity.

The enhancement of the high-α sequence decreases more
steeply down to 0.04±0.05 dex at solar metallicity. The peaks of
the two (forced) sequences are thus consistent within one sigma
(indistinguishable) at solar metallicity. We stress that in our fit
we forced two Gaussian distributions and the actual distribution
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Fig. 12. Diagrams of the age-[Fe/H]–[α/Fe] distribution in three rotating visualisations (top to bottom). Panels a–c: [α/Fe] both as a function of
[Fe/H]. Panels d–f and g–i: [α/Fe] and [Fe/H] as a function of age, respectively. We show the density distributions in the left panels (a), (d), and
(g). The same distributions are shown with bins coloured by the median age, [Fe/H], and [α/Fe] in the middle panels (b), (e), and (h), respectively.
Right panels: same distributions coloured by the standard deviation of age, [Fe/H], and [α/Fe] in the middle panels (c), (f), and (i), respectively.
Dots are used for individual stars in sparse regimes instead of density bins. In (panel g), we also show the mean metallicity (red line) and dispersion
(red dashed line) as a function stellar age. The mean is decreasing with age from 0.04 to −0.56 dex, while the dispersion is increasing with stellar
age from 0.17 to 0.35 dex. See text in Sect. 4.2 for detailed discussion.

looks like a positively skewed Gaussian distribution. This means
that an assignment to the high- or low-α sequence based on a
given [α/Fe] threshold (for example Adibekyan et al. 2012) is
significantly less accurate or meaningful than in the metal-poor
regime (see also Duong et al. 2018).

The widths of the Gaussian fits to the high and low-α
sequence are of order 0.02–0.08 dex for [α/Fe] and similar to
our measurement uncertainties and we note that the separation
between the two sequences in the metal-poor regime is larger
than this.
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Fig. 13. α-enhancement [α/Fe] over metallicity [Fe/H] for all metallicities (upper left panel). The blue bars indicate the metallicity bins, which
are used to select stars to estimate the α-enhancement distribution in corresponding blue at different metallicities in the other panels, with mean
[Fe/H] indicated in the upper left or right corner. Two Gaussian distributions are fitted to the data with mean values indicated by the red lines and
their distribution in black. Mean and standard deviation of the two Gaussians are annotated in each panel. See Sect. 4.2 for detailed discussion.

The [α/Fe]-age distribution is shown in Figs. 12d–f. The
main findings from these panels are:

The mean α-enhancement stays rather constant at [α/Fe] ∼
0.05 up until 8 Gyr and then increases with stellar age. A com-
parison of our relation with the one found for the stars analysed
by Bensby et al. (2014), see left panel of Fig. 14, shows that the
observed relations agree within their measurement uncertainties.

We find 6% of the stars below 8 Gyr with [α/Fe] > 0.125.
The corresponding fraction for stars older than 11 Gyr is 60%.
This indicates a small jump around 8–10 Gyr (from mean
[α/Fe] ∼ 0.05−0.09) between high and low-α enhancement, as
also found by Haywood et al. (2013). At around 8–12 Gyr, we
note a large range of metallicity in these coeval stars.

We find 67 stars among the young ones (that is, 4978 stars
with <6 Gyr), that are significantly α-enhanced ([α/Fe] > 0.13)
with normal rotational velocities (and another 59 with ν sin i >
15 km s−1). With ∼0.9% of our sample (∼1.8% when includ-
ing the fast rotators), their ratio is in agreement with the sam-
ple analysed by Martig et al. (2015), who found 14 out of 1639
stars to be α-rich and similar to most of the ratios of other
samples listed by Chiappini et al. (2015). Looking only at the
young stars (<6 Gyr) our ratio of 1.4–2.5% is however smaller
than the one found by Martig et al. (2015) of 5.8%, pointing
towards a different age distribution of the two different sam-
ples (containing either only giants or main sequences/turn-off
stars). The 59 (47%) of the young α-rich stars in our sample
with increased broadening are all hotter than 6000 K. We want
to stress that for such stars the broadening in addition to the
decreasing line strengths due to the atmosphere structure make
the parameter estimation more uncertain than for the rest of our
sample.

Among the old stars (>11 Gyr), we find that a significant
fraction of the sample (30%), are low-α stars ([α/Fe] < 0.125),
in contradiction to Haywood et al. (2013). These stars are pri-
marily cool main sequence or subgiant stars with metallicities
above −0.5 dex, which causes their ages to have larger error
bars. Silva Aguirre et al. (2018) also found such stars among

APOGEE giants from the Kepler sample of stars, using aster-
oseismology to determine precise ages (see their Fig. 10).

Haywood et al. (2013) claim a rather tight correlation
between age and α-enhancement for the old high-α stars. How-
ever, Silva Aguirre et al. (2018) do not see evidence for such a
tight relation. Our sample implies a tight trend, but is limited
by the small number of these stars and we can not draw strong
conclusions regarding the dispersion of chemistry and age.

The [Fe/H]-age distribution is depicted in Figs. 12g–i and
shows:

With increasing stellar age, the mean metallicity, indicated
with a red line in panel (g), decreases steadily and non-linear
from 0.04 at 1 Gyr to −0.56 at 13 Gyr respectively, but also with
increasing dispersion. The recent study by Feuillet et al. (2018)
finds that in their sample both the lowest [Fe/H] and highest
[Fe/H] stars are older than the solar abundance stars and the iron
abundance is hence less useful than [α/Fe] to predict age.

The [Fe/H] dispersion increases with stellar age from 0.17 at
2 Gyr to 0.23 at 5 Gyr, then only marginally to 0.25 at 9.5 Gyr
and finally 0.35 at 13 Gyr, as the red dashed line shows in
Fig. 12g. The trend has been calculated in bins of 1.5 Gyr, simi-
lar to the median age uncertainties, and each containing at least
50 stars.

Between ages of 0 and 8 Gyr, we see a rather flat mean metal-
licity with a spread of 0.5 dex around solar metallicity. In this age
range, stars with lower metallicities (<−0.25) show an increase
of α-enhancement of up to around 0.1 dex.

Above ages of 8 Gyr, metal-poor stars with [Fe/H] < −0.25
exhibit a decreasing trend of metallicity with increasing stel-
lar age. We can not confirm the tight age-metallicity distribu-
tion for the oldest stars due to the small sample of these stars,
although we note indications of a tight overdensity. Few old
stars around solar metallicity stand out, as also found in previ-
ous studies by (Casagrande et al. 2011, see their Fig. 16). These
stars cause an increased dispersion, which is in agreement with
the continuously increasing dispersion also seen at lower ages
(see Fig. 12g). Similar results are found by (Haywood 2008b,
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Fig. 14. Comparison of the relations of stellar age and mean metallicity [Fe/H] (left) as well as mean [α/Fe] (right) for the stars of this study
(black) and the stars from Bensby et al. (2014; blue), showing that the two relations agree between the studies within their uncertainties. The data
points are calculated in 1.5 Gyr steps from 1 to 14.5 Gyr) and the errors are the means of the age uncertainties as well as the standard deviations
for the mean [Fe/H] and [α/Fe], respectively.

see their Fig. 1), who interpreted this trend as an observational
signature of radial migration. We follow this up, when including
kinematics, in the following section.

We find that the old stars of the sample are more α-enhanced.
The oldest stars (above 11 Gyr) are most metal-poor and α-
enhanced (around 0.25 dex at metallicity [Fe/H] ∼ −0.5), while
slightly younger stars (still above 8 Gyr) are less α-enhanced and
more metal-rich (around 0.15 dex at solar metallicity). Most of
the stars of the sample exhibit slightly increased or solar [α/Fe]
and are on average younger than 6–8 Gyr, but the sample also
contains a minority of old stars (around 8 Gyr) with low metallic-
ity (around −0.6 dex) and only slight α-enhancement. We assess
and discuss these results in more detail in Sect. 5.

4.3. Kinematics

To get an overview of the kinematical content of the
GALAH+TGAS overlap, we first examine the 3D velocities. We
then use these velocities to assign membership probabilities to
different Galactic components.

From the Toomre diagram in Fig. 15, we can deduce that
most stars belong to the disc, because their total velocities are
lower than 180 km s−1, which is typically adopted as a good limit
of halo kinematics (Venn et al. 2004; Nissen & Schuster 2010).
This was expected from the target selection (De Silva et al.
2015). Most of the sample shows an azimuthal relative veloc-
ity close to the local standard of rest, that is, |V | < 50 km s−1 and
also U and W are close to the local standard of rest, indicating
a solar-like motion in the thin disc. However, there are stars that
also show large deviations from the thin disc kinematics, with
total velocities larger than 100 km s−1 relative to the local stan-
dard of rest. In previous studies, such stars have been identified
as thick disc stars, based on a hard limit of 70 km s−1 (Fuhrmann
2004).

Adopting hard limits to separate populations is however
not appropriate when it comes to kinematics, as both thin
and thick disc populations show significant dispersions in their
characteristic space velocities (Nordström et al. 2004). Several
more sophisticated approaches have been implemented (see e.g.
Reddy et al. 2006; Ruchti et al. 2011; Bensby et al. 2014). To
begin with, we follow the approach by Bensby et al. (2014) to
estimate the probability of each star to belong to one of the Milky
Way components thin disc (D), thick disc (TD) or halo (H) by
their kinematical information including the population velocity
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Fig. 15. Toomre diagram of the sample from the perspective of the local
standard of rest (LSR). Colour indicates the kinematic probability ratio
of thick-to-thin disc membership, estimated in Sect. 3.6. For 12 stars
(marked as enlarged black dots), the kinematic membership probabili-
ties point to neither thick or thin disc membership, but actually the halo.
Dashed circles indicate total velocities in steps of 50 km s−1. The major-
ity of the stars shares similar velocities to the local standard of rest and
their kinematic membership ratio T D/D points towards the thin disc.
Fewer stars are seen with total velocities above 100 km s−1 and they
typically show lower space velocities V . These stars have a significantly
higher T D/D ratio, characterising them as thick disc stars.

dispersions. The probability is influenced by the velocity distri-
bution (assumed to be Gaussian), rotation velocities, as well as
the expected ratio of stars among the components (Bensby et al.
2003). Similar to Bensby et al. (2014) we subsequently use the
ratios of the membership probabilities.

For each component, it is possible to separate the sample
into most likely thick disc stars (T D/D > 10) and most likely
thin disc stars (T D/D < 0.1), as shown in Fig. 16. The 12 stars,
that fit the kinematics of the halo best, are marked as big black
circles and contribute 0.16% to the sample. Almost all of these
stars show a total space velocity of more than 180 km s−1 and
would also be identified as halo stars with the simplified velocity
criteria.
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Most of the GALAH+TGAS dwarfs are most likely to be
affiliated with the thin disc, while only a small fraction belongs
to either thick disc or halo. For a very large fraction of the stars
however, the probability ratio is indecisive.

While the analysis of kinematics with the classical Toomre
diagram is a powerful tool for a small volume, the approxima-
tions (assuming similar positions and velocities) are less appro-
priate for larger volumes. We therefore include another way to
interpret the kinematical information by calculating action-angle
coordinates and characterise orbits with integrals of motion as
proposed by McMillan & Binney (2008).

Contrary to U, V , and W, the three orbit labels, the actions
JR, JΦ = Lz, and Jz, allow us to quantify and compare orbits of
stars independent of their position relative to the Sun or the local
standard of rest. The distribution of the three actions is shown
in Fig. 17 and shows that most of the stars have similar orbits
to the Sun, meaning low eccentricities and radial actions JR,
low vertical oscillations and vertical actions Jz, and azimuthal
actions similar to the one of the Sun (with LZ,⊙ = R⊙ · νΦ,⊙ =
8 kpc · 220 km s−1 = 1760 kpc km s−1). However there are sev-
eral stars with JR > 75 kpc km s−1 on more eccentric orbits,
which manifests in mean stellar radii either significantly closer
to (Lz ≪ Lz,⊙) or further away from (Lz ≫ Lz,⊙) the Galac-
tic center. We follow this up in Sect. 5, when analysing angular
momenta of the individual stars with different ages and chem-
istry, see Fig. 18.

5. Discussion of chemodynamics of the Galactic

disc

The previous discussion highlighted that we report a signifi-
cant change of chemistry around the stellar age of 8–10 Gyr.
Haywood et al. (2013) and Bensby et al. (2014) used this to estab-
lish population assignments based on ages alone or ages and
chemistry combined. Haywood et al. (2013) made a seemingly
more arbitrary cut in the [α/Fe]-age. By assessing the [α/Fe]–
[Fe/H] relation at different stellar ages, we take a closer look at

the transition phase in Fig. 18. This slicing into mono-age popu-
lations has already been performed on output from numerical sim-
ulations (see e.g. Bird et al. 2013; Martig et al. 2014). However it
has, to our knowledge, not yet been applied to observational data,
especially chemical composition, beyond the analysis of the age-
metallicity structure (see e.g. Mackereth et al. 2017).

In Fig. 18, we plot age bins; we can therefore focus on spe-
cific ages rather than age sequences. For each of the 1 Gyr bins,
we show the [α/Fe]–[Fe/H] plane and colour the stars by their
angular momentum, which is a function of Galactic radii. Our
main findings are:

The oldest stars (>13 Gyr) are mostly α-enhanced and metal-
poor and have not been significantly enriched by SN Ia because
they were born before the delay time of SN Ia was reached.
Their spread in metallicities can be explained by different SN II
masses and and frequencies, as well as gas mixing efficiencies,
in the progenitor clouds. Their angular momentum shows that
stars older than 13 Gyr are usually located closer to the Galactic
centre with mean Lz = 1060 ± 600 km s−1, which corresponds to
an average Galactocentric distance of 4.8 ± 2.7 kpc.

We note however, four stars with roughly solar metal-
licities older than 13 Gyr, which could be unidentified bina-
ries because of their proximity to the main sequence binary
sequence. Such stars have also been found by (Casagrande et al.
2011, see their Fig. 16), (Bensby et al. 2014, see their Fig. 21),
and (Silva Aguirre et al. 2018, see their Fig. 10). Their angu-
lar momenta and actions point towards solar-like orbits for
half of them or eccentric orbits with significantly lower angu-
lar momenta than the Sun for the other half. The presence of
these stars could be explained via chemical evolution, radial
migration, but also influence of the bar. The recent study by
Spitoni et al. (2019) showed, that a revision of the “two-infall”
model can explain the presence of old stars with −0.5 <
[Fe/H] < 0.25 and [α/Fe] < 0.05. Such stars have however
also been found in the inner disc (Hayden et al. 2015) and even
the bulge (see e.g. Bensby et al. 2017). The latter found even a
high fraction of one-third of low-α stars among the old stars.
However the models by Spitoni et al. (2019) are not able to fully
recover for example the age distribution and additional dynamic
process are needed to explain the observed data. If we assume
radial migration of such stars, we expect also them to arrive in
our solar neighbourhood. Models for radial migration (see e.g.
Frankel et al. 2018) however usually aim to model the secular
evolution of stars and hence currently focus on stars younger
than 8 Gyr. We do however not see a reason why the oldest stars,
which clearly exist in the inner Galaxy (Hayden et al. 2015;
Bensby et al. 2017) should not have migrated in a similar manor
as the younger stars within the lookback time of the migration
models. Further analyses beyond the scope of this paper will
hopefully help to pin down the more likely reason for the pres-
ence of the old stars with solar [Fe/H] and [α/Fe]. Another expla-
nation that can be tested with more extended data sets is the
radial migration due to the influence of the Milky Way bar (see
e.g. Grenon 1999; Minchev & Famaey 2010).

Stars between 12 and 13 Gyr exhibit more iron than the old-
est stars although at similar [α/Fe]. In the metal-poor regime
([Fe/H] < 0), the high-α stars have lower angular momen-
tum than the Sun (〈Lz〉 = 1267 ± 389 kpc km s−1 with
mean Lz uncertainties of 63 kpc km s−1), while more metal-
rich stars ([Fe/H] > 0) have angular momenta (〈Lz〉 = 1513 ±
262 kpc km s−1 with mean Lz uncertainties of 46 kpc km s−1)
closer to the solar one (Lz,⊙ = 1760 kpc km s−1).

Below 12 Gyr, all stars except three outliers have metallic-
ities above −1.0 dex. Between 12 and 9 Gyr, the stars on the
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Fig. 17. Distribution of the sample stars in the R−z plane (top left) as well as the three actions JR−Jz (top right), JR−Jφ = Lz (bottom left), and
Jz−Lz (bottom right). With exception of the top left panel (coloured by parallax precision), colour indicates the number of stars per bin in each
panel, with a lower limit of five stars per bin. Individual stars outside the bins are shown as black dots. Top left panel: increasing distance from
the Sun, the parallax precision decreases. It also shows that with the exception of two special pointings, the Galactic plane (|b| < 10 deg) is
neglected by GALAH. The individual action angle plots show that most of the stars move on circular orbits with solar Galactocentric orbit and
angular momentum. Top right corner: decreasing density with a diagonal pattern up to a line which intercepts with JR at 150 kpc km s−1 and Jz

at 20 kpc km s−1 and with only few stars with larger actions. The JR−Lz shows trends of a minority of stars to be on eccentric orbits which have
their apocentre in the solar neighbourhood (sub-solar Lz and increased JR) or eccentric orbits with pericentres in the solar vicinity (super-solar Lz

and increased JR). While stars do not show increased vertical actions in the Jz−Lz plane (bottom right), an increase vertical actions can be seen for
stars with solar angular momentum.

high-α sequence become gradually less α enhanced and show
increasing metallicities, hence indicating a continuous evolution
of high-alpha stars along this sequence. This is consistent with
the increasing enrichment of the ISM by SN Ia with a delay time
distribution (see e.g. Maoz et al. 2012), producing significantly
more iron than SN II. Their angular momenta are on average still
significantly lower than the solar one. This indicates a continu-
ous evolution of high-α stars along this sequence. We want to
stress that these stars are still slightly α-enhanced, even at solar
metallicities. Below 9 Gyr, only a few stars are on the high-α
sequence and almost none below 7 Gyr.

Similar to previous studies (Lee et al. 2011; Haywood et al.
2013) we find a gradual increase of angular momentum and
rotational velocity with metallicity among the alpha-enhanced
metal-poor stars, which are is also correlated with age above
10 Gyr. For stars below 10 Gyr (but even more pronounced for
stars below 8 Gyr), the angular momentum decreases with metal-
licity, as shown in Fig. 19.

Around 10 Gyr and at younger times, stars at the metal-poor
end of the low-α sequence appear. This finding is consistent with
previous results by (Haywood et al. 2013, see their Fig. 8). The
angular momenta of many of them indicate an origin at larger
Galactic radii, that is, they are only visitors to the solar neigh-

bourhood, in agreement with findings by Haywood (2008b) and
Bovy et al. (2012).

Between 3 and 9 Gyr, the full range of metallicities from
−0.7 up to 0.5 at the low-α sequence is covered. The stars at
the low-α metal-poor end show on average significantly larger
angular momenta than the Sun, an opposite trend with respect
to the high-α stars. The angular momenta of metal-rich stars
(1640± 180 kpc km s−1) are on average lower than the solar one.

At younger times than 3 Gyr, the spread in metallicities
decreases and stars younger than 2 Gyr only cover metallicities
between −0.3 and 0.3. We note that our cut for hot stars, see
Sect. 2) has cut out most of the stars with ages below 2 Gyr,
see Sect. 4.1. Casagrande et al. (2011) have found, however, that
nearby stars younger than 1 Gyr also only cover the range of
−0.3 < [Fe/H] < 0.2 (see their Fig. 16).

Similar conclusions of a gradual chemical enrichment of
the high-α sequence with time can be drawn from the data by
(Hayden et al. 2017, see their Fig. 3), as well as from the analy-
sis of Auriga simulations (Grand et al. 2018).

Finally, we revisit the α-enhancement of the sample, but dis-
sect the sample by the kinematic probability of belonging to the
thick or thin disc. These probabilities are estimated in Sect. 3.6
and we use them to recreate Fig. 19 from Bensby et al. (2014)
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Fig. 18. α-enhancement, [α/Fe] with [Fe/H] in different age bins. Top left panel: distribution of all stars and mean angular momenta Lz are shown
in bins with more than five stars. The other panels show the stars bins of stellar age, ranging from above 13 Gyr (second left panel) to below
2 Gyr (bottom right panel). Colour indicates the angular momentum of each star, estimated in Sect. 3.6. The text in each panel indicates the age
and respective number of stars. Fiducial lines indicate the low-α and high-α sequences to guide the eye. This plot shows, that stars with high-α
enhancement have generally lower angular momentum, while stars in the low-α sequence, have mostly solar momentum. We note however that the
metal-rich low-α stars have in general lower angular momenta than metal-poor stars with comparable α-enhancement. For a detailed discussion of
the panels see Sect. 5.
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Fig. 19. Angular momentum Lz as a function of metallicity [Fe/H]. Stars
with ages below 8 Gyr are shown in a blue density plot and those with
ages above 10 Gyr as red dots. For both sets, mean angular momenta
have been calculated in 0.25 dex steps in [Fe/H] for bins with more than
50 entries and are shown with mean [Fe/H] error and a combination of
LZ uncertainty and standard deviation of the mean Lz as error bars. The
solar angular momentum is indicated with a dashed line.

with the GALAH+TGAS sample. From this dissection in Fig. 20
we conclude:

Stars that are kinematically more than ten times more likely
to be part of the thick disc population (top panel), are mostly on
the high-α sequence. We note that in contrast to Bensby et al.
(2014), these stars are not all metal-poor, but also cover the
high-αmetal-rich regime. These stars are however almost exclu-
sively older than 8 Gyr. The sample from Bensby et al. (2014) is
expected to cover relatively more metal-poor stars, because they
selected their sample specifically with the aim to trace the metal-
poor limit of the thin disc, the metal-rich limit of the thick disc,
the metal-poor limit of the thick disc.

Stars that are 2–10 times as likely to belong to the thick disc
(2 < T D/D < 10) and those with inconclusive kinematics (0.5 <
T D/D < 2) cover both the high- and low-α metal-rich regime as
well as a larger range of ages.

At the lowest probabilities of belonging to the thick disc
(T D/D < 0.5), the stars are on average young (5.0 ± 2.2 Gyr)
and cover the low-α sequence. However, there are still noticeable
amounts of stars in the high-αmetal-rich regime ([Fe/H] > −0.1
and above the dashed line, including stars older than 8 Gyr. This
implies that there is no distinct kinematical separation of popu-
lations in the metal-rich regime and a significant overlap in kine-
matic properties is present.

6. Conclusions

The combination of spectroscopic data from the high-resolution
GALAH survey and the astrometric data from the Tycho-Gaia
Astrometric Solution (TGAS) spans a high-dimensional space
of chemodynamical information. In this study, we have analysed
7066 dwarf and turn-off stars of this overlap. Our main results
are summarised as follows.

6.1. Abundance and age trends

1. We show that our parameter and abundance estimates mea-
sured with the GALAH pipeline are accurate and precise.

2. Our selected stars are all within the solar vicinity and con-
sist mostly of young stars with metallicities from −0.7 dex
up to +0.5 dex as shown by the age and metallicity
distributions.
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Fig. 20. [α/Fe] as a function of [Fe/H] selected based on the kinematic
probabilities of belonging to the thin or thick disc T D/D from kine-
matics. Colour indicates the estimated age. Analogous to Fig. 19 of
Bensby et al. (2014), the abundance plateau of the thick disc and the
decrease for thin disc have been plotted in black to guide the eye. While
stars with highly thick-disc like kinematics (two upper panels) follow
the high-α sequence, numerous stars with thin-disc like kinematics are
also seen in the high-αmetal-rich regime. However, most stars with thin
disc like kinematics (T DD < 0.5 two lower panels) follow the low-α
sequence. See Sect. 5 for further discussion.

3. We report stellar parameters (including iron in non-LTE),
18 element abundances in LTE, an error-weighted α-process
element abundance in LTE, and Li as well as O abundances
in non-LTE. We show that non-LTE corrections for the O
triplet are a vital requirement for accurate abundance esti-
mation of stars in different evolutionary stages.

4. We show in Fig. A.1, that the abundance trends estimated for
the GALAH+TGAS sample agree well with previous stud-
ies with higher spectral quality. Due to the larger number
statistics and the selection of our stars, we are able to assess
abundance trends of the low-α sequence in more detail than
previous studies.

5. Among the studied elements, we find the expected similari-
ties of abundance trends among the α-elements Mg, Si, Ca,
and Ti. O, however, shows a significantly steeper decrease
with metallicity and no flattening at super-solar metallici-
ties and was hence not treated as an α-element. The odd-
Z elements Na and Al show similar increasing abundances
towards the super-solar metallicities. We note that these
trends also agree with those observed for the iron-peak ele-
ments Ni, Cu, and Zn.

6. We find significant trends of abundances with stellar age for
α- and s-process elements, see Fig. A.2, similar to previous
studies of solar twins (Nissen 2015; Spina et al. 2016) and
dwarfs in general (Bensby et al. 2014).
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6.2. The age-[α/Fe]–[Fe/H] relationship

1. We recover the same pattern of the [α/Fe]–[Fe/H] in com-
bination with age as previous studies (e.g. Ness et al. 2016;
Ho et al. 2017a), namely that the high-α sequence is mainly
consisting of old stars, while the low-α sequence covers ages
usually below 8 Gyr. We note however, that at the the low-α
metal-rich and low-α metal-poor regime, we also find stars
with ages between 8 and 10 Gyr.

2. When using age and chemistry together, the high-α metal-
rich stars can be well explained to be part of a popula-
tion formed from the same material as the canonical (lower
metallicity) thick disc, although significantly enriched by
both SN II and Ia. This is in contradiction to the claim by
Adibekyan et al. (2012), but backed up by stellar kinematics.
The angular momenta of the high-α metal-poor and high-α
metal-rich stars are both significantly and consistently lower
than the solar value. We conclude that these stars belong to
the high-α sequence rather than representing a distinct pop-
ulation.

3. At solar and super-solar metallicity, both old and young stars
as well as slightly α-enhanced and solar [α/Fe] stars are
observed. We have shown in Fig. 13, that in this regime, the
two distinct α-sequences (as seen for [Fe/H] < 0) become
indistinguishable in [α/Fe] vs. [Fe/H]. We conclude, sim-
ilarly to Haywood et al. (2013), that stellar age is a better
identifier and discriminator of formation origin than metal-
licity, especially at high metallicity. Stellar age, when avail-
able, is more fundamental than an arbitrary cut in [α/Fe] for
the purpose of understanding Milky Way populations.

4. The decreasing spread of metallicities for stars younger than
4 Gyr is strong support for radial migration. Radial migra-
tion predicts that stars will change their orbits after they
have been born. The panel of Fig. 18 with stars below 2 Gyr
shows a narrower range in metallicity compared to the panel
for stars with ages of 3–4 Gyr. With increasing age, stars
are observed at lower and higher metallicity ranges. Yet,
there are no stars with metallicities at −0.5 and 0.5 dex
for the youngest ages, although the GALAH selection is
not biased against these stars. At increasingly younger ages
we preferentially see stars formed in the solar neighbour-
hood, whereas older stars did not have time to migrate to
this location. Therefore, we only see stars formed in the
solar neighbourhood. This observational support for radial
migration in the thin disc has also been found in other
studies (see e.g., Haywood 2008a; Feuillet et al. 2016) and
tested by comparison with models including radial migra-
tion by Feuillet et al. (2018). We stress however, that we
excluded stars with Teff > 6900 K from this study, which
are mostly younger than 3 Gyr. While we advice caution that
our result might be biased, Casagrande et al. (2011) have
found a similar spread of [Fe/H] for stars below 1 Gyr in their
analysis.

6.3. Chemodynamics of the disc in the Solar vicinity

1. Our sample includes a small fraction of stars of the distinctly
old (>10 Gyr) and α-enhanced ([α/Fe] > 0.3) thick disc.
These stars are also kinematically consistent with the chem-
ically defined thick disc.

2. Stellar age does not change after the birth of a star. How-
ever, kinematic properties of stars from different populations
overlap and might also change. Thus, age should be a more
reliable definition of a population.

3. Independent of the population assignment of the high-α-
metal-rich stars (see Sect. 6.2), their kinematics (e.g. their
lower angular momentum compared to the Sun) indicates,
that they have migrated towards us via blurring, meaning
they are on eccentric orbits with mean radii closer to the
Galactic center.

4. Around ages of 8–10 Gyr, stars at the metal-poor end of the
low-α disc are identified. When including kinematical infor-
mation, we find a large number of these stars to be from out-
side the solar neighbourhood (on eccentric orbits with mean
radii further out). At the metal-rich end of our sample, the
kinematical information points to a significant number of
stars from the inner radii on eccentric orbits. This result is
in agreement with the seminal paper by (Edvardsson et al.
1993, see their Fig. 22) and confirms blurring as reason for a
broad age-metallicity relation at different radii.

6.4. Future investigations

The follow-up of our study with more detailed studies focus-
ing of certain aspects of the high-dimensional chemodynami-
cal space is promising. Anders et al. (2018) have shown that the
chemical space can be dissected by using t-distributed stochas-
tic neighbour embedding. For the high-α metal-rich regime they
find that these stars are different from the classical thick disc.
They find however, that the stars in this regime are spread within
the t-SNE distribution, indicating an evolution within this regime
(see their Fig. 1). The application of their approach onto our data
is promising but beyond the scope of this paper.

In this study, we have shown that non-LTE corrections play
a crucial role for several elements. We suggest a detailed further
investigation of 3D and non-LTE effects for other elements. We
are working on extending the non-LTE implementation and apply
them to seven elements in GALAH DR2 (Buder et al. 2018).

A quantitative study of the correlation of element abundances
and stellar ages for the stars of our sample could explore the influ-
ence of other parameters on the [Y/Mg]-age correlation beyond
the solar twins (Nissen 2015; Spina et al. 2016), to test the hypoth-
esis by Feltzing et al. (2017), that the [Y/Mg]-age relation is
unique to solar analogues. Such analyses can be performed on
all different elements, especially when using the second public
Data Release from the GALAH survey (Buder et al. 2018) and
the second Gaia Data Release. With this large set of abundances,
ages, and kinematics, it will also be possible to identify clumps in
chemodynamical space or stellar streams (see e.g. Quillen et al.
2018). A central point of Galactic archaeology in the future will
also be the improvement of stellar age estimation.
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L109

Feuillet, D. K., Bovy, J., Holtzman, J., et al. 2016, ApJ, 817, 40
Feuillet, D. K., Bovy, J., Holtzman, J., et al. 2018, MNRAS, 477, 2326
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J. 2013, PASP, 125,

306
Frankel, N., Rix, H.-W., Ting, Y.-S., Ness, M., & Hogg, D. W. 2018, ApJ, 865,

96
Freeman, K., & Bland-Hawthorn, J. 2002, ARA&A, 40, 487
Fuhrmann, K. 2004, Astron. Nachr., 325, 3
Fuhrmann, K. 2011, MNRAS, 414, 2893
Gaia Collaboration (Brown, A. G. A., et al.) 2016, A&A, 595, A2
Gao, X., Lind, K., Amarsi, A. M., et al. 2018, MNRAS, 481, 2666
García Pérez, A. E., Allende Prieto, C., Holtzman, J. A., et al. 2016, AJ, 151,

144
Gezari, D., Pitts, P., & Schmitz, M. 2000, Catalog of Infrared Observations

(Version 5.1), available: http://ircatalog.gsfc.nasa.gov/cio_

homepage.html [27-Mar.-2015] (Greenbelt, MD: NASA/Goddard Space
Flight Center)

Gilmore, G., & Reid, N. 1983, MNRAS, 202, 1025
Gilmore, G., Wyse, R. F. G., & Kuijken, K. 1989, ARA&A, 27, 555
Gilmore, G., Randich, S., Asplund, M., et al. 2012, The Messenger, 147, 25
Grand, R. J. J., Bustamante, S., Gómez, F. A., et al. 2018, MNRAS, 474, 3629
Grenon, M. 1999, Ap&SS, 265, 331
Grevesse, N., Asplund, M., & Sauval, A. J. 2007, Space Sci. Rev., 130, 105
Gustafsson, B., Edvardsson, B., Eriksson, K., et al. 2008, A&A, 486, 951
Hayden, M. R., Bovy, J., Holtzman, J. A., et al. 2015, ApJ, 808, 132
Hayden, M. R., Recio-Blanco, A., de Laverny, P., Mikolaitis, S., & Worley, C. C.

2017, A&A, 608, L1
Haywood, M. 2008a, A&A, 482, 673
Haywood, M. 2008b, MNRAS, 388, 1175
Haywood, M., Di Matteo, P., Lehnert, M. D., Katz, D., & Gómez, A. 2013, A&A,

560, A109
Heijmans, J., Asplund, M., Barden, S., et al. 2012, in Ground-based and Airborne

Instrumentation for Astronomy IV, Proc. SPIE, 8446, 84460W
Heiter, U., Jofré, P., Gustafsson, B., et al. 2015a, A&A, 582, A49
Heiter, U., Lind, K., Asplund, M., et al. 2015b, Phys. Scr, 90, 054010
Helmi, A., Veljanoski, J., Breddels, M. A., Tian, H., & Sales, L. V. 2017, A&A,

598, A58
Henden, A. A., Templeton, M., Terrell, D., et al. 2016, VizieR Online Data

Catalog, II/2336
Ho, A. Y. Q., Ness, M. K., Hogg, D. W., et al. 2017a, ApJ, 836, 5
Ho, A. Y. Q., Rix, H.-W., Ness, M. K., et al. 2017b, ApJ, 841, 40
Høg, E., Fabricius, C., Makarov, V. V., et al. 2000, A&A, 355, L27
Ivanova, D. V., & Shimanskiı̆, V. V. 2000, Astron. Rep., 44, 376
Iwamoto, K., Brachwitz, F., Nomoto, K., et al. 1999, ApJS, 125, 439
Jofré, P., Heiter, U., Soubiran, C., et al. 2014, A&A, 564, A133
Jofré, P., Heiter, U., Worley, C. C., et al. 2017, A&A, 601, A38
Kobayashi, C., & Nakasato, N. 2011, ApJ, 729, 16
Kobayashi, C., Umeda, H., Nomoto, K., Tominaga, N., & Ohkubo, T. 2006, ApJ,

653, 1145
Kobayashi, C., Karakas, A. I., & Umeda, H. 2011, MNRAS, 414, 3231
Kos, J., Lin, J., Zwitter, T., et al. 2017, MNRAS, 464, 1259
Kunder, A., Kordopatis, G., Steinmetz, M., et al. 2017, AJ, 153, 75
Kushniruk, I., Schirmer, T., & Bensby, T. 2017, A&A, 608, A73
Lee, Y. S., Beers, T. C., An, D., et al. 2011, ApJ, 738, 187
Lin, J., Dotter, A., Ting, Y. S., & Asplund, M. 2018, MNRAS, 477, 2966
Lind, K., Asplund, M., & Barklem, P. S. 2009, A&A, 503, 541
Lind, K., Asplund, M., Barklem, P. S., & Belyaev, A. K. 2011, A&A, 528,

A103

A19, page 19 of 30

http://www.cosmos.esa.int/gaia
http://www.cosmos.esa.int/web/gaia/dpac/consortium
http://www.cosmos.esa.int/web/gaia/dpac/consortium
http://linker.aanda.org/10.1051/0004-6361/201833218/1
http://linker.aanda.org/10.1051/0004-6361/201833218/2
http://linker.aanda.org/10.1051/0004-6361/201833218/2
http://linker.aanda.org/10.1051/0004-6361/201833218/3
http://linker.aanda.org/10.1051/0004-6361/201833218/4
http://linker.aanda.org/10.1051/0004-6361/201833218/5
http://linker.aanda.org/10.1051/0004-6361/201833218/6
http://linker.aanda.org/10.1051/0004-6361/201833218/6
http://linker.aanda.org/10.1051/0004-6361/201833218/7
http://linker.aanda.org/10.1051/0004-6361/201833218/7
http://linker.aanda.org/10.1051/0004-6361/201833218/8
http://linker.aanda.org/10.1051/0004-6361/201833218/9
http://linker.aanda.org/10.1051/0004-6361/201833218/10
http://linker.aanda.org/10.1051/0004-6361/201833218/11
http://linker.aanda.org/10.1051/0004-6361/201833218/12
http://linker.aanda.org/10.1051/0004-6361/201833218/13
http://linker.aanda.org/10.1051/0004-6361/201833218/14
http://linker.aanda.org/10.1051/0004-6361/201833218/15
http://linker.aanda.org/10.1051/0004-6361/201833218/15
http://linker.aanda.org/10.1051/0004-6361/201833218/16
http://linker.aanda.org/10.1051/0004-6361/201833218/17
http://linker.aanda.org/10.1051/0004-6361/201833218/18
http://linker.aanda.org/10.1051/0004-6361/201833218/19
http://linker.aanda.org/10.1051/0004-6361/201833218/20
http://linker.aanda.org/10.1051/0004-6361/201833218/20
http://linker.aanda.org/10.1051/0004-6361/201833218/21
http://linker.aanda.org/10.1051/0004-6361/201833218/22
http://linker.aanda.org/10.1051/0004-6361/201833218/23
http://linker.aanda.org/10.1051/0004-6361/201833218/24
http://linker.aanda.org/10.1051/0004-6361/201833218/25
http://linker.aanda.org/10.1051/0004-6361/201833218/26
http://linker.aanda.org/10.1051/0004-6361/201833218/27
http://linker.aanda.org/10.1051/0004-6361/201833218/28
http://linker.aanda.org/10.1051/0004-6361/201833218/29
http://linker.aanda.org/10.1051/0004-6361/201833218/30
http://linker.aanda.org/10.1051/0004-6361/201833218/31
http://linker.aanda.org/10.1051/0004-6361/201833218/32
http://linker.aanda.org/10.1051/0004-6361/201833218/33
http://linker.aanda.org/10.1051/0004-6361/201833218/33
http://linker.aanda.org/10.1051/0004-6361/201833218/34
http://linker.aanda.org/10.1051/0004-6361/201833218/34
http://linker.aanda.org/10.1051/0004-6361/201833218/35
http://linker.aanda.org/10.1051/0004-6361/201833218/35
http://linker.aanda.org/10.1051/0004-6361/201833218/36
http://linker.aanda.org/10.1051/0004-6361/201833218/37
http://linker.aanda.org/10.1051/0004-6361/201833218/38
http://linker.aanda.org/10.1051/0004-6361/201833218/39
http://linker.aanda.org/10.1051/0004-6361/201833218/40
http://linker.aanda.org/10.1051/0004-6361/201833218/41
http://linker.aanda.org/10.1051/0004-6361/201833218/42
http://linker.aanda.org/10.1051/0004-6361/201833218/43
http://linker.aanda.org/10.1051/0004-6361/201833218/43
http://linker.aanda.org/10.1051/0004-6361/201833218/43
http://linker.aanda.org/10.1051/0004-6361/201833218/44
http://linker.aanda.org/10.1051/0004-6361/201833218/44
http://linker.aanda.org/10.1051/0004-6361/201833218/45
http://linker.aanda.org/10.1051/0004-6361/201833218/45
http://linker.aanda.org/10.1051/0004-6361/201833218/46
http://linker.aanda.org/10.1051/0004-6361/201833218/47
http://linker.aanda.org/10.1051/0004-6361/201833218/48
http://linker.aanda.org/10.1051/0004-6361/201833218/48
http://linker.aanda.org/10.1051/0004-6361/201833218/49
http://linker.aanda.org/10.1051/0004-6361/201833218/49
http://linker.aanda.org/10.1051/0004-6361/201833218/50
http://linker.aanda.org/10.1051/0004-6361/201833218/51
http://linker.aanda.org/10.1051/0004-6361/201833218/52
http://linker.aanda.org/10.1051/0004-6361/201833218/53
http://linker.aanda.org/10.1051/0004-6361/201833218/54
http://linker.aanda.org/10.1051/0004-6361/201833218/55
http://linker.aanda.org/10.1051/0004-6361/201833218/55
http://linker.aanda.org/10.1051/0004-6361/201833218/56
http://linker.aanda.org/10.1051/0004-6361/201833218/56
http://ircatalog.gsfc.nasa.gov/cio_homepage.html
http://ircatalog.gsfc.nasa.gov/cio_homepage.html
http://linker.aanda.org/10.1051/0004-6361/201833218/57
http://linker.aanda.org/10.1051/0004-6361/201833218/58
http://linker.aanda.org/10.1051/0004-6361/201833218/59
http://linker.aanda.org/10.1051/0004-6361/201833218/60
http://linker.aanda.org/10.1051/0004-6361/201833218/61
http://linker.aanda.org/10.1051/0004-6361/201833218/62
http://linker.aanda.org/10.1051/0004-6361/201833218/63
http://linker.aanda.org/10.1051/0004-6361/201833218/64
http://linker.aanda.org/10.1051/0004-6361/201833218/65
http://linker.aanda.org/10.1051/0004-6361/201833218/66
http://linker.aanda.org/10.1051/0004-6361/201833218/67
http://linker.aanda.org/10.1051/0004-6361/201833218/68
http://linker.aanda.org/10.1051/0004-6361/201833218/68
http://linker.aanda.org/10.1051/0004-6361/201833218/69
http://linker.aanda.org/10.1051/0004-6361/201833218/69
http://linker.aanda.org/10.1051/0004-6361/201833218/70
http://linker.aanda.org/10.1051/0004-6361/201833218/71
http://linker.aanda.org/10.1051/0004-6361/201833218/72
http://linker.aanda.org/10.1051/0004-6361/201833218/72
http://linker.aanda.org/10.1051/0004-6361/201833218/73
http://linker.aanda.org/10.1051/0004-6361/201833218/73
http://linker.aanda.org/10.1051/0004-6361/201833218/74
http://linker.aanda.org/10.1051/0004-6361/201833218/75
http://linker.aanda.org/10.1051/0004-6361/201833218/76
http://linker.aanda.org/10.1051/0004-6361/201833218/77
http://linker.aanda.org/10.1051/0004-6361/201833218/78
http://linker.aanda.org/10.1051/0004-6361/201833218/79
http://linker.aanda.org/10.1051/0004-6361/201833218/80
http://linker.aanda.org/10.1051/0004-6361/201833218/81
http://linker.aanda.org/10.1051/0004-6361/201833218/82
http://linker.aanda.org/10.1051/0004-6361/201833218/82
http://linker.aanda.org/10.1051/0004-6361/201833218/83
http://linker.aanda.org/10.1051/0004-6361/201833218/84
http://linker.aanda.org/10.1051/0004-6361/201833218/85
http://linker.aanda.org/10.1051/0004-6361/201833218/86
http://linker.aanda.org/10.1051/0004-6361/201833218/87
http://linker.aanda.org/10.1051/0004-6361/201833218/88
http://linker.aanda.org/10.1051/0004-6361/201833218/89
http://linker.aanda.org/10.1051/0004-6361/201833218/90
http://linker.aanda.org/10.1051/0004-6361/201833218/90


A&A 624, A19 (2019)

Lind, K., Bergemann, M., & Asplund, M. 2012, MNRAS, 427, 50
Lindegren, L., Lammers, U., Bastian, U., et al. 2016, A&A, 595, A4
Mackereth, J. T., Bovy, J., Schiavon, R. P., et al. 2017, MNRAS, 471, 3057
Maiorca, E., Randich, S., Busso, M., Magrini, L., & Palmerini, S. 2011, ApJ,

736, 120
Majewski, S. R., Zasowski, G., & Nidever, D. L. 2011, ApJ, 739, 25
Majewski, S. R., Schiavon, R. P., Frinchaboy, P. M., et al. 2017, AJ, 154, 94
Maoz, D., Mannucci, F., & Brandt, T. D. 2012, MNRAS, 426, 3282
Martell, S. L., Sharma, S., Buder, S., et al. 2017, MNRAS, 465, 3203
Martig, M., Minchev, I., & Flynn, C. 2014, MNRAS, 442, 2474
Martig, M., Rix, H.-W., Silva Aguirre, V., et al. 2015, MNRAS, 451, 2230
Martig, M., Fouesneau, M., Rix, H.-W., et al. 2016a, MNRAS, 456, 3655
Martig, M., Minchev, I., Ness, M., Fouesneau, M., & Rix, H.-W. 2016b, ApJ,

831, 139
Masseron, T., & Gilmore, G. 2015, MNRAS, 453, 1855
Matteucci, F., & Francois, P. 1989, MNRAS, 239, 885
Mckinney, W. 2011, Python High Performance Science Computer
McMillan, P. J., & Binney, J. J. 2008, MNRAS, 390, 429
McMillan, P. J., Kordopatis, G., Kunder, A., et al. 2018, MNRAS, 477,

5279
Michalik, D., Lindegren, L., & Hobbs, D. 2015, A&A, 574, A115
Mikolaitis, Š., de Laverny, P., Recio-Blanco, A., et al. 2017, A&A, 600, A22
Minchev, I., & Famaey, B. 2010, ApJ, 722, 112
Minchev, I., Chiappini, C., & Martig, M. 2013, A&A, 558, A9
Miszalski, B., Shortridge, K., Saunders, W., Parker, Q. A., & Croom, S. M. 2006,

MNRAS, 371, 1537
Ness, M., Hogg, D. W., Rix, H.-W., Ho, A. Y. Q., & Zasowski, G. 2015, ApJ,

808, 16
Ness, M., Hogg, D. W., Rix, H.-W., et al. 2016, ApJ, 823, 114
Neves, V., Santos, N. C., Sousa, S. G., Correia, A. C. M., & Israelian, G. 2009,

A&A, 497, 563
Nissen, P. E. 2015, A&A, 579, A52
Nissen, P. E., & Schuster, W. J. 2010, A&A, 511, L10
Nissen, P. E., & Schuster, W. J. 2011, A&A, 530, A15
Nissen, P. E., Hoeg, E., & Schuster, W. J. 1997, in Hipparcos - Venice ’97, eds.

R. M. Bonnet, E. Høg, P. L. Bernacca, et al., ESA Spec. Publ., 402, 225
Nissen, P. E., Chen, Y. Q., Carigi, L., Schuster, W. J., & Zhao, G. 2014, A&A,

568, A25
Nomoto, K., Kobayashi, C., & Tominaga, N. 2013, ARA&A, 51, 457
Nordlander, T., & Lind, K. 2017, A&A, 607, A75
Nordström, B., Mayor, M., Andersen, J., et al. 2004, A&A, 418, 989
Önehag, A., Gustafsson, B., & Korn, A. 2014, A&A, 562, A102
Pancino, E., Lardo, C., Altavilla, G., et al. 2017, A&A, 598, A5
Pinsonneault, M. 1997, ARA&A, 35, 557
Piskunov, N., & Valenti, J. A. 2017, A&A, 597, A16
Prantzos, N., de Laverny, P., Guiglion, G., Recio-Blanco, A., & Worley, C. C.

2017, A&A, 606, A132
Price-Whelan, P. A. M., Oh, S., & Spergel, D. N. 2017, ArXiv e-prints

[arXiv:1709.03532]

Prša, A., Harmanec, P., Torres, G., et al. 2016, ApJ, 152, 41
Quillen, A. C., De Silva, G., Sharma, S., et al. 2018, MNRAS, 478, 228
Ramírez, I., Fish, J. R., Lambert, D. L., & Allende Prieto, C. 2012, ApJ, 756, 46
Randich, S., Gilmore, G., & Gaia-ESO Consortium 2013, The Messenger, 154,

47
Recio-Blanco, A., de Laverny, P., Kordopatis, G., et al. 2014, A&A, 567, A5
Reddy, B. E., Tomkin, J., Lambert, D. L., & Allende Prieto, C. 2003, MNRAS,

340, 304
Reddy, B. E., Lambert, D. L., & Allende Prieto, C. 2006, MNRAS, 367, 1329
Ruchti, G. R., Fulbright, J. P., Wyse, R. F. G., et al. 2011, ApJ, 743, 107
Savage, B. D., & Mathis, J. S. 1979, ARA&A, 17, 73
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500, 525
Schönrich, R., & Bergemann, M. 2014, MNRAS, 443, 698
Seitenzahl, I. R., Ciaraldi-Schoolmann, F., Röpke, F. K., et al. 2013, MNRAS,

429, 1156
Sharma, S., Stello, D., Buder, S., et al. 2018, MNRAS, 473, 2004
Sheinis, A., Anguiano, B., Asplund, M., et al. 2015, J. Astron. Telescopes

Instrum. Syst., 1, 035002
Silva Aguirre, V., Bojsen-Hansen, M., Slumstrup, D., et al. 2018, MNRAS, 475,

5487
Skúladóttir, Á., Tolstoy, E., Salvadori, S., Hill, V., & Pettini, M. 2017, A&A,

606, A71
Smiljanic, R., Korn, A. J., Bergemann, M., et al. 2014, A&A, 570, A122
Sousa, S. G., Santos, N. C., Israelian, G., Mayor, M., & Udry, S. 2011, A&A,

533, A141
Spina, L., Meléndez, J., Karakas, A. I., et al. 2016, A&A, 593, A125
Spite, F., & Spite, M. 1982, A&A, 115, 357
Spitoni, E., Silva Aguirre, V., Matteucci, F., Calura, F., & Grisoni, V. 2019, A&A,

623, A60
Taylor, M. B. 2005, in Astronomical Data Analysis Software and Systems XIV,

eds. P. Shopbell, M. Britton, & R. Ebert, ASP Conf. Ser., 29, 347
Tian, H.-J., Liu, C., Carlin, J. L., et al. 2015, ApJ, 809, 145
Ting, Y.-S., Conroy, C., & Goodman, A. 2015, ApJ, 807, 104
Ting, Y.-S., Conroy, C., & Rix, H.-W. 2016, ApJ, 816, 10
Tody, D. 1986, in Instrumentation in Astronomy VI, ed. D. L. Crawford, Proc.

SPIE, 733, 627
Tody, D. 1993, in Astronomical Data Analysis Software and Systems II, eds.

R. J. Hanisch, R. J. V. Brissenden, & J. Barnes, ASP Conf. Ser., 52, 173
Travaglio, C., Gallino, R., Arnone, E., et al. 2004, ApJ, 601, 864
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Appendix A: Abundance trends

In total, the GALAH survey wavelength range includes
detectable atomic absorption lines of up to 30 elements of FKG
stars. A subset of 20 of these can be measured in the dwarf and
turn-off star spectra, which we examine in this work: Li, C, O,
α-process elements (Mg, Si, Ca, and Ti), light odd-Z elements
(Na, Al, K), iron-peak elements (Sc, V, Cr, Mn, Co, Ni, Cu,
and Zn), and s-process neutron capture elements (Y and Ba).
We list the mean precision (estimated from repeated observa-
tions), accuracy (inferred from the uncertainties of the oscillator
strengths), measured fraction of the clean sample in percent, and
numbers of measured lines in Table A.1.

In Figs. A.1 and A.2, we show our measured element abun-
dances as a function of metallicity. We present the density distri-
bution for these in Fig. A.1, coloured by stellar counts per bin.
In Fig. A.2, we plot the same distribution, but colour each bin by
the median age of its stars. When available, we include results
from previous studies (Bensby et al. 2014; Battistini & Bensby
2015; Nissen et al. 2014; Zhao et al. 2016; Delgado Mena et al.
2017). These studies use spectra of higher quality (higher res-
olution and S/N), but are much smaller in sample size. Similar
to the GALAH survey, these literature studies include dwarfs of
both the low- and high-α sequences of the disc and span a large
metallicity range (−2.8 < [Fe/H] < 0.4). We note that the selec-
tion function for these studies is different to that of GALAH and
they contain much higher relative numbers of metal-poor stars.

For a quantitative discussion of age trends we refer the
reader to other studies, for example for [Y/Mg] (Nissen
2015; Spina et al. 2016), [C/N] (Masseron & Gilmore 2015;
Martig et al. 2016a; Ness et al. 2016) or the study of 17
abundance-age trends for APOGEE by Feuillet et al. (2018).

A.1. Lithium

Li is measured using 1D non-LTE corrections by Lind et al.
(2009). In our sample, we can only detect Li in stars with a
relatively large absolute Li abundance, of A(Li) > 2.0. In the
metal-poor regime, the warm stars are situated on the Spite
plateau (Spite & Spite 1982), around A(Li) = 2.3, as expected.
Towards higher metallicities, A(Li) is mostly measured between
2.0 and 3.3. The latter value is close to the meteoritic A(Li) of
3.26 ± 0.05 (Asplund et al. 2009). Li is expected to be a good
tracer of the evolution of the star, because the initial composi-
tion is depleted by the proton bombardment processes at tem-
peratures higher than 2.5 × 106 K (Pinsonneault 1997). From
the respective panel in Fig. A.5, we see a strong correlation
of higher Li for higher effective temperatures. The lines of Li
in colder and evolved stars are below the 3σ detection limit.
The strong anti-correlation between Li and effective temperature
(or mass) is well known and previously depicted for thin/thick
disc stars for example by Ramírez et al. (2012). This is due to
the larger surface convective envelopes of cooler stars, extend-
ing to hotter layers in the stellar interior. When we look at the
trend with ages, we find that among the stars with significant
Li detections (all above the solar value of A(Li) = 1.05 dex),
we see a tendency of lower Li with increasing age for a given
metallicity, as expected (see e.g. the work for solar twins by
Carlos et al. (2016) and references therein). The upper envelope
for stars at −0.5 < [Fe/H] < 0.5 goes significantly above the
Spite plateau due to interstellar and stellar production (see e.g.
Prantzos et al. 2017) and even reaches the meteoritic values esti-
mated by Asplund et al. (2009). While we see indications that
Li is a good tracer of age for the younger dwarfs in our sam-
ple, we do not draw any conclusions because of the uncertain

Table A.1. Elements by atomic numbers and their precision and accu-
racy as well as number of measured lines.

Z Elem. X Precision Accuracy Measured Lines

α 0.03 99%
3 Li 0.12 0.01 42% 1
6 C 0.11 0.05 26% 1
8 O 0.12 0.01 97% 3

11 Na 0.08 0.01 94% 4
12 Mg 0.07 0.05 99% 3
13 Al 0.06 0.08 56% 4
14 Si 0.06 0.03 83% 4
19 K 0.17 0.01 95% 1
20 Ca 0.17 0.02 95% 2
21 Sc 0.06 0.05 77% 10
22 Ti 0.04 0.05 24% 20
23 V 0.12 0.05 25% 17
24 Cr 0.08 0.15 81% 9
25 Mn 0.08 0.02 69% 4
27 Co 0.09 0.09 4% 3
28 Ni 0.08 0.07 74% 7
29 Cu 0.10 0.08 52% 1
30 Zn 0.11 0.05 81% 2
39 Y 0.12 0.05 82% 4
56 Ba 0.08 0.05 34% 2

temperature-age causality as well as the influence of the metal-
licity, detection limits, and other potentially important factors
such as rotational velocity.

A.2. Carbon

In the spectra, only atomic C lines with high excitation ener-
gies could be identified, which are strongest in hot and metal-
rich stars. Due to the high excitation energy of the C lines,
in our sample only hot stars with metallicities above −0.3 dex
have detectable line strengths. Starting from enhanced abun-
dances at metallicities of −0.75 dex, we see a decreasing trend
towards solar metallicities, which flattens at super-solar metal-
licities. Our results are consistent with the study of Nissen et al.
(2014) who demonstrated a linear C-enhancement trend from
[Fe/H] = 0 to −0.75 dex. Although it shows a behaviour
like an α element, it is expected to follow the iron abundance
more closely than these elements and the origin of C is still
debated (see Nissen et al. 2014, and references therein). When
we look at the trend with ages, we findno significant correlation
between C and stellar age for our sample of dwarfs and turn-off
stars. Several recent studies, for example Masseron & Gilmore
(2015), have discovered significant age-trends for evolved stars,
which is an observational manifestation of mass-dependent mix-
ing during the dredge-up phase of the stellar evolution. (e.g.
Feuillet et al. 2018). Since our study is limited to dwarf stars, we
do not detect such correlations. Further, because of the detec-
tion limit, we can not draw conclusions regarding the stars with
[Fe/H] < 0.

A.3. Oxygen

For O, we apply 1D non-LTE corrections based on the
model atom and non-LTE radiative transfer code described
in Amarsi et al. (2015, 2016a), but using 1D marcs model
atmospheres. These corrections are vital for the O abundances
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Fig. A.1. Distribution of elemental abundances of the measured elements as a function of metallicity, coloured by density (with a minimum of
five stars per bin). All elements are shown relative to the iron abundance, except for Li (shown as absolute abundance). The elements are indicated
in the upper right corner of each panel. Measurements from the literature are overlaid as grey dots, that is, results by Bensby et al. (2014) for O,
Na, Mg, Al, Si, Ca, Ti, Cr, Ni, Zn, Y, and Ba, Battistini & Bensby (2015) for Sc, V, Mn, Nissen et al. (2014) for C, Zhao et al. (2016) for K, and
Delgado Mena et al. (2017) for Cu. For details regarding the individual elements, see respective paragraphs in Sect. A.

estimated from the O triplet (O I 7772 Å, O I 7774 Å, and O I
7775 Å), as shown in Fig. A.3. The corrections are significant
for hotter stars and those at the turn-off region. While the global
trend of [O/Fe] with metallicity is similar for LTE and non-
LTE measurements, the attributed corrections can be as large
as −0.5 dex for the hottest stars of the sample, hence shifting

them down to a similar level as cooler main-sequence stars. We
want to stress, that non-LTE corrections for O play a particularly
important role when it comes to magnitude limited selections of
stars, especially for dwarfs, as more distant and luminous stars
tend to be more evolved and in the turn-off region, hence being
more affected by departures from LTE.
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Fig. A.2. Distribution of elemental abundances of the measured elements as a function of metallicity, coloured by median age per bin (with a
minimum of 5 stars per bin). Contrary to Fig. A.1, individual stars outside the bins are shown as small dots and are also coloured by age. No
literature samples are overlaid. All elements are shown relative to the iron abundance, except for Li (shown as absolute abundance). For details
regarding the individual elements, see respective paragraphs in Sect. A.

When comparing with the study by Bensby et al. (2014),
who also analysed the O triplet, we see a strong agreement,
that is, a steep and quite tight linear decrease of [O/Fe] around
0.5 dex for metal-poor stars to around −0.25 dex for the most
metal-rich stars. The different behaviour of O with respect to
the combined α-enhancement is an important nuance. Numerous

simulations (e.g. Minchev et al. 2013) use O as main or sole
tracer of α-enhancement. Accurate estimates of O in stars are
vital for scaling measurements of nebulae and galaxies in gen-
eral, because it is the most abundant element after hydrogen and
helium. We note that for hot and young stars we measure large
abundances of O also in non-LTE. For these stars, the stellar
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Fig. A.3. Visualisation of the change of O abundance with respect
to the assumption of LTE. Top panel: [O/Fe] assuming LTE, while
middle and bottom panels: difference with respect to non-LTE abun-
dances as a function of metallicity (middle) and effective temperature
(bottom). Stars are shown as blue dots or in bins (containing a mini-
mum of 5 stars). The plots indicate that the O abundance of hot stars
need to be significantly corrected downwards by up to 0.7 dex, when
estimated under the LTE assumption with [O/Fe] up to 1.0.

parameters are hard to estimate and their non-LTE corrections
are hence also less certain, because they are strongly chang-
ing with stellar parameters. We can not exclude atmospheric 3D
effects for these stars. Although these effects are not expected to
be as large as the LTE to non-LTE correction, they are still non-
negligible as demonstrated by (Amarsi et al. 2016a, see their
Fig. 9). We note that hot and young stars scatter the age trend
at intermediate metallicities, hence blurring the age trend in this
regime.

A.4. α elements

Because of the significantly different behaviour of O with respect
to the other α-process elements Mg, Si, Ca, and Ti, in the
GALAH range, as well as the strong non-LTE corrections (and
possibly 3D corrections) needed for O, we have decided to not
define O as an α-process element for this study.

Magnesium agrees with the combined α-enhancement trend,
but with a larger spread and scatter at all metallicities. In
agreement with Adibekyan et al. (2012), we find a flatter trend
([Mg/Fe] between 0.0 and 0.1 dex) at the metal-poor end of
the low Mg regime than Bensby et al. (2014) (up to 0.2 dex).
At the metal-rich end of the distribution, we find a larger rel-
ative fraction of Mg-enhanced stars than Bensby et al. (2014).
Adibekyan et al. (2012) also found stars with these abundances,
which they assigned to the high-αmetal-rich population. We
note that Fuhrmann (2011) did not find these stars in his
volume-complete study based on Mg. Mg shows a strong

proportionality with age and on average, the trend seems to be
metallicity- and temperature-independent.

Silicon measurements in GALAH spectra follow the
expected α-enhancement trends. In agreement with the studies
by Adibekyan et al. (2012) and Bensby et al. (2014), Si is in gen-
eral closer to the solar value, that is, also less enhanced in the
metal-poor regime than Mg and O.

Calcium is measured with lower precision and although a tight
trend of Ca abundances is expected for this α element, the abun-
dances derived from GALAH spectra are very scattered, but agree
in general with Bensby et al. (2014) and Adibekyan et al. (2012).

Titanium agrees well with previous studies by
Adibekyan et al. (2012) and Bensby et al. (2014). Ti can
be very well measured in optical dwarf spectra, because numer-
ous clean Ti lines are available with good line data. Hence Ti is
one of the most precise elements for studies in the optical. Ti
is however not well reproduced by chemical evolution models
(Kobayashi & Nakasato 2011; Kobayashi et al. 2011).

A.5. Light odd-Z elements

Sodium shows a large abundance spread (0.15 dex) compared to
the median measurement uncertainties, centred around the solar
value for solar metallicities and trends towards more enhance-
ment both towards the sub- and super-solar regime, with differ-
ent steepness. In both metal-poor and metal-rich stars [Na/Fe]
is elevated by up to 0.15 dex with respect to solar. The correla-
tions with stellar parameter, see Fig. A.5, indicate that the scatter
is caused by non-LTE effects (Lind et al. 2011). The substantial
star-to-star scatter persists in the super-solar metallicity regime.
The estimated trends agree well the previous LTE studies by
Adibekyan et al. (2012) and Bensby et al. (2014). We note that
the abundance trend of this element is very similar to those of
Ni and Cu, although with a larger spread. The age-correlation
indicates a slight Na-enhancement for the younger stars and Na-
depletion for the intermediately old stars around solar metallici-
ties, hence the opposite behaviour to that shown by α elements.
The oldest stars of the sample tend to show solar [Na/Fe] at low
metallicities, in agreement with Ni and Cu. We note that the sim-
ilar behaviour of Na and Ni was already found for solar twins by
Nissen (2015), who identified a very tight correlation of [Na/Fe]
and [Ni/Fe] of their sample (see their Fig. 12). They also found
that neither element correlates tightly with stellar age.

Aluminium is measured using 1D non-LTE corrections by
Nordlander & Lind (2017)6. [Al/Fe] shows a significant spread
of 0.25 around solar abundance ratios at solar metallicities and
increasing abundances towards both the metal-rich and metal-
poor regimes. The oldest and most metal-poor stars show Al
enhancement up to 0.3 dex, but old stars with solar metallic-
ity are still Al enhanced, while younger stars are closer to
solar [Al/Fe] at sub- and solar metallicities, in agreement with
Bensby et al. (2014) and Adibekyan et al. (2012). Contrary to
Bensby et al. (2014), but in agreement with Adibekyan et al.
(2012), the super-solar metallicity stars show an increasing trend
similar to the odd-Z element Na. Our Al measurement behave in
general very similar to the Mg measurements, including in the
metal-rich regime, where a gradual increase with age and with
[Al/Fe] can be noticed.

Potassium shows, similar to O abundance estimates in LTE,
an increasing trend of [K/Fe] with effective temperature, most
prominent for turn-off stars, see Fig. A.5, indicating a large

6 Using the grid available at https://www.mso.anu.edu.au/
~thomasn/NLTE/.
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Fig. A.4. Left panel: distribution of Ba and Y abundances when measured for both elements. The elements behave close to a 1:1 correlation
indicated by a dashed black line in the background. For higher abundances however, Ba is slightly more abundant than Y. Right panel: observation
(black) and synthesis (red) of Ba and Y lines of the s-process enhanced 2MASS J20120895-4129341 (indicated by a red dot in the left panel).

influence of non-LTE for the measured atomic resonance line
K I 7699 Å. These effects are estimated to be of the order of
−0.4 to −0.7 dex (Ivanova & Shimanskiı̆ 2000). This line suffers
from an interstellar contribution, which increases the line depth
as a function of a reddening-dependent component, which has
not been corrected for. It is therefore expected that the LTE trend
differs from the non-LTE study by Zhao et al. (2016). K behaves
similar to O both when assuming LTE and non-LTE, which indi-
cates that K behaves like an α element. Due to the observational
difficulties and strong expected non-LTE effects, we do not draw
strong conclusions for this element from our results.

A.6. Iron-peak elements

Scandium shows a similar behaviour as the α elements Si and Ti,
that is, a flat trend for super-solar metallicities and an increase
of Sc abundances towards metal-poor stars, in agreement with
Battistini & Bensby (2015). Adibekyan et al. (2012) found Sc
trends similar to Al, with a significant increase of Al towards
super-solar metallicities. All three studies have at least three Sc
lines in common, hence it is unlikely that the difference origi-
nate in the chosen lines themselves. It is worth mentioning that
Adibekyan et al. (2012), using the linelist by Neves et al. (2009),
didnot includehyper-finestructure splitting, contrary to this study.
Thedifference inabundancemeasurementswithorwithout theuse
of hyper-fine structure splitting is of a very complex nature, but has
been shown to play an equally important role for abundance esti-
mations as blending, microturbulence velocities, line choices, line
centres, and oscillator strengths (Jofré et al. 2017).

Vanadium stays flat over most of the metallicity range, but
shows a slight increase towards lower metallicities. A large num-
ber of lines are however too blended or weak to be used for the V
abundance estimation in the metal-rich and poor regime. The esti-
mated trend is consistent with those estimated by Adibekyan et al.
(2012) and Bensby et al. (2014). Where we can detect V, [V/Fe]
seems to be rather independent of stellar age, that is, young and
old stars span a range in [V/Fe] around ±0.15.

Chromium traces Fe along most of the metallicity range and
our trends agree in general with Bensby et al. (2014) given our
lower precision. In the metal-rich regime, super-solar [Cr/Fe]
seems to be favoured. We note that Adibekyan et al. (2012)
estimated a very slight anti-correlation of Cr with metallicity
(around 0.03 dex [Cr/Fe] within 1 dex metallicity), which our
measurements do not suggest.

Manganese measurements agree with the decreasing trend
of Mn with metallicity found by Battistini & Bensby (2015)
and Adibekyan et al. (2012) under the assumption of LTE.
Battistini & Bensby (2015) also discuss the significant influence
on this trend when considering non-LTE. We only use LTE in
our study, but include non-LTE in future GALAH analysis

Cobalt was only detected for a very small number of stars
with strong lines (4%), typically metal-rich stars in the sample.
We therefore make no conclusions for Co.

Nickel traces Fe for [Fe/H] < 0 and increases towards super-
solar metallicities, in agreement with Adibekyan et al. (2012)
and Bensby et al. (2014).

Copper was not detected in the metal-poor regime; we
observe solar [Cu/Fe] with a small spread at [Fe/H] < 0, an
increasing spread of [Cu/Fe] towards solar [Fe/H], and increas-
ing Cu abundance with metallicity in the super-solar regime.
This trend agrees with previous studies by Delgado Mena et al.
(2017), which was performed on a significantly smaller sample.

Zinc measurements in our sample follow the same trend
as Ni and Cu, that is, showing a rather flat behaviour at low
metallicities and stronger increase at super-solar metallicities.
Zn is however more scattered than Ni and Cu, although the
mean uncertainties are comparable. Zn is not created in SN Type
Ia according both to theoretical yields (Iwamoto et al. 1999;
Kobayashi et al. 2006) and observations (Nissen & Schuster
2011; Mikolaitis et al. 2017; Skúladóttir et al. 2017). The yields
of Zn are very metallicity-dependent (Kobayashi et al. 2006).
We therefore do not expect Zn to behave exactly like α-elements.
In our sample, stars with high [Zn/Fe] also show high [α/Fe] at
and below solar metallicities. At super-solar metallicities, where
the high- and low-α sequence can not be distinguished, our mea-
surements suggest a linear increase of Zn with a large spread
or scatter, as also found by Bensby et al. (2014). Strong blend-
ing (especially towards cooler temperatures) decreases the preci-
sion of our measurements, but we note that Bensby et al. (2014),
Delgado Mena et al. (2017) also estimated a significant spread
of Zn with their high-resolution and high S/N data.

A.7. The neutron-capture elements

Several neutron-capture elements have lines that are detectable
in GALAH spectra only for giant stars. For this sample of dwarfs
and subgiants, the line strength is too small to be significant at
the survey, S/N. However, Y and Ba have strong singly ionised
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Fig. A.5. Element abundances ordered by atomic number for the clean sample of dwarf, turn-off and subgiant stars (elements X indicated in top
right corner of each panel) as a function of Teff (left panels), log g (middle panels), and νmic (right panels). All elements are shown relative to the
iron abundance, except for Li (shown as absolute abundance). Colour indicates the density of stars with a minimum of 5 star per bin. Individual
stars outside the bins are shown as small dots. See individual paragraphs in Sect. A for further descriptions.
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Fig. A.5. continued.
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lines readily detectable also in the majority of our unevolved
stars. We therefore only report the abundance of the s-process
neutron capture elements Y and Ba relative to iron.

Yttrium shows a lens-like shape, with a lower almost
flat lower limit at about −0.4 dex and a convex upper limit
between metallicities of −0.7 and 0.4 dex with most abundances
below +0.4 dex. While Bensby et al. (2014) also found some
Y-enhanced stars, the vast majority of their stars showed roughly
solar Y abundances relative to iron. High abundance measure-
ments in stars could be a result of non-LTE effects. However,
our sample shows such elevated Y values across a wide range
of temperatures and surface gravities, see Fig. A.5. We can
not confirm a behaviour similar to O or K, for which LTE-
based abundances are strongly overestimated in some stars.
Additionally, a strong correlation between [Y/Fe] and age was
found for solar twins by Nissen (2015) and Spina et al. (2016),
which are insensitive to differential non-LTE effects because of
the similar stellar parameters among solar twins. We find old
stars of our sample to show depleted Y, while young stars are
Y-enhanced. From both theory (Travaglio et al. 2004) and clus-
ter observations (D’Orazi et al. 2009; Maiorca et al. 2011), this
can be explained with the increasing contribution of s-process
material from low-mass asymptotic giant branch stars to the
Y and Ba abundances over time.

Barium was measured less frequently than Y, especially for
metal-poor stars, but the overall lens-shaped trend of Ba with
metallicity is similar and consistent with Bensby et al. (2014),

who showed that a large fraction of their sample with Teff >
6100 K are Ba-enhanced (see their Fig. 16). We note that similar
to Delgado Mena et al. (2017), the most metal-rich stars show
lower [Ba/Fe] than [Y/Fe] by around 0.1 dex. Investigating the
flagged stars, this trend seems to be caused by detection lim-
its for Ba. When we look at the trend with ages, we findthese
hotter stars are however also younger and their Ba abundance
correlates, similar to Y, with the stellar age, as shown by Nissen
(2015) and Spina et al. (2016).

When comparing [Y/Fe] and [Ba/Fe] in Fig. A.4, we find a
reassuringly strong correlation of both, with a slightly steeper
slope of Ba abundance compared to Y. In the right panels
of Fig. A.4, we depict the s-process enhanced star 2MASS
J20120895-4129341, indicated by a red dot in the left panel, with
strong Y and Ba lines.

A.8. Correlations with stellar parameters

Correlations of abundances with effective temperature, surface
gravity, and microturbulence velocity are shown in Fig. A.5. If
the actual element abundances do not change with evolution-
ary stage, we expect flat trends for all these parameters. An ele-
ment, for which our measurements are systematically off, is K,
which suffers from strong non-LTE effect especially for the turn-
off stars. We note however, that some elements are subject to
changes in the evolutionary stage (e.g. Li, which shows a steep
trend with Teff).
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Appendix B: Description of the catalogue

In Table B.1 we list the content of each column in the chemodynamical table. The catalogue data are available at the CDS.

Table B.1. Catalogue description.

Name Description Units Datatype Source

source_id Gaia identifier int64 Gaia
tmass_id 2MASS identifier char[16] 2MASS
sobject_id GALAH Spectrum identifier int64 GALAH
ra Right ascension (ICRS, Epoch=J2000) deg float64 UCAC4
dec Declination (ICRS, Epoch=J2000) deg float64 UCAC4
snr_c1 S/N per pixel for ccd-1 (blue channel) float64 Sect. 2
snr_c2 S/N per pixel for ccd-2 (green channel) float64 Sect. 2
snr_c3 S/N per pixel for ccd-3 (red channel) float64 Sect. 2
snr_c4 S/N per pixel for ccd-4 (infrared channel) float64 Sect. 2
Bmag APASS B magnitude mag float64 APASS
e_Bmag Uncertainty in APASS B mag mag float64 APASS
Vmag APASS V magnitude mag float64 APASS
e_Vmag Uncertainty in APASS V mag mag float64 APASS
Jmag 2MASS J magnitude mag float64 2MASS
e_Jmag Uncertainty in 2MASS J mag mag float64 2MASS
Hmag 2MASS H magnitude mag float64 2MASS
e_Hmag Uncertainty in 2MASS H mag mag float64 2MASS
Kmag 2MASS Ks magnitude mag float64 2MASS
e_Kmag Uncertainty in 2MASS K mag mag float64 2MASS
Qfl Quality flag 2MASS char[3] 2MASS
W1mag WISE W1 magnitude mag float64 WISE
e_W1mag Uncertainty in WISE W1 mag mag float64 WISE
W2mag WISE W2 magnitude mag float64 WISE
e_W2mag Uncertainty in WISE W2 mag mag float64 WISE
W3mag WISE W3 magnitude mag float64 WISE
e_W3mag Uncertainty in WISE W3 mag mag float64 WISE
W4mag WISE W4 magnitude mag float64 WISE
e_W4mag Uncertainty in WISE W4 mag mag float64 WISE
ebv Reddening E(B − V) mag float64 SFD+98
A_K Attenuation in Ks mag float64 GALAH, Sect. 3.1
e_A_K Uncertainty in attenuation in Ks mag float64 GALAH, Sect. 3.1
BC_K Bolometric corrections for Ks mag float64 GALAH, Sect. 3.1
parallax Parallax mas float64 Gaia
parallax_error Parallax error mas float64 Gaia

pmra Proper motion in right ascension mas yr−1 float64 Gaia

pmra_error Proper motion error in right ascension mas yr−1 float64 Gaia

pmdec Proper motion in declination mas yr−1 float64 Gaia

pmdec_error Proper motion error in declination mas yr−1 float64 Gaia
rMo_3 Mode distance of the posterior, using Milky Way Prior pc float64 AB+16
r5_3 5th percentile of the posterior, using Milky Way Prior pc float64 AB+16
r50_3 50th percentile of the posterior, using Milky Way Prior pc float64 AB+16
r95_3 95th percentile of the posterior, using Milky Way Prior pc float64 AB+16
sigmaR_3 Distance standard error, using Milky Way Prior pc float64 AB+16
comb_sp Spectra used for the combination of stellar parameters int64 Sect. 3.1
teff_sme Effective temperature Teff K float64 Sect. 3.1
e_teff_sme Uncertainty in effective temperature Teff K float64 Sect. 3.1
logg_sme Surface gravity log g dex float64 Sect. 3.1
e_logg_sme Uncertainty in surface gravity log g dex float64 Sect. 3.1
feh_sme SME pseudo iron abundance [Fe/H] dex float64 Sect. 3.1
e_feh_sme Uncertainty in SME pseudo iron abundance [Fe/H] dex float64 Sect. 3.1

Notes. AB+16 and SFD+98 are the abbreviations of Astraatmadja & Bailer-Jones (2016) and Schlegel et al. (1998) respectively.
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Table B.1. continued.

Name Description Units Datatype Source

vmic_sme Microturbulence velocity ξ km s−1 float64 Sect. 3.1
e_vmic_sme Uncertainty of microturbulence velocity ξ km s−1 float64 Sect. 3.1
vsini_sme Rotational and Macroturbulence Velocity νmac+rot km s−1 float64 Sect. 3.1
e_vsini_sme Uncertainty of νmac+rot km s−1 float64 Sect. 3.1
rv_sme Radial velocity km s−1 float64 Sect. 3.1
e_rv_sme Uncertainty of radial velocity km s−1 float64 Sect. 3.1
chi_sme χ2 of the spectroscopic stellar parameter fit float64 Sect. 3.1
flag_sme Spectroscopic quality flag float64 Sect. 3.1
alpha_fe_sme Combined α element abundance [α/Fe] dex float64 Sect. 3.5
e_alpha_fe_sme Uncertainty of combined α element abundance [α/Fe] dex float64 Sect. 3.5
x_abund_sme Abundance [X/Fe] of element X dex float64 Sect. 3.5
e_x_abund_sme Uncertainty of abundance [X/Fe] of element X dex float64 Sect. 3.5
chi_x_abund_sme χ2 of abundance fit for element X dex float64 Sect. 3.5
flag_x_abund_sme Spectroscopic quality flag for abundance of X dex float64 Sect. 3.5
comb_x_abund_sme Number of spectra used to estimate x_abund_sme dex float64 Sect. 3.5
age_5 5th percentile of age posterior distribution Gyr float64 ELLI, Sect. 3.3
age_16 16th percentile of age posterior distribution Gyr float64 ELLI, Sect. 3.3
age_50 50th percentile of age posterior distribution Gyr float64 ELLI, Sect. 3.3
age_84 84th percentile of age posterior distribution Gyr float64 ELLI, Sect. 3.3
age_95 95th percentile of age posterior distribution Gyr float64 ELLI, Sect. 3.3
age_mean Mean age τ Gyr float64 ELLI, Sect. 3.3
age_std Uncertainty of age τ Gyr float64 ELLI, Sect. 3.3
mass_5 5th percentile of actual mass posterior function M⊙ float64 ELLI, Sect. 3.3
mass_16 16th percentile of actual mass posterior function M⊙ float64 ELLI, Sect. 3.3
mass_50 50th percentile of actual mass posterior function M⊙ float64 ELLI, Sect. 3.3
mass_84 84th percentile of actual mass posterior function M⊙ float64 ELLI, Sect. 3.3
mass_95 95th percentile of actual mass posterior function M⊙ float64 ELLI, Sect. 3.3
mass_mean Actual mass mact (incl. mass loss) M⊙ float64 ELLI, Sect. 3.3
mass_std Uncertainty of actual mass mact (incl. mass loss) M⊙ float64 ELLI, Sect. 3.3
R_kpc Galactocentric radius kpc float64 Sect. 3.6
Phi Galactocentric azimuth angle kpc float64 Sect. 3.6
z_kpc Height above Galactocentric plane kpc float64 Sect. 3.6
vR_kms Galactocentric radial velocity km s−1 float64 Sect. 3.6
vT_kms Galactocentric transversal velocity km s−1 float64 Sect. 3.6
vz_kms Galactocentric vertical velocity km s−1 float64 Sect. 3.6
x_xyz_kpc Galactocentric cartesian coordinate X kpc float64 Sect. 3.6
y_xyz_kpc Galactocentric cartesian coordinate Y kpc float64 Sect. 3.6
z_xyz_kpc Galactocentric cartesian coordinate Z kpc float64 Sect. 3.6
U_LSR Galactocentric cartesian velocity U km s−1 float64 Sect. 3.6
V_LSR Galactocentric cartesian velocity V km s−1 float64 Sect. 3.6
W_LSR Galactocentric cartesian velocity W km s−1 float64 Sect. 3.6
jR_kpckms_mean Radial action kpc km s−1 float64 Sect. 3.6
jR_kpckms_std Uncertainty of radial action kpc km s−1 float64 Sect. 3.6
Lz_kpckms_mean Angular momentum/azimuthal action kpc km s−1 float64 Sect. 3.6
Lz_kpckms_std Uncertainty of angular momentum/azimuthal action kpc km s−1 float64 Sect. 3.6
jz_kpckms_mean Vertical action kpc km s−1 float64 Sect. 3.6
jz_kpckms_std Uncertainty of vertical action kpc km s−1 float64 Sect. 3.6
TD_D Rel. kinematic probabilities the thick disc-to-thin disc float64 Sect. 3.6.
TD_H Rel. kinematic probabilities the thick disc-to-halo float64 Sect. 3.6.
D_H Rel. kinematic probabilities the thin disc-to-halo float64 Sect. 3.6.
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