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#### Abstract

The important problem of the ratio of gamma and beta distributed random variables is considered. Six motivating applications (from efficiency modeling, income modeling, clinical trials, hydrology, reliability and modeling of infectious diseases) are discussed. Exact expressions are derived for the probability density function, cumulative distribution function, hazard rate function, shape characteristics, moments, factorial moments, variance, skewness, kurtosis, conditional moments, $L$ moments, characteristic function, mean deviation about the mean, mean deviation about the median, Bonferroni curve, Lorenz curve, percentiles, order statistics and the asymptotic distribution of the extreme values. Estimation procedures by the methods of moments and maximum likelihood are provided and their performances compared by simulation. For maximum likelihood estimation, the Fisher information matrix is derived and the case of censoring is considered. Finally, an application is discussed for efficiency of warning-time systems.


## 1 Introduction

For given random variables $X$ and $Y$, the distribution of the ratio $X / Y$ is of interest in many areas of the sciences, engineering and medicine. In this paper, we study the distribution of $Z=X / Y$ when $X$ and $Y$ are independent random variables with $X$ having the gamma distribution given by the probability density function (p.d.f.):

$$
\begin{equation*}
f_{X}(x)=\frac{\lambda^{\beta} x^{\beta-1} \exp (-\lambda x)}{\Gamma(\beta)} \tag{1.1}
\end{equation*}
$$

(for $x>0, \beta>0$ and $\lambda>0$ ) and $Y$ having the beta distribution given by the p.d.f.:

$$
\begin{equation*}
f_{Y}(y)=\frac{y^{a-1}(1-y)^{b-1}}{B(a, b)} \tag{1.2}
\end{equation*}
$$

(for $0<y<1, a>0$ and $b>0$ ), where $\Gamma(\cdot)$ and $B(\cdot, \cdot)$ are the gamma and beta functions defined by

$$
\Gamma(c)=\int_{0}^{\infty} t^{c-1} \exp (-t) d t
$$
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and

$$
B(c, d)=\int_{0}^{1} t^{c-1}(1-t)^{d-1} d t
$$

respectively. We shall refer to the distribution of $Z=X / Y$ as the gamma beta ratio distribution. The study of the gamma beta ratio distribution is of importance in many applied areas. Six motivating examples are discussed in Section 2. A comprehensive treatment of the mathematical properties of the gamma beta ratio distribution including estimation issues is provided in Sections 3-10. An application is discussed in Section 11. Some of the results in Section 3 have appeared before in Nadarajah and Kotz (2005). They are reproduced here for completeness.

The calculations of this paper involve several more special functions, including the complementary incomplete gamma function defined by

$$
\Gamma(a, x)=\int_{x}^{\infty} \exp (-t) t^{a-1} d t
$$

the ${ }_{1} F_{1}$ hypergeometric function (also known as the confluent hypergeometric function) defined by

$$
{ }_{1} F_{1}(a ; b ; x)=\sum_{k=0}^{\infty} \frac{(a)_{k}}{(b)_{k}} \frac{x^{k}}{k!},
$$

the ${ }_{2} F_{1}$ hypergeometric function (also known as the Gauss hypergeometric function) defined by

$$
{ }_{2} F_{1}(a, b ; c ; x)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{x^{k}}{k!},
$$

the ${ }_{2} F_{2}$ hypergeometric function defined by

$$
{ }_{2} F_{2}(a, b ; c, d ; x)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}(d)_{k}} \frac{x^{k}}{k!},
$$

the Meijer $G$-function defined by

$$
\begin{aligned}
& G_{p, q}^{m, n}\left(x \left\lvert\, \begin{array}{l}
a_{1}, \ldots, a_{n}, a_{n+1}, \ldots, a_{p} \\
b_{1}, \ldots, b_{m}, b_{m+1}, \ldots, b_{q}
\end{array}\right.\right) \\
& \quad=\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{x^{-t} \Gamma\left(b_{1}+t\right) \cdots \Gamma\left(b_{m}+t\right) \Gamma\left(1-a_{1}-t\right) \cdots \Gamma\left(1-a_{n}-t\right)}{\Gamma\left(a_{n+1}+t\right) \cdots \Gamma\left(a_{p}+t\right) \Gamma\left(1-b_{m+1}-t\right) \cdots \Gamma\left(1-b_{q}-t\right)} d t
\end{aligned}
$$

and, the generalized Kampé de Fériet function defined by

$$
\begin{aligned}
& F_{C: D^{(1)} ; \ldots ; D^{(n)}}^{A: B^{(1)} ; \ldots B^{(n)}}\left((a):\left(b^{(1)}\right) ; \ldots ;\left(b^{(n)}\right) ;(c):\left(d^{(1)}\right) ; \ldots ;\left(d^{(n)}\right) ; x_{1}, \ldots, x_{n}\right) \\
& \quad=\sum_{m_{1}=0}^{\infty} \cdots \sum_{m_{n}=0}^{\infty} \frac{((a))_{m_{1}+\cdots+m_{n}}\left(\left(b^{(1)}\right)\right)_{m_{1}} \cdots\left(\left(b^{(n)}\right)\right)_{m_{n}}}{((c))_{m_{1}+\cdots+m_{n}}\left(\left(d^{(1)}\right)\right)_{m_{1}} \cdots\left(\left(d^{(n)}\right)\right)_{m_{n}}} \frac{x_{1}^{m_{1}} \cdots x_{n}^{m_{n}}}{m_{1}!\cdots m_{n}!},
\end{aligned}
$$

where $\mathrm{i}=\sqrt{-1}, a=\left(a_{1}, a_{2}, \ldots, a_{A}\right), b^{(k)}=\left(b_{j, 1}, b_{j, 2}, \ldots, b_{j, B^{(k)}}\right)$ for $j=$ $1,2, \ldots, n, c=\left(c_{1}, c_{2}, \ldots, c_{C}\right), d^{(k)}=\left(d_{j, 1}, d_{j, 2}, \ldots, d_{j, D^{(k)}}\right)$ for $j=1,2, \ldots, n$ and $((f))_{k}=\left(\left(f_{1}, f_{2}, \ldots, f_{p}\right)\right)_{k}=\left(f_{1}\right)_{k}\left(f_{2}\right)_{k} \cdots\left(f_{p}\right)_{k}$ denotes the product of ascending factorials with each ascending factorial defined as $\left(f_{j}\right)_{k}=f_{j}\left(f_{j}+\right.$ 1) $\cdots\left(f_{j}+k-1\right)$ with the convention that $\left(f_{j}\right)_{0}=1$. For a description of the integration path, $L$, in the the Meijer $G$-function, see Section 9.3 in Gradshteyn and Ryzhik (2000). Detailed properties of these special functions can be found in Exton (1978), Prudnikov et al. (1986) and Gradshteyn and Ryzhik (2000).

## 2 Motivating applications

Here, we discuss six motivating examples from efficiency modeling, income modeling, clinical trials, hydrology, reliability and modeling of infectious diseases, where ratios of the form $X / Y$ arise with $X$ and $Y$ being gamma and beta random variables. The assumption that $X$ and $Y$ are independent may not be realistic for some of the examples. However, the independence assumption could at least yield a first approximation for the distribution of the ratio. For large samples, it is known that the distribution assuming independence is consistent with that not assuming independence; see, for example, Cox and Hinkley (1974).

### 2.1 Over-reported income

In the economic literature, the over-reported income is commonly expressed by the multiplicative relationship $Z=X / Y$, where $Y$ is a multiplicative error and $X$ denotes the true income. It is well known that if $Y$ has the power function distribution (a particular case of the beta distribution) then $X$ is Pareto distributed if and only if $Z$ is also; see Krishnaji (1970). In practice, the gamma distribution is often preferred as a model for income; see, for example, Grandmont (1987), Milevsky (1997), Sarabia et al. (2002) and Silver et al. (2002). This raises the important question: what is the distribution of the over-reported income $Z=X / Y$ if $X$ is gamma distributed?

### 2.2 Hydrology

Let $X$ and $Y$ be independent random variables representing the areal precipitation and the annual stream flow, respectively. In hydrology, the interest is in the proportion of precipitation that ended up in stream flow, that is, $1 / Z=Y / X$. It is known on physical grounds that $Y$ is finite valued [see, e.g., Clarke (1979)]; therefore, it will be most reasonable to assume that $X$ and $Y$ are distributed according to (1.1) and (1.2), respectively, after suitable scaling.

### 2.3 Adaptive randomization

The purpose of outcome-adaptive randomization is to treat patients more effectively by weighting randomization probabilities in favor of better performing arms. [Berry and Eick (1995) and Berry (2004) discuss of the ethics and efficiency of adaptive randomization trials.] In most adaptively randomized clinical trials, the probability that a patient will be assigned to a given arm is proportional to $\exp (-\mu r) r^{\lambda}$ where $r$ is the probability that the arm is in some sense best and $\mu>0$ and $\lambda>0$ are some trial design parameters. The value of $r$ will be subject to some random error because it will depend on how many arms there are and on their respective strengths. Since $r$ is a probability, the most reasonable model will be the beta distribution given by (1.2). The question is: what is the probability that a patient gets assigned an arm with a specific design? This is proportional to $\int_{0}^{1} \exp (-\mu r) r^{\lambda} f(r) d r$, which entails computing the distribution of the ratio $X / Y$ of gamma and beta random variables.

### 2.4 Expected efficiency

Suppose that a job can be performed in $n$ possible ways with the resulting costs $c_{1}, c_{2}, \ldots, c_{n}$. Suppose too that the $n$ ways are chosen with probabilities $p_{1}, p_{2}, \ldots, p_{n}$, where $p_{1}+p_{2}+\cdots+p_{n}=1$. The expected efficiency of the job performed can be defined as $p_{1} / c_{1}+p_{2} / c_{2}+\cdots+p_{n} / c_{n}$, where $p_{i} / c_{i}$ denotes the expected efficiency of choosing the $i$ th possible way. In reality, both $c_{i}$ and $p_{i}$ will be subject to some random errors and so will the expected efficiency. Thus, in general, one can write the expected efficiency as $Y / X$, where $X$ and $Y$ are independent random variables representing the values of $c_{i}$ and $p_{i}$, respectively. The most natural model for $X$ will be the gamma distribution (it being the most popular model for skewed data) given by (1.1). The most natural model for $Y$ will be the beta distribution (the only standard model for data on the unit interval) given by (1.2). Thus, inferences about the expected efficiency can be made by deriving the exact distribution of $Z=X / Y$ when $X$ and $Y$ are independent random variables with the p.d.f.s given by (1.1) and (1.2), respectively.

### 2.5 Modeling of infectious diseases

Importance of the Wells Riley equation to modeling of infectious diseases cannot be overlooked; see, for example, Fennelly et al. (2004), Fennelly and Nardell (1998), Liao et al. (2005), Nicas $(1996,2000)$ and Rudnick and Milton (2003). The original form of the Wells Riley equation [Nardell et al. (1991)] is given by

$$
\begin{equation*}
P=1-\exp \left(-\frac{i p q t}{Q}\right) \tag{2.1}
\end{equation*}
$$

where $P=$ proportion of new disease cases among the susceptible persons; $D=$ number of new disease cases; $s=$ number of susceptible persons; $i=$ number of
infectors; $p=$ breathing rate; $q=$ the rate at which an infector disseminates infectious particles; $t=$ time that infectors and susceptibles share a confined space or ventilation system; and $Q=$ rate of supply of outdoor air.

Probabilistic modeling based on (2.1) has gained much interest not just with respect to infectious diseases but also in other areas. Two popular models used with respect to (2.1) have been the gamma and beta distributions. For instance, Nicas (1996) stated the following: "... It was previously shown that the beta distribution on the interval $[0,1]$ is a good descriptor of respirator penetration values experienced by an individual worker from wearing to wearing, and of average respirator penetration values experienced by different workers. Based on the premise that the gamma distribution can reasonably describe the time-varying M. tb aerosol exposure levels experienced by health care workers...." The calculation with (2.1) clearly involves ratios of random variables.

### 2.6 Reliability

Let $X$ and $Y$ be independent random variables representing, respectively, the failure time of a component and the warning-time variable showing that the component will fail. In reliability engineering, $1 / Z=Y / X$ will represent the efficiency of the warning-time system. Gamma distributions are popular models for failure time data and one would like the warning made within a fixed period of the time of operation; therefore, it will be most reasonable to assume that $X$ and $Y$ are distributed according to (1.1) and (1.2), respectively, after suitable scaling.

## 3 P.d.f. and c.d.f.

Theorem 1 expresses the p.d.f. and the c.d.f. of the gamma beta ratio distribution in terms of the confluent hypergeometric function and the ${ }_{2} F_{2}$ hypergeometric function, respectively.

Theorem 1. Suppose $X$ and $Y$ are distributed according to (1.1) and (1.2), respectively. The c.d.f. of $Z=X / Y$ can be expressed as

$$
\begin{equation*}
F_{Z}(z)=\frac{B(b, a+\beta)(\lambda z)^{\beta}}{\Gamma(\beta+1) B(a, b)} 2 F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z) \tag{3.1}
\end{equation*}
$$

for $z>0$. The corresponding p.d.f. of $Z=X / Y$ is

$$
\begin{equation*}
f_{Z}(z)=\frac{\lambda^{\beta} B(\beta+a, b)}{\Gamma(\beta) B(a, b)} z^{\beta-1}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda z) \tag{3.2}
\end{equation*}
$$

for $z>0$.

Proof. The c.d.f. corresponding to (1.1) is $1-\Gamma(\beta, \lambda x) / \Gamma(\beta)$. Thus, one can write the c.d.f. of $X / Y$ as

$$
\begin{align*}
\operatorname{Pr}(X / Y \leq z) & =\int_{0}^{1} F_{X}(z y) f_{Y}(y) d y \\
& =1-\frac{1}{\Gamma(\beta) B(a, b)} \int_{0}^{1} \Gamma(\beta, \lambda y z) y^{a-1}(1-y)^{b-1} d y  \tag{3.3}\\
& =1-\frac{1}{\Gamma(\beta) B(a, b)} I .
\end{align*}
$$

Application of equation (2.10.2.2) in Prudnikov et al. (1986, Volume 2) shows that the integral $I$ can be calculated as

$$
\begin{align*}
I= & \Gamma(\beta) B(a, b) \\
& -\frac{(\lambda z)^{\beta}}{\beta} B(b, a+\beta)_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z) . \tag{3.4}
\end{align*}
$$

The result in (3.1) follows by substituting (3.4) into (3.3). The p.d.f. in (3.2) follows by differentiation and using properties of the hypergeometric function.

Using special properties of the hypergeometric functions, one can derive several simpler forms for (3.1) and (3.2) when $a, b$ and $\beta$ take integer values. The following are worth noting:

- If $\beta=n \geq 1$ is an integer then

$$
F_{Z}(z)=1-\frac{1}{B(a, b)} \sum_{k=0}^{n-1} \frac{(\lambda z)^{k}}{k!} B(a+k, b)_{1} F_{1}(a+k ; a+b+k ;-\lambda z)
$$

for $z>0$.

- If $\beta=n \geq 1$ is an integer then
$f_{Z}(z)=\frac{\lambda^{-a} z^{-a-1}}{\Gamma(\beta) B(a, n)} \sum_{k=0}^{n}(-\lambda z)^{-k}\binom{n-1}{k}\{\Gamma(a+\beta+k)-\Gamma(a+\beta+k, \lambda z)\}$ for $z>0$.
- If $a+b+\beta=m \geq 1$ and $a+\beta=n \geq 1$ are integers then

$$
\begin{aligned}
f_{Z}(z)= & \frac{(-1)^{m-1}(1-m)_{n}(a)_{m-n} z^{-1}(\lambda z)^{\beta-m+1}}{(m-1) \Gamma(\beta)} \\
& \times\left\{\sum_{k=0}^{m-n-1} \frac{(n-m+1)_{k}(-\lambda z)^{k}}{k!(2-m)_{k}}-\exp (-\lambda z) \sum_{k=0}^{n-1} \frac{(1-n)_{k}(\lambda z)^{k}}{k!(2-m)_{k}}\right\}
\end{aligned}
$$

for $z>0$.

- If $a+\beta=n \geq 1$ is an integer then

$$
\begin{aligned}
f_{Z}(z)= & \frac{(-1)^{b} z^{-1}(\lambda z)^{\beta-b} \exp (-\lambda z)}{\Gamma(\beta) B(a, b)} \\
& \times \sum_{k=0}^{n}(\lambda z)^{k}\binom{n-1}{k}\{\Gamma(b+k)-\Gamma(b+k,-\lambda z)\}
\end{aligned}
$$

for $z>0$.
The formulas for $f_{Z}(z)$ and $F_{Z}(z)$ above can be used to save computational time since the computation of the hypergeometric functions in (3.1) and (3.2) can be more demanding. We note that the ${ }_{2} F_{2}$ hypergeometric function in (3.1) has been reduced to the simpler confluent hypergeometric function. We also note that the confluent hypergeometric function in (3.2) has been reduced to the simpler complementary incomplete gamma function.

## 4 Hazard rate function

It follows from (3.1) and (3.2) that the hazard rate function (h.r.f.) of the gamma beta ratio distribution is

$$
\begin{equation*}
\lambda_{Z}(z)=\frac{A(z)}{B(z)} \tag{4.1}
\end{equation*}
$$

for $z>0$,

$$
A(z)=\beta \lambda^{\beta} B(a+\beta, b) z^{\beta-1}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda z)
$$

and

$$
B(z)=\Gamma(\beta+1) B(a, b)-B(b, a+\beta)(\lambda z)^{\beta}{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)
$$

## 5 Shape

Here, we derive shape characteristics of (3.2) and (4.1). Using the fact

$$
\begin{equation*}
\frac{\partial_{1} F_{1}(a ; b ; x)}{\partial x}=\frac{a}{b}{ }_{1} F_{1}(a+1 ; b+1 ; x) \tag{5.1}
\end{equation*}
$$

(see http://functions.wolfram.com/HypergeometricFunctions/Hypergeometric 1F1/ 20/01/04/) one can see that the p.d.f., (3.2), is unimodal and the mode is the root of the equation

$$
\frac{{ }_{1} F_{1}(1+\beta+a ; 1+\beta+a+b ;-\lambda z)}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda z)}=\frac{(\beta-1)(\beta+a+b)}{\lambda(\beta+a) z} .
$$

Using the fact

$$
{ }_{1} F_{1}(a ; b ; x)=\frac{\Gamma(b)}{\Gamma(b-a)}(-x)^{-a}[1+O(1 / x)]+\frac{\Gamma(b)}{\Gamma(a)} \exp (x) x^{a-b}[1+O(1 / x)]
$$

as $x \rightarrow \infty$ (see http://functions.wolfram.com/HypergeometricFunctions/ Hypergeometric 1 F1/06/02/), one can see that

$$
\begin{equation*}
f_{Z}(z) \sim \frac{\Gamma(\beta+a)}{\lambda^{a} \Gamma(\beta) B(a, b)} z^{-1-a} \tag{5.2}
\end{equation*}
$$

as $z \rightarrow \infty$. Using the fact ${ }_{1} F_{1}(a ; b ; x)=1+O(x)$ as $x \rightarrow 0$ (see http:// functions.wolfram.com/HypergeometricFunctions/Hypergeometric1F1/06/01/02/ 01/01/), one can see that

$$
\begin{equation*}
f_{Z}(z) \sim \frac{\lambda^{\beta} B(\beta+a, b)}{\Gamma(\beta) B(a, b)} z^{\beta-1} \tag{5.3}
\end{equation*}
$$

as $z \rightarrow 0$. Using the facts (5.1) and

$$
\frac{\partial_{2} F_{2}(a, b ; c, d ; x)}{\partial x}=\frac{a b}{c d}{ }_{2} F_{2}(a+1, b+1 ; c+1, d+1 ; x)
$$

(see http://functions.wolfram.com/HypergeometricFunctions/Hypergeometric2F2/ 20/01/06/), one can see that the hazard rate function, (4.1), is unimodal and the mode is the root of the equation

$$
\beta \lambda^{\beta} B(a+\beta, b) z^{\beta-2} B(z) C(z)=-\beta \lambda^{\beta} B(b, a+\beta) z^{\beta-1} A(z) D(z),
$$

where

$$
\begin{aligned}
C(z)= & (\beta-1)_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda z) \\
& -\frac{(a+\beta) \lambda z}{a+b+\beta}{ }_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda z)
\end{aligned}
$$

and

$$
\begin{aligned}
D(z)={ }_{2} & F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z) \\
& -\frac{(a+\beta) \lambda z}{(\beta+1)(a+b+\beta)} \\
& \times{ }_{2} F_{2}(\beta+1, a+\beta+1 ; \beta+2, a+b+\beta+1 ;-\lambda z) .
\end{aligned}
$$

Using the fact

$$
\begin{aligned}
{ }_{2} F_{2}(a, b ; c, d ; x)= & \frac{\Gamma(c) \Gamma(d) \Gamma(b-a)}{\Gamma(b) \Gamma(c-a) \Gamma(d-a)}(-x)^{-a}[1+O(1 / x)] \\
& +\frac{\Gamma(c) \Gamma(d) \Gamma(a-b)}{\Gamma(a) \Gamma(c-b) \Gamma(d-b)}(-x)^{-b}[1+O(1 / x)] \\
& +\frac{\Gamma(c) \Gamma(d)}{\Gamma(a) \Gamma(b)} x^{a+b-c-d} \exp (x)[1+O(1 / x)]
\end{aligned}
$$

as $x \rightarrow \infty$ (see http://functions.wolfram.com/HypergeometricFunctions/ Hypergeometric2F2/06/02/02/), one can see that

$$
1-F_{Z}(z) \sim \frac{\Gamma(\beta+a)}{a \lambda^{a} \Gamma(\beta) B(a, b)} z^{-a}
$$

as $z \rightarrow \infty$ and so

$$
\lambda_{Z}(z) \sim \frac{a \Gamma(b)}{\Gamma(\beta)} z^{-1}
$$

as $z \rightarrow \infty$. It follows from (5.3) that

$$
\lambda_{Z}(z) \sim \frac{\lambda^{\beta} B(\beta+a, b)}{\Gamma(\beta) B(a, b)} z^{\beta-1}
$$

as $z \rightarrow 0$. Clearly the tails of the p.d.f. and the hazard rate function are polynomial. It is also clear that the parameters $a$ and $\beta$ control, respectively, the upper and lower tails.

Figures 1 and 2 illustrate possible shapes of the p.d.f., (3.2), and the hazard rate function, (4.1), for selected values of $a, b$ and $\beta$. The hypergeometric functions (3.2) and (4.1) were calculated using hypergeom( $[\cdot],[\cdot], \cdot)$ and hypergeom $([\cdot],[\cdot],[\cdot],[\cdot], \cdot)$ functions in MAPLE.


Figure 1 Plots of the p.d.f., (3.2), for $a=b=0.5, \lambda=1$ and $\beta=0.8,1,2,5$.


Figure 2 Plots of the hazard rate function, (4.1), for $a=b=0.5, \lambda=1$ and $\beta=0.8,1,2,5$.

## 6 Moment properties

The moments of the gamma beta ratio distribution can be derived by knowing the same for $X$ and $Y$. It is well known [see, e.g., Johnson et al. (1994)] that

$$
E\left(X^{n}\right)=\frac{\Gamma(\beta+n)}{\lambda^{n} \Gamma(\beta)}
$$

and

$$
E\left(Y^{n}\right)=\frac{B(a+n, b)}{B(a, b)}
$$

for all real $n$ such that $\beta+n \neq 0,-1,-2, \ldots, a+n \neq 0,-1,-2, \ldots$ and $a+b+$ $n \neq 0,-1,-2, \ldots$ So, the $n$th moment of the gamma beta ratio distribution is

$$
E\left(Z^{n}\right)=\frac{\Gamma(\beta+n) B(a-n, b)}{\lambda^{n} \Gamma(\beta) B(a, b)}
$$

for all real $n$ such that $\beta+n \neq 0,-1,-2, \ldots, a-n \neq 0,-1,-2, \ldots$ and $a+b-$ $n \neq 0,-1,-2, \ldots$ The factorial moments, variance, skewness and the kurtosis can be calculated from the expression for $E\left(Z^{n}\right)$.

As mentioned in Section 2, the distribution of $Z$ is useful as lifetime models. For such models, it is of interest to know what $E\left(Z^{k} \mid Z>z\right)$ is. Using Lemma 1 in the Appendix, it is easily seen that

$$
E\left(Z^{k} \mid Z>z\right)=\frac{\lambda^{\beta} B(a+\beta, b)}{\left\{1-F_{Z}(z)\right\} \Gamma(\beta) B(a, b)} J(k, z, a, b, \alpha, \lambda)
$$

for all real $k$. The mean residual lifetime function is $E(Z \mid Z>z)-z$.
Some other important measures useful for lifetime models are the $L$ moments due to Hoskings (1990). It can be shown using Lemma 2 in the Appendix that the $k$ th $L$ moment is

$$
\lambda_{k}=\sum_{j=0}^{k-1}(-1)^{k-1-j}\binom{k-1}{j}\binom{k-1+j}{j} \beta_{j}
$$

where

$$
\beta_{n}=\frac{\Gamma(n \beta+\beta+1) B^{n+1}(a+\beta, b)}{\lambda \Gamma(\beta) \Gamma^{n}(\beta+1) B^{n+1}(a, b)} I(k, n) .
$$

The $L$ moments have several advantages over ordinary moments: for example, they apply for any distribution having finite mean; no higher-order moments need be finite.

Using the fact that the characteristic function (c.h.f.) of $X$ is

$$
E[\exp (\mathrm{i} t X)]=\left(\frac{\lambda}{\lambda-\mathrm{i} t}\right)^{\beta}
$$

the c.h.f. of the gamma beta ratio distribution can be expressed as

$$
\begin{align*}
\phi(t) & =E(\exp (\mathrm{i} t X / Y)) \\
& =\int_{0}^{1}\left(\frac{\lambda}{\lambda-\mathrm{i} t / y}\right)^{\beta} f_{Y}(y) d y=\frac{\lambda^{\beta}}{B(a, b)} \int_{0}^{1} \frac{y^{a-1}(1-y)^{b-1}}{(\lambda-\mathrm{i} t / y)^{\beta}} d y  \tag{6.1}\\
& =\frac{1}{B(a, b)} \int_{0}^{1} \frac{y^{a+\beta-1}(1-y)^{b-1}}{(y-\mathrm{i} t / \lambda)^{\beta}} d y=\frac{1}{B(a, b)} I .
\end{align*}
$$

Application of equation (2.2.6.15) in Prudnikov et al. (1986, Volume 1) shows that the integral $I$ can be calculated as

$$
\begin{equation*}
I=\left(-\frac{\mathrm{i} t}{\lambda}\right)^{-\beta} B(a+\beta, b)_{2} F_{1}\left(a+\beta, \beta ; a+b+\beta ; \frac{\lambda}{\mathrm{i} t}\right) \tag{6.2}
\end{equation*}
$$

Substituting (6.2) into (6.1), one obtains

$$
\begin{equation*}
\phi(t)=\frac{\lambda^{\beta} B(a+\beta, b)}{(-\mathrm{i} t)^{\beta} B(a, b)} 2 F_{1}\left(a+\beta, \beta ; a+b+\beta ; \frac{\lambda}{\mathrm{i} t}\right) \tag{6.3}
\end{equation*}
$$

Using well-known transformation formulas for the Gauss hypergeometric function, one can obtain the following alternative forms of (6.3):

$$
\begin{gathered}
\phi(t)=\left(-\frac{\lambda}{\mathrm{i} t}\right)^{\lambda}\left(1-\frac{\lambda}{\mathrm{i} t}\right)^{-(a+\beta)} \frac{B(a+\beta, b)}{B(a, b)}{ }_{2} F_{1}\left(a+\beta, a+b ; a+b+\beta ; \frac{\lambda}{\lambda-\mathrm{i} t}\right), \\
\phi(t)=\left(-\frac{\lambda}{\mathrm{i} t}\right)^{\lambda}\left(1-\frac{\lambda}{\mathrm{i} t}\right)^{-\beta} \frac{B(a+\beta, b)}{B(a, b)}{ }_{2} F_{1}\left(\beta, b ; a+b+\beta ; \frac{\lambda}{\lambda-\mathrm{i} t}\right)
\end{gathered}
$$

and

$$
\phi(t)=\left(-\frac{\lambda}{\mathrm{i} t}\right)^{\lambda}\left(1-\frac{\lambda}{\mathrm{i} t}\right)^{b-\beta} \frac{B(a+\beta, b)}{B(a, b)}{ }_{2} F_{1}\left(b, a+b ; a+b+\beta ; \frac{\lambda}{\mathrm{i} t}\right) .
$$

If $a, b$ and $\beta$ take integer values then, using special properties of the Gauss hypergeometric function, one can obtain the following elementary form of (6.3):
$\phi(t)=\frac{t^{a}}{\lambda^{a} B(a, b)} \sum_{k=0}^{b-1} \sum_{l=0}^{\beta}\binom{b-1}{k}\binom{\beta}{l}(-1)^{k}(-\mathrm{i})^{\beta-l}(t / \lambda)^{k} P(a+\beta+k+l-1)$, where $P(m)$ satisfies the recurrence relation

$$
P(m)=\frac{1}{1+m-2 \beta} \frac{(\lambda / t)^{m-1}}{(1+\lambda / t)^{\beta-1}}+\frac{m-1}{2 \beta-m-1} P(m-2)
$$

with the initial values

$$
P(1)= \begin{cases}\frac{1}{2} \log \left(1+\frac{\lambda^{2}}{t^{2}}\right), & \text { if } \beta=1 \\ \frac{1}{2(1-\beta)}\left\{\left(1+\frac{\lambda^{2}}{t^{2}}\right)^{1-\beta}-1\right\}, & \text { if } \beta>1\end{cases}
$$

and

$$
\begin{aligned}
P(0)= & \frac{\lambda}{(2 \beta-1) t} \sum_{k=1}^{\beta-1} \frac{(2 \beta-1)(2 \beta-3) \cdots(2 \beta-2 k+1)}{2^{k}(\beta-1)(\beta-2) \cdots(\beta-k)}\left(1+\frac{\lambda^{2}}{t^{2}}\right)^{k-\beta} \\
& +\frac{(2 \beta-3)!!}{2^{\beta-1}(\beta-1)!} \arctan \left(\frac{\lambda}{t}\right)
\end{aligned}
$$

## 7 Mean deviations and Bonferroni and Lorenz curves

The amount of scatter in a population is evidently measured to some extent by the totality of deviations from the mean and median. These are known as the mean deviation about the mean and the mean deviation about the median-defined by

$$
\delta_{1}(Z)=\int_{0}^{\infty}|z-\mu| f_{Z}(z) d z
$$

and

$$
\delta_{2}(Z)=\int_{0}^{\infty}|z-M| f_{Z}(z) d z
$$

respectively, where $\mu=E(Z)$ and $M=\operatorname{Median}(Z)$ denotes the median. The measures $\delta_{1}(Z)$ and $\delta_{2}(Z)$ can be calculated using the relationships

$$
\begin{aligned}
\delta_{1}(Z) & =\int_{0}^{\mu}(\mu-z) f_{Z}(z) d z+\int_{\mu}^{\infty}(z-\mu) f_{Z}(z) d z \\
& =\mu F_{Z}(\mu)-\int_{0}^{\mu} z f_{Z}(z) d z-\mu\left\{1-F_{Z}(\mu)\right\}+\int_{\mu}^{\infty} z f_{Z}(z) d z \\
& =2 \mu F_{Z}(\mu)-2 \mu+2 \int_{\mu}^{\infty} z f_{Z}(z) d z
\end{aligned}
$$

and

$$
\begin{aligned}
\delta_{2}(Z) & =\int_{0}^{M}(M-z) f_{Z}(z) d z+\int_{M}^{\infty}(z-M) f_{Z}(z) d z \\
& =M F_{Z}(M)-\int_{0}^{M} z f_{Z}(z) d z-M\left\{1-F_{Z}(M)\right\}+\int_{M}^{\infty} z f_{Z}(z) d z \\
& =2 \int_{M}^{\infty} z f_{Z}(z) d z-\mu .
\end{aligned}
$$

By Lemma 1 in the Appendix,

$$
\begin{equation*}
\int_{\mu}^{\infty} z f_{Z}(z) d z=\frac{\lambda^{\beta} B(a+\beta, b)}{\Gamma(\beta) B(a, b)} J(1, \mu, a, b, \alpha, \lambda) \tag{7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{M}^{\infty} z f_{Z}(z) d z=\frac{\lambda^{\beta} B(a+\beta, b)}{\Gamma(\beta) B(a, b)} J(1, M, a, b, \alpha, \lambda), \tag{7.2}
\end{equation*}
$$

so it follows that

$$
\delta_{1}(Z)=2 \mu F_{Z}(\mu)-2 \mu+\frac{2 \lambda^{\beta} B(a+\beta, b)}{\Gamma(\beta) B(a, b)} J(1, \mu, a, b, \alpha, \lambda)
$$

and

$$
\delta_{2}(Z)=\frac{2 \lambda^{\beta} B(a+\beta, b)}{\Gamma(\beta) B(a, b)} J(1, M, a, b, \alpha, \lambda)-\mu .
$$

Bonferroni and Lorenz curves [Bonferroni (1930)] have applications not only in economics to study income and poverty, but also in other fields like reliability, demography, insurance and medicine. They are defined by

$$
\begin{equation*}
B(p)=\frac{1}{p \mu} \int_{0}^{q} t f_{Z}(t) d t \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
L(p)=\frac{1}{\mu} \int_{0}^{q} t f_{Z}(t) d t \tag{7.4}
\end{equation*}
$$

respectively, where $\mu=E(Z)$ and $q=F_{Z}^{-1}(p)$. Using (7.1) and (7.2), one can reduce (7.3) and (7.4) to

$$
B(p)=\frac{1}{p}-\frac{\lambda^{\beta} B(a+\beta, b)}{p \mu \Gamma(\beta) B(a, b)} J(1, q, a, b, \alpha, \lambda)
$$

and

$$
L(p)=1-\frac{\lambda^{\beta} B(a+\beta, b)}{\mu \Gamma(\beta) B(a, b)} J(1, q, a, b, \alpha, \lambda),
$$

respectively.

## 8 Percentiles

In this section, we provide a program for computing the percentage points $z_{p}$ associated with the c.d.f. of the gamma beta ratio distribution. These values are obtained numerically by solving the equation

$$
\begin{equation*}
\frac{B(b, a+\beta)\left(\lambda z_{p}\right)^{\beta}}{\Gamma(\beta+1) B(a, b)}{ }_{2} F_{2}\left(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z_{p}\right)=p \tag{8.1}
\end{equation*}
$$

Evidently, this involves computation of the ${ }_{2} F_{2}$ hypergeometric function and routines for this are widely available. We used the function hypergeom $([\cdot, \cdot],[\cdot, \cdot], \cdot)$ in MAPLE. The following three-line program in MAPLE solves (8.1) for given $p, \lambda$, $\beta, a$ and $b$ :

```
cc:=Beta (b,a+beta)*(lambda*z)**beta/(GAMMA (beta+1)*Beta (a,b)) :
ff:=cc*hypergeom([beta,a+beta],[beta+1,a+b+beta],-lambda*z):
fsolve(ff=p,z=0..10000):
```

We expect that this program could be useful for applications of the type described in Section 2. For instance, $z_{1-p}$ will be the over reported income that will be exceeded with probability $p$; see Example 1 of Section 2. Similarly, in Example 2 of Section 2, the percentile points can be used to quantify the proportion of precipitation ended up in stream.

## 9 Order statistics

Suppose $Z_{1}, Z_{2}, \ldots, Z_{n}$ is a random sample from (3.2). Let $Z_{1: n}<Z_{2: n}<\cdots<$ $Z_{n: n}$ denote the corresponding order statistics. It is well known that the p.d.f. and
the c.d.f. of the $k$ th order statistic, say $Y=Z_{k: n}$, are given by

$$
\begin{aligned}
f_{Y}(y) & =\frac{n!}{(k-1)!(n-k)!} F_{Z}^{k-1}(y)\left\{1-F_{Z}(y)\right\}^{n-k} f_{Z}(y) \\
& =\frac{n!}{(k-1)!(n-k)!} \sum_{m=0}^{n-k}\binom{n-k}{m}(-1)^{m} F_{Z}^{m+k-1}(y) f_{Z}(y)
\end{aligned}
$$

and

$$
\begin{aligned}
F_{Y}(y) & =\sum_{j=k}^{n}\binom{n}{j} F_{Z}^{j}(y)\left\{1-F_{Z}(y)\right\}^{n-j} \\
& =\sum_{j=k}^{n} \sum_{m=0}^{n-j}\binom{n}{j}\binom{n-j}{m}(-1)^{m} F_{Z}^{j+m}(y),
\end{aligned}
$$

respectively, for $k=1,2, \ldots, n$. Using Lemma 2 in the Appendix, the $q$ th moment of $Y$ can be expressed as

$$
\begin{aligned}
E\left(Y^{q}\right)= & \frac{n!}{(k-1)!(n-k)!\lambda^{q} \Gamma(\beta)} \\
& \times \sum_{m=0}^{n-k}\binom{n-k}{m}(-1)^{m} \frac{\Gamma((m+k) \beta+q) B^{m+k}(a+\beta, b)}{\Gamma^{m+k-1}(\beta+1) B^{m+k}(a, b)} \\
& \times I(q, m+k-1)
\end{aligned}
$$

for all real $q$ such that $(m+k) \beta+q \neq 0,-1,-2, \ldots$ for all $m$.
Sometimes one would be interested in the asymptotics of the extreme order statistics $M_{n}=\max \left(Z_{1}, \ldots, Z_{n}\right)$ and $m_{n}=\min \left(Z_{1}, \ldots, Z_{n}\right)$. Take the c.d.f. and the p.d.f. of the gamma beta ratio distribution as specified by (3.1) and (3.2), respectively. It can be seen from (5.2), (5.3) and an application of L'Hospital's rule that

$$
\lim _{t \rightarrow \infty} \frac{1-F_{Z}(t z)}{1-F_{Z}(t)}=\lim _{t \rightarrow \infty} \frac{z f_{Z}(t z)}{f_{Z}(t)}=z^{-a}
$$

and

$$
\lim _{t \rightarrow \infty} \frac{F_{Z}(t z)}{F_{Z}(t)}=\lim _{t \rightarrow \infty} \frac{z f_{Z}(t z)}{f_{Z}(t)}=z^{\beta}
$$

So, it follows from Theorem 1.6.2 in Leadbetter et al. (1987) that there must be norming constants $a_{n}>0, b_{n}, c_{n}>0$ and $d_{n}$ such that

$$
\operatorname{Pr}\left\{a_{n}\left(M_{n}-b_{n}\right) \leq t\right\} \rightarrow \exp \left(-t^{-a}\right)
$$

and

$$
\operatorname{Pr}\left\{c_{n}\left(m_{n}-d_{n}\right) \leq t\right\} \rightarrow 1-\exp \left(-t^{\beta}\right)
$$

as $n \rightarrow \infty$. The form of the norming constants can also be determined. For instance, using Corollary 1.6.3 in Leadbetter et al. (1987), one can see that $1 / a_{n}=$ $F_{Z}^{-1}(1-1 / n)$ and $b_{n}=0$, where $F_{Z}^{-1}(\cdot)$ denotes the inverse function of $F_{Z}(\cdot)$.

## 10 Estimation issues

Here, we consider method of moments estimation and maximum likelihood estimation of the parameters in the gamma beta ratio distribution. We also provide the associated Fisher information matrices.

Suppose we have two independent random samples $X_{1}, X_{2}, \ldots, X_{n}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ from (1.1) and (1.2), respectively. Let $\bar{X}, \bar{Y}, S_{X}^{2}$ and $S_{Y}^{2}$ denote the sample means and sample variances. By equating the theoretical and empirical moments

$$
E(X)=\bar{X}, \quad E(Y)=\bar{Y}, \quad \operatorname{Var}(X)=S_{X}^{2}, \quad \operatorname{Var}(Y)=S_{Y}^{2}
$$

we obtain the method of moments estimators (MMEs) as

$$
\begin{aligned}
& \widehat{\beta}=\frac{\bar{X}^{2}}{S_{X}^{2}}, \quad \widehat{\lambda}=\frac{\bar{X}}{S_{X}^{2}}, \quad \widehat{a}=\bar{Y}\left[\frac{\bar{Y}(1-\bar{Y})}{S_{Y}^{2}}-1\right], \\
& \widehat{b}=(1-\bar{Y})\left[\frac{\bar{Y}(1-\bar{Y})}{S_{Y}^{2}}-1\right] .
\end{aligned}
$$

The maximum likelihood estimator (MLE) of $\lambda$ is the root of the equation

$$
\psi(\bar{X} \lambda)-\log \lambda=\frac{1}{n} \sum_{i=1}^{n} \log X_{i}
$$

where $\psi(x)=d \log \Gamma(x) / d x$ is the digamma function. The MLE $\widehat{\beta}=\bar{X} \hat{\lambda}$. The corresponding Fisher information matrix is given by

$$
\begin{aligned}
& E\left(-\frac{\partial^{2} \log L}{\partial \lambda^{2}}\right)=\frac{n \beta}{\lambda^{2}}, \quad E\left(-\frac{\partial^{2} \log L}{\partial \beta^{2}}\right)=n \psi^{\prime}(\beta), \\
& E\left(-\frac{\partial^{2} \log L}{\partial \lambda \partial \beta}\right)=-\frac{n}{\lambda} .
\end{aligned}
$$

The MLEs of $a$ and $b$ are the simultaneous solutions of the equations

$$
\psi(a)-\psi(a+b)=\frac{1}{n} \sum_{i=1}^{n} \log Y_{i}
$$

and

$$
\psi(b)-\psi(a+b)=\frac{1}{n} \sum_{i=1}^{n} \log \left(1-Y_{i}\right)
$$

Some rearrangement shows that $a$ is root of the equation

$$
\psi(a)-\psi\left(a+\psi^{-1}\left(\psi(a)-\frac{1}{n} \sum_{i=1}^{n} \log Y_{i}+\frac{1}{n} \sum_{i=1}^{n} \log \left(1-Y_{i}\right)\right)\right)=\frac{1}{n} \sum_{i=1}^{n} \log Y_{i}
$$

Similarly, $b$ is root of the equation

$$
\begin{aligned}
\psi(b) & -\psi\left(b+\psi^{-1}\left(\psi(b)+\frac{1}{n} \sum_{i=1}^{n} \log Y_{i}-\frac{1}{n} \sum_{i=1}^{n} \log \left(1-Y_{i}\right)\right)\right) \\
& =\frac{1}{n} \sum_{i=1}^{n} \log \left(1-Y_{i}\right)
\end{aligned}
$$

The Fisher information matrix for the estimators of $(a, b)$ is given by

$$
\begin{aligned}
& E\left(-\frac{\partial^{2} \log L}{\partial a^{2}}\right)=n \psi^{\prime}(a)-n \psi^{\prime}(a+b) \\
& E\left(-\frac{\partial^{2} \log L}{\partial b^{2}}\right)=n \psi^{\prime}(b)-n \psi^{\prime}(a+b)
\end{aligned}
$$

and

$$
E\left(-\frac{\partial^{2} \log L}{\partial a \partial b}\right)=-n \psi^{\prime}(a+b)
$$

Sometimes the observations are on $Z=X / Y$, and not on the original variables, $X$ and $Y$. Suppose $Z_{1}, Z_{2}, \ldots, Z_{n}$ is a random sample on $Z$. The MMEs of the four parameters can be obtained as the simultaneous solutions of the equations

$$
\begin{equation*}
E\left(Z^{k}\right)=\frac{1}{n} \sum_{i=1}^{n} Z_{i}^{k} \tag{10.1}
\end{equation*}
$$

for $k=1,2,3,4$, where the theoretical moments are given in Section 6. The MLEs are the simultaneous solutions of the equations

$$
\begin{align*}
& n \psi(\beta)+n \psi(\beta+a+b)-n \psi(\beta+a)-n \log \lambda  \tag{10.2}\\
& \quad=\sum_{i=1}^{n} \log Z_{i}+\sum_{i=1}^{n} \frac{\partial_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right) / \partial \beta}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)}, \\
& \begin{aligned}
& \frac{n \beta}{\lambda}=\frac{\beta+a}{\beta+a+b} \sum_{i=1}^{n} Z_{i} \frac{1 F_{1}\left(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z_{i}\right)}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)}, \\
& n \psi(a)+n \psi(\beta+a+b)-n \psi(\beta+a)-n \psi(a+b) \\
&=\sum_{i=1}^{n} \frac{\partial_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right) / \partial a}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)}
\end{aligned} . \tag{10.3}
\end{align*}
$$

and

$$
\begin{equation*}
n \psi(\beta+a+b)-n \psi(a+b)=\sum_{i=1}^{n} \frac{\partial_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right) / \partial b}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)} \tag{10.5}
\end{equation*}
$$

The Fisher information matrix for the estimators of $(\beta, \lambda, a, b)$ is given by

$$
\begin{aligned}
& E\left(-\frac{\partial^{2} \log L}{\partial \beta^{2}}\right) \\
& =n \psi^{\prime}(\beta)+n \psi^{\prime}(\beta+a+b)-n \psi^{\prime}(\beta+a) \\
& -n E\left[\frac{\partial^{2}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial \beta^{2}}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +n E\left[\left\{\frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial \beta}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right\}^{2}\right], \\
& E\left(-\frac{\partial^{2} \log L}{\partial \beta \partial \lambda}\right) \\
& =-\frac{n}{\lambda}+\frac{n(\beta+a)}{\beta+a+b} E\left[Z \frac{\partial_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z) / \partial \beta}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +\frac{n b}{(\beta+a+b)^{2}} E\left[Z \frac{{ }_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z)}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& -\frac{n(\beta+a)}{\beta+a+b} \\
& \times E\left[Z \frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial \beta_{1}}\right. \\
& \times F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z) \\
& \left./\left\{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)\right\}^{2}\right], \\
& E\left(-\frac{\partial^{2} \log L}{\partial \beta \partial a}\right) \\
& =n \psi^{\prime}(\beta+a+b)-n \psi^{\prime}(\beta+a) \\
& -n E\left[\frac{\partial^{2}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial \beta \partial a}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +n E\left[\frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial \beta} \frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial a}\right. \\
& \left./\left\{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)\right\}^{2}\right],
\end{aligned}
$$

$$
\begin{aligned}
& E\left(-\frac{\partial^{2} \log L}{\partial \beta \partial b}\right) \\
& =n \psi^{\prime}(\beta+a+b) \\
& -n E\left[\frac{\partial^{2}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial \beta \partial b}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +n E\left[\frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial \beta} \frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial b}\right. \\
& \left./\left\{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)\right\}^{2}\right], \\
& E\left(-\frac{\partial^{2} \log L}{\partial \lambda^{2}}\right) \\
& =\frac{n \beta}{\lambda^{2}}-\frac{n(\beta+a)(\beta+a+1)}{(\beta+a+b)(\beta+a+b+1)} \\
& \times E\left[Z^{2} \frac{{ }^{1} F_{1}(\beta+a+2 ; \beta+a+b+2 ;-\lambda Z)}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +\frac{n(\beta+a)^{2}}{(\beta+a+b)^{2}} E\left[\left\{Z \frac{{ }_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z)}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right\}^{2}\right], \\
& E\left(-\frac{\partial^{2} \log L}{\partial \lambda \partial a}\right) \\
& =\frac{n b}{(\beta+a+b)^{2}} E\left[Z \frac{F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z)}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +\frac{n(\beta+a)}{\beta+a+b} E\left[Z \frac{\partial_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z) / \partial a}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& -\frac{n(\beta+a)}{\beta+a+b} E\left[Z_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z)\right. \\
& \times \frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial a} \\
& \left./\left\{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)\right\}^{2}\right], \\
& E\left(-\frac{\partial^{2} \log L}{\partial \lambda \partial b}\right) \\
& =-\frac{n(\beta+a)}{(\beta+a+b)^{2}} E\left[Z \frac{1 F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z)}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right]
\end{aligned}
$$

$$
\begin{aligned}
+\frac{n(\beta+a)}{\beta+a+b} E[ & {\left[Z \frac{\partial_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z) / \partial b}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] } \\
-\frac{n(\beta+a)}{\beta+a+b} E[ & {\left[Z_{1} F_{1}(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z)\right.} \\
& \times \frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial b} \\
& \left./\left\{1 F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)\right\}^{2}\right]
\end{aligned}
$$

$$
\begin{aligned}
& E\left(-\frac{\partial^{2} \log L}{\partial a^{2}}\right) \\
& =n \psi^{\prime}(a)+n \psi^{\prime}(\beta+a+b)-n \psi^{\prime}(\beta+a)-n \psi^{\prime}(a+b) \\
& \quad-n E\left[\frac{\partial^{2}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial a^{2}}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& \quad+n E\left[\left\{\frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial a}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right\}^{2}\right], \\
& E\left(-\frac{\partial^{2} \log L}{\partial a \partial b}\right) \\
& =n \psi^{\prime}(\beta+a+b)-n \psi^{\prime}(a+b) \\
& \quad-n E\left[\frac{\partial^{2}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial a \partial b}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& \quad+n E\left[\frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial a} \frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}{\partial b}\right. \\
& \left.\quad /\left\{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)\right\}^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(-\frac{\partial^{2} \log L}{\partial b^{2}}\right)= & n \psi^{\prime}(\beta+a+b)-n \psi^{\prime}(a+b) \\
& -n E\left[\frac{\partial^{2}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial b^{2}}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right] \\
& +n E\left[\left\{\frac{\partial_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z) / \partial b}{{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda Z)}\right\}^{2}\right]
\end{aligned}
$$

The partial derivatives of the confluent hypergeometric function can be calculated by using the facts that

$$
\frac{\partial_{1} F_{1}(a ; b ; z)}{\partial a}=\sum_{i=0}^{\infty} \frac{(a)_{i} \psi(a+i) z^{i}}{(b)_{i} i!}-\psi(a)_{1} F_{1}(a ; b ; z)
$$

and

$$
\frac{\partial_{1} F_{1}(a ; b ; z)}{\partial b}=\psi(b)_{1} F_{1}(a ; b ; z)-\sum_{i=0}^{\infty} \frac{(a)_{i} \psi(b+i) z^{i}}{(b)_{i} i!}
$$

see http://functions.wolfram.com/07.20.20.0001.01 and http://functions.wolfram. com/07.20.20.0003.01.

Often with lifetime data, one encounters censoring. There are different forms of censoring: Type I censoring, Type II censoring, etc. Here, we consider the general case of multicensored data: there are $n$ subjects of which:

- $n_{0}$ are known to have the values $t_{1}, \ldots, t_{n_{0}}$.
- $n_{1}$ are known to belong to the interval $\left[s_{i-1}, s_{i}\right], i=1, \ldots, n_{1}$.
- $n_{2}$ are known to have exceeded $r_{i}, i=1, \ldots, n_{2}$, but not observed any longer.

Note that $n=n_{0}+n_{1}+n_{2}$. Note too that Type I censoring and Type II censoring are contained as particular cases of multicensoring. In this case, the maximum likelihood equations, (10.2) to (10.5), generalize to

$$
\begin{gathered}
n_{0} \psi(\beta)+n_{0} \psi(\beta+a+b)-n_{0} \psi(\beta+a)-n_{0} \log \lambda \\
=\sum_{i=1}^{n_{0}} \log t_{i}+\sum_{i=1}^{n_{0}} \frac{\partial_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda t_{i}\right) / \partial \beta}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda t_{i}\right)} \\
+\sum_{i=1}^{n_{1}} \frac{D_{1}\left(s_{i}\right)-D_{1}\left(s_{i-1}\right)}{F_{Z}\left(s_{i}\right)-F_{Z}\left(s_{i-1}\right)}-\sum_{i=1}^{n_{2}} \frac{D_{1}\left(r_{i}\right)}{1-F_{Z}\left(r_{i}\right)}, \\
\frac{n_{0} \beta}{\lambda}=\frac{\beta+a}{\beta+a+b} \sum_{i=1}^{n_{0}} Z_{i} \frac{1 F_{1}\left(\beta+a+1 ; \beta+a+b+1 ;-\lambda Z_{i}\right)}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)} \\
+\sum_{i=1}^{n_{1}} \frac{D_{2}\left(s_{i}\right)-D_{2}\left(s_{i-1}\right)}{F_{Z}\left(s_{i}\right)-F_{Z}\left(s_{i-1}\right)}-\sum_{i=1}^{n_{2}} \frac{D_{2}\left(r_{i}\right)}{1-F_{Z}\left(r_{i}\right)}, \\
n_{0} \psi(a) \\
+n_{0} \psi(\beta+a+b)-n_{0} \psi(\beta+a)-n_{0} \psi(a+b) \\
= \\
\sum_{i=1}^{n_{0}} \frac{\partial_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right) / \partial a}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)} \\
\quad+\sum_{i=1}^{n_{1}} \frac{D_{3}\left(s_{i}\right)-D_{3}\left(s_{i-1}\right)}{F_{Z}\left(s_{i}\right)-F_{Z}\left(s_{i-1}\right)}-\sum_{i=1}^{n_{2}} \frac{D_{3}\left(r_{i}\right)}{1-F_{Z}\left(r_{i}\right)}
\end{gathered}
$$

and

$$
\begin{aligned}
n_{0} \psi(\beta+a+b)-n_{0} \psi(a+b)= & \sum_{i=1}^{n_{0}} \frac{\partial_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right) / \partial b}{{ }_{1} F_{1}\left(\beta+a ; \beta+a+b ;-\lambda Z_{i}\right)} \\
& +\sum_{i=1}^{n_{1}} \frac{D_{4}\left(s_{i}\right)-D_{4}\left(s_{i-1}\right)}{F_{Z}\left(s_{i}\right)-F_{Z}\left(s_{i-1}\right)}-\sum_{i=1}^{n_{2}} \frac{D_{4}\left(r_{i}\right)}{1-F_{Z}\left(r_{i}\right)}
\end{aligned}
$$

where $F_{Z}(\cdot)$ is given by (3.1),

$$
\begin{aligned}
& D_{1}(z)=\frac{(\lambda z)^{\beta} \Gamma(a+b)}{\Gamma(a)} \\
& \qquad \begin{aligned}
& \left\{\frac{\Gamma^{\prime}(a+\beta)+\log (\lambda z) \Gamma(a+\beta)}{\Gamma(a+b+\beta) \Gamma(\beta+1)}{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)\right. \\
& -\frac{\Gamma(a+\beta) \Gamma^{\prime}(a+b+\beta)}{\Gamma^{2}(a+b+\beta) \Gamma(\beta+1)} 2 F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z) \\
& -\frac{\Gamma(a+\beta) \Gamma^{\prime}(\beta+1)}{\Gamma(a+b+\beta) \Gamma^{2}(\beta+1)} 2 F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)
\end{aligned} \\
& \left.\quad+\frac{\Gamma(a+\beta)}{\Gamma(a+b+\beta) \Gamma(\beta+1)} \frac{\partial_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)}{\partial \beta}\right\} \\
& D_{2}(z)= \\
& \quad \frac{\Gamma(a+\beta) \Gamma(a+b)(\lambda z)^{\beta}}{\Gamma(a) \Gamma(a+b+\beta) \Gamma(\beta+1)} \\
& \quad \times\left\{\frac{\beta}{\lambda}{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)\right. \\
& \quad-\frac{\beta(a+\beta) z}{(a+b+\beta)(\beta+1)} \\
& \left.\quad \times{ }_{2} F_{2}(\beta+1, a+\beta+1 ; \beta+2, a+b+\beta+1 ;-\lambda z)\right\}
\end{aligned}
$$

$$
D_{3}(z)=\frac{(\lambda z)^{\beta}}{\Gamma(\beta+1)}
$$

$$
\times\left\{\frac{\Gamma^{\prime}(a+\beta) \Gamma(a+b)+\Gamma(a+\beta) \Gamma^{\prime}(a+b)}{\Gamma(a+b+\beta) \Gamma(a)}\right.
$$

$$
\times{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)
$$

$$
-\frac{\Gamma^{\prime}(a) \Gamma(a+\beta) \Gamma(a+b)}{\Gamma(a+b+\beta) \Gamma^{2}(a)}{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)
$$

$$
-\frac{\Gamma^{\prime}(a+b+\beta) \Gamma(a+\beta) \Gamma(a+b)}{\Gamma^{2}(a+b+\beta) \Gamma(a)}
$$

$$
\begin{aligned}
& \times{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z) \\
+ & \frac{\Gamma(a+\beta) \Gamma(a+b)}{\Gamma(a) \Gamma(a+b+\beta) \Gamma(\beta+1)} \\
& \left.\times \frac{\partial_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)}{\partial a}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
D_{4}(z)= & \frac{(\lambda z)^{\beta} \Gamma(a+\beta)}{\Gamma(a) \Gamma(\beta+1)} \\
& \times\left\{\frac{\Gamma^{\prime}(a+b)}{\Gamma(a+b+\beta)} 2 F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)\right. \\
& \quad-\frac{\Gamma^{\prime}(a+b+\beta) \Gamma(a+b)}{\Gamma^{2}(a+b+\beta)}{ }_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z) \\
& \left.\quad+\frac{\Gamma(a+b)}{\Gamma(a+b+\beta)} \frac{\partial_{2} F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)}{\partial b}\right\}
\end{aligned}
$$

The partial derivatives of the ${ }_{2} F_{2}$ hypergeometric function can be calculated by using the facts that

$$
\begin{aligned}
& \frac{\partial_{2} F_{2}(a, b ; c, d ; z)}{\partial a}=\sum_{i=0}^{\infty} \frac{(a)_{i}(b)_{i} \psi(a+i) z^{i}}{(c)_{i}(d)_{i} i!}-\psi(a)_{2} F_{2}(a, b ; c, d ; z), \\
& \frac{\partial_{2} F_{2}(a, b ; c, d ; z)}{\partial b}=\sum_{i=0}^{\infty} \frac{(a)_{i}(b)_{i} \psi(b+i) z^{i}}{(c)_{i}(d)_{i} i!}-\psi(b)_{2} F_{2}(a, b ; c, d ; z), \\
& \frac{\partial_{2} F_{2}(a, b ; c, d ; z)}{\partial c}=\psi(c)_{2} F_{2}(a, b ; c, d ; z)-\sum_{i=0}^{\infty} \frac{(a)_{i}(b)_{i} \psi(c+i) z^{i}}{(c)_{i}(d)_{i} i!}
\end{aligned}
$$

and

$$
\frac{\partial_{2} F_{2}(a, b ; c, d ; z)}{\partial d}=\psi(d)_{2} F_{2}(a, b ; c, d ; z)-\sum_{i=0}^{\infty} \frac{(a)_{i}(b)_{i} \psi(d+i) z^{i}}{(c)_{i}(d)_{i} i!}
$$

see http://functions.wolfram.com/07.25.20.0001.01, http://functions.wolfram. com/07.25.20.0004.01, http://functions.wolfram.com/07.25.20.0007.01 and http:// functions.wolfram.com/07.25.20.0010.01. The Fisher information matrix for the estimators of $(\beta, \lambda, a, b)$ for the case of censoring is too complicated to be presented here.

We now compare the performances of the two estimation methods. For this purpose, we generated samples of size $n=20$ from (3.2) for $\alpha=1,2, \ldots, 5$, $a=1,2, \ldots, 5$ and $b=1,2, \ldots, 5$, and $\lambda$ fixed as $\lambda=1$. For each sample, we
computed the MMEs and the MLEs, by solving the equations (10.1) and (10.2)(10.5). We repeated this process 100 times and computed the average of the estimates (AE) and the mean squared error (MSE). The computer package $R$ was used for the calculations. The results for selected $\alpha, a$ and $b$ are reported in Table 1.

Note that for many cases MME does not exist because $a \leq 4$. For other cases, it is clear that the MLE performs consistently better than the MME for all values of $\alpha, a$ and $b$ and with respect to the AE and MSE. This is expected of course.

## 11 Application

The results in Sections 3-10 can be applied to the practical problems discussed in Section 2 in several different ways. For example, consider the problem discussed in Section 2.6. Suppose we have two different warning-time systems, say A and B, and that we wish to compare their performances. According to Section 2.6, the efficiencies of the two systems can be represented by the random variables $1 / Z_{1}$ and $1 / Z_{2}$, where $Z_{1}$ and $Z_{2}$ are distributed according to (3.1)-(3.2). So, the probability that system A is more efficient than system B can be expressed as

$$
\begin{align*}
R & =\operatorname{Pr}\left(1 / Z_{1}>1 / Z_{2}\right)=\operatorname{Pr}\left(Z_{2}>Z_{1}\right)=1-\operatorname{Pr}\left(Z_{2}<Z_{1}\right) \\
& =1-\int_{0}^{\infty} F_{Z_{2}}(z) f_{Z_{1}}(z) d z . \tag{11.1}
\end{align*}
$$

If $Z_{i}, i=1,2$, has the parameters $\left(\beta_{i}, \lambda_{i}, a_{i}, b_{i}\right), i=1,2$, then we can express (11.1) as

$$
R=1-\frac{\lambda_{1}^{\beta_{1}} \lambda_{2}^{\beta_{2}} B\left(\beta_{1}+a_{1}, b_{1}\right) B\left(b_{2}, a_{2}+\beta_{2}\right)}{\Gamma\left(\beta_{1}\right) \Gamma\left(\beta_{2}+1\right) B\left(a_{1}, b_{1}\right) B\left(a_{2}, b_{2}\right)} L
$$

where

$$
\begin{aligned}
L=\int_{0}^{\infty} & z^{\beta_{1}+\beta_{2}-1}{ }_{1} F_{1}\left(\beta_{1}+a_{1} ; \beta_{1}+a_{1}+b_{1} ;-\lambda_{1} z\right) \\
& \times{ }_{2} F_{2}\left(\beta_{2}, a_{2}+\beta_{2} ; \beta_{2}+1, a_{2}+b_{2}+\beta_{2} ;-\lambda_{2} z\right) d z
\end{aligned}
$$

Using equation (2.21.1.1) in Prudnikov et al. (1986, Volume 3), the integral, $L$, can be calculated to give

$$
\begin{equation*}
R=1-\frac{\lambda_{1}^{2 \beta_{1}+\beta_{2}} \lambda_{2}^{\beta_{2}} \Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right)}{\Gamma^{2}\left(\beta_{1}\right) B\left(a_{1}, b_{1}\right) B\left(a_{2}, b_{2}\right)} L^{*}, \tag{11.2}
\end{equation*}
$$

where

$$
L^{*}=G_{4,4}^{2,3}\left(\frac{\lambda_{2}}{\lambda_{1}} \left\lvert\, \begin{array}{c}
1-\beta_{1}-\beta_{2}, 1-\beta_{2}, 1-a_{2}-\beta_{2}, a_{1}+b_{1}-\beta_{2} \\
0, a_{1}-\beta_{2},-\beta_{2}, 1-a_{2}-b_{2}-\beta_{2}
\end{array}\right.\right)
$$

If estimates on the parameters are available (either from prior knowledge or by applying the procedures in Section 10 to some data) then (11.2) can provide a useful measure of the relative performance of the two systems.

Table 1 Comparison of MLE versus MME


We can also obtain measures of the gain in efficiency, say, by how much system A is more efficient than system B. For example,

$$
\frac{\beta_{1}\left(a_{1}+b_{1}-1\right)}{\lambda_{1}\left(a_{1}-1\right)}-\frac{\beta_{2}\left(a_{2}+b_{2}-1\right)}{\lambda_{2}\left(a_{2}-1\right)}
$$

gives a measure of gain in terms of the mean,

$$
\begin{aligned}
& \frac{\beta_{2}\left(\beta_{2}+1\right)\left(a_{2}+b_{2}-1\right)\left(a_{2}+b_{2}-2\right)}{\lambda_{2}^{2}\left(a_{2}-1\right)\left(a_{2}-2\right)}-\frac{\beta_{1}\left(\beta_{1}+1\right)\left(a_{1}+b_{1}-1\right)\left(a_{1}+b_{1}-2\right)}{\lambda_{1}^{2}\left(a_{1}-1\right)\left(a_{1}-2\right)} \\
& \quad-\frac{\beta_{2}^{2}\left(a_{2}+b_{2}-1\right)^{2}}{\lambda_{2}^{2}\left(a_{2}-1\right)^{2}}+\frac{\beta_{1}^{2}\left(a_{1}+b_{1}-1\right)^{2}}{\lambda_{1}^{2}\left(a_{1}-1\right)^{2}}
\end{aligned}
$$

gives a measure of gain in terms of the variance,

$$
\begin{aligned}
& 2 \mu_{2} F_{Z_{2}}\left(\mu_{2}\right)-2 \mu_{1} F_{Z_{1}}\left(\mu_{1}\right)-2 \mu_{2}+2 \mu_{1} \\
& \quad+\frac{2 \lambda_{2}^{\beta_{2}} B\left(a_{2}+\beta_{2}, b_{2}\right)}{\Gamma\left(\beta_{2}\right) B\left(a_{2}, b_{2}\right)} J\left(1, \mu_{2}, a_{2}, b_{2}, \alpha_{2}, \lambda_{2}\right) \\
& \quad-\frac{2 \lambda_{1}^{\beta_{1}} B\left(a_{1}+\beta_{1}, b_{1}\right)}{\Gamma\left(\beta_{1}\right) B\left(a_{1}, b_{1}\right)} J\left(1, \mu_{1}, a_{1}, b_{1}, \alpha_{1}, \lambda_{1}\right)
\end{aligned}
$$

give a measure of gain in terms of the mean deviation about the mean [where $\mu_{1}=E\left(Z_{1}\right)$ and $\left.\mu_{2}=E\left(Z_{2}\right)\right]$, and so on.

## 12 Conclusions

Motivated by practical problems ranging from efficiency modeling to modeling of infectious diseases, we have studied mathematical properties of the ratio of gamma and beta random variables assumed to be independent. We have derived exact and explicit expressions for many characteristics of the ratio, including its p.d.f., c.d.f., h.r.f., moments, mean deviation about the mean, mean deviation about the median, percentiles, order statistics and the asymptotic distribution of the extreme values. We have also derived estimation procedures by the methods of moments and maximum likelihood. Finally, an illustration of applicability of the mathematical results is given in the context of efficiency of warning-time systems.

## Appendix

We need the following lemmas.
Lemma 1. Let $Z$ be a random variable with its p.d.f. specified by (3.2). We have

$$
\int_{x}^{\infty} z^{k} f_{Z}(z) d z=\frac{\lambda^{\beta} B(a+\beta, b)}{\Gamma(\beta) B(a, b)} J(k, x, a, b, \alpha, \lambda)
$$

for all real $k$, where

$$
J(k, x, a, b, \alpha, \lambda)=-\frac{x^{k+\beta}}{k+\beta} 2 F_{2}(\beta+a, k+\beta ; \beta+a+b, k+\beta+1 ;-\lambda x)
$$

Proof. Using (3.2), we can write

$$
\int_{x}^{\infty} z^{k} f_{Z}(z) d z=\frac{\lambda^{\beta} B(a+\beta, b)}{\Gamma(\beta) B(a, b)} J(k, x, a, b, \alpha, \lambda),
$$

where

$$
J(k, x, a, b, \alpha, \lambda)=\int_{x}^{\infty} z^{k+\beta-1}{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda z) d z
$$

The result follows by applying http://functions.wolfram.com/ HypergeometricFunctions/Hypergeometric1F1/21/01/02/01/0001/ to calculate this integral.

Lemma 2. Let $Z$ be a random variable with its $c . d . f$. and p.d.f. specified by (3.1) and (3.2), respectively. We have

$$
\int_{0}^{\infty} z^{k} F_{Z}^{n}(z) f_{Z}(z) d z=\frac{\Gamma(n \beta+\beta+k) B^{n+1}(a+\beta, b)}{\lambda^{k} \Gamma(\beta) \Gamma^{n}(\beta+1) B^{n+1}(a, b)} I(k, n)
$$

for all real $k$ such that $n \beta+\beta+k \neq 0,-1,-2, \ldots$, where

$$
\begin{aligned}
& I(k, n)=F_{0: 2 ; \ldots ; 2 ; 1}^{1: 2 ; \ldots 2 ; 1}((n \beta+\beta+k):(\beta, a+\beta) ; \ldots ;(\beta, a+\beta) ;(b) ; \\
& \quad-:(\beta+1, a+b+\beta) ; \ldots ;(\beta+1, a+b+\beta) ;(a+b+\beta) ; \\
&\quad 1, \ldots,-1,1)
\end{aligned}
$$

Proof. Using (3.1) and (3.2), we can write

$$
\int_{0}^{\infty} z^{k} F_{Z}^{n}(z) f_{Z}(z) d z=\frac{\lambda^{(n+1) \beta} B^{n+1}(a+\beta, b)}{\Gamma(\beta) \Gamma^{n}(\beta+1) B^{n+1}(a, b)} J(k, n)
$$

where

$$
\begin{aligned}
J(k, n)=\int_{0}^{\infty} & z^{k+n \beta+\beta-1}\left\{2 F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)\right\}^{n} \\
& \times{ }_{1} F_{1}(\beta+a ; \beta+a+b ;-\lambda z) d z
\end{aligned}
$$

Using the fact ${ }_{1} F_{1}(a ; b ; x)=\exp (x)_{1} F_{1}(b-a ; b ;-x)$ (see http://functions. wolfram.com/HypergeometricFunctions/Hypergeometric1F1/17/02/02/) and the series expansions for hypergeometric functions, we can calculate $J(k, n)$ as

$$
J(k, n)=\int_{0}^{\infty} z^{k+n \beta+\beta-1}\left\{2 F_{2}(\beta, a+\beta ; \beta+1, a+b+\beta ;-\lambda z)\right\}^{n}
$$

$$
\begin{align*}
& \times{ }_{1} F_{1}(b ; \beta+a+b ; \lambda z) \exp (-\lambda z) d z \\
& =\int_{0}^{\infty} \sum_{i_{1}=0}^{\infty} \cdots \sum_{i_{n}=0}^{\infty} \sum_{i=0}^{\infty}(\beta)_{i_{1}}(a+\beta)_{i_{1}} \cdots(\beta)_{i_{n}}(a+\beta)_{i_{n}}(b)_{i} \\
& /\left((\beta+1)_{i_{1}}(a+b+\beta)_{i_{1}} \cdots(\beta+1)_{i_{n}}(a+b+\beta)_{i_{n}}\right. \\
& \left.\times(a+b+\beta)_{i}\right) \\
& \times \frac{(-1)^{i_{1}+\cdots+i_{n}} \lambda^{i_{1}+\cdots+i_{n}+i}}{i_{1}!\cdots i_{n}!i!} z^{i_{1}+\cdots+i_{n}+i+k+n \beta+\beta-1} \\
& \times \exp (-\lambda z) d z \\
& =\sum_{i_{1}=0}^{\infty} \cdots \sum_{i_{n}=0}^{\infty} \sum_{i=0}^{\infty}(\beta)_{i_{1}}(a+\beta)_{i_{1}} \cdots(\beta)_{i_{n}}(a+\beta)_{i_{n}}(b)_{i} \\
& /\left((\beta+1)_{i_{1}}(a+b+\beta)_{i_{1}} \cdots(\beta+1)_{i_{n}}(a+b+\beta)_{i_{n}}\right. \\
& \left.\times(a+b+\beta)_{i}\right) \\
& \times \frac{(-1)^{i_{1}+\cdots+i_{n}} \lambda^{i_{1}+\cdots+i_{n}+i}}{i_{1}!\cdots i_{n}!i!}  \tag{A.1}\\
& \times \int_{0}^{\infty} z^{i_{1}+\cdots+i_{n}+i+k+n \beta+\beta-1} \exp (-\lambda z) d z \\
& =\frac{1}{\lambda^{k+n \beta+\beta}} \sum_{i_{1}=0}^{\infty} \cdots \sum_{i_{n}=0}^{\infty} \sum_{i=0}^{\infty}(\beta)_{i_{1}}(a+\beta)_{i_{1}} \cdots(\beta)_{i_{n}}(a+\beta)_{i_{n}}(b)_{i} \\
& /\left((\beta+1)_{i_{1}}(a+b+\beta)_{i_{1}} \cdots(\beta+1)_{i_{n}}\right. \\
& \left.\times(a+b+\beta)_{i_{n}}(a+b+\beta)_{i}\right) \\
& \times \frac{(-1)^{i_{1}+\cdots+i_{n}} \lambda^{i_{1}+\cdots+i_{n}+i}}{i_{1}!\cdots i_{n}!i!} \\
& \times \Gamma\left(i_{1}+\cdots+i_{n}+i+k+n \beta+\beta\right) \\
& =\frac{\Gamma(n \beta+\beta+k)}{\lambda^{k+n \beta+\beta}} \sum_{i_{1}=0}^{\infty} \cdots \sum_{i_{n}=0}^{\infty} \sum_{i=0}^{\infty}(\beta)_{i_{1}}(a+\beta)_{i_{1}} \cdots(\beta)_{i_{n}}(a+\beta)_{i_{n}} \\
& /\left((\beta+1)_{i_{1}}(a+b+\beta)_{i_{1}} \cdots(\beta+1)_{i_{n}}\right. \\
& \left.\times(a+b+\beta)_{i_{n}}\right) \\
& \times \frac{(b)_{i}(n \beta+\beta+k)_{i_{1}+\cdots+i_{n}+i}}{(a+b+\beta)_{i}} \\
& \times \frac{(-1)^{i_{1}+\cdots+i_{n}} 1^{i}}{i_{1}!\cdots i_{n}!i!} .
\end{align*}
$$

The result of the lemma follows by using the definition of the generalized Kampé de Fériet function to calculate the multiple sum in (A.1).
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