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## 1. Introduction

The purpose of the present paper is to lay down the foundations of a general theory of stochastic population processes (see Bartlett [2] for references to previous work on this subject). By population we mean here a collection of individuals, each of which may be found in any one state $x$ of a fixed set of states $X$. The simplest type of population process is one where there is only one kind of individual and where the total size of the population is always finite with probability unity (finite univariate population process). The state of the whole population is characterized by the states, say $x_{1}, \ldots, x_{n}$, of its members, where each of the $x_{i}$ ranges over $X$ and $n=0,1,2, \ldots$; thus we may have for example a biological population whose individuals are characterized by their age, weight, location, etc. or a population of stars characterized by their brightness, mass, position, velocity and so on. Such a population is stochastic in the sense that there is defined a probability distribution $P$ on some $\sigma$-field $\boldsymbol{B}$ of subsets of the space $\mathcal{X}$ of all population states; in $\S 2$ we develop the theory of such population probability spaces; the approach is similar to that of Bhabha [4], who, however, restricts himself to the case where $X$ is the real line and $P$ is absolutely continuous. By taking the individual state space $X$ to be arbitrary (i.e., an abstract space), we are able to make the theory completely general, including for example the case of cluster processes, where the members of a given population are clusters, i.e., are themselves populations, as in Neyman's theory of populations of galaxy clusters (cf. Neyman

[^0]and Scott [13]). In § 3 we develop an alternative and largely equivalent approach where the state of the population is characterized by an integral-valued function $N$ on a class of subsets of $X, N(A)$ representing the number of individuals in the population with states in the subset $A$ of $X . \S 4$ is devoted to the study of generating functionals, which play a role analogous to that of probability and moment generating functions in standard probability theory; generating functionals were introduced in this connection in Kendall [9] and Bartlett and Kendall [3] (see also Bartlett [1]). In §5 we extend the theory to multivariate populations, where there is more than one kind of individual (e.g., biological populations comprising several species) and population processes, where the population state is a function of some independent variable such as time or space coordinates: an example is that of cosmic ray cascades, which are populations of several kinds of elementary particles (electrons, photons, nucleons, mesons, etc.), characterized by their energy, momentum, position, etc., developing in time through the atmosphere. In § 6 we extend the theory still further to the case of populations whose total size can be infinite with positive probability. Finally, in $\S 7$ we consider as examples special types of population processes: cluster processes; processes with independent elements; Markov population processes, where we treat the problem of obtaining the probability distribution of the process from given reproduction and mortality rates; lastly, the important case of multiplicative population processes, where each "ancestor" generates a population independent of the "descendents" of other "ancestors".

## 2. Point Processes

We start with the space $X$ of all individual states $x$. If the members of the population can be distinguished from each other, then a state of the population is defined as an ordered set $x^{n}=\left(x_{1}, \ldots, x_{n}\right)$ of individual states: i.e., it is the state where the population has $n$ members, the $i$ th being in the individual state $x_{i}, i=1, \ldots, n$. The population state space $\mathfrak{X}$ is the class of all such states $x^{n}$ with $n=0,1,2, \ldots, x^{0}$ denoting conventionally the state where the population is empty.

If the members of the population are indistinguishable from each other, then a state of the population is defined as an unordered set $x^{n}=\left\{x_{1} \ldots, x_{n}\right\}$ of individual states: i.e., a state where the population has $n$ members with one each in the states $x_{1}, \ldots, x_{n}$. The population state space $\mathfrak{X}$ is now the set of all such $x^{n}$ with $n=0,1,2, \ldots, x^{0}$ denoting again an empty population.

A triplet $(\boldsymbol{X}, \mathbf{B}, P)$, where $\mathscr{X}$ is a population state space, B a $\sigma$-field of sets in $\mathfrak{X}$ and $P$ a probability distribution on $B$ constitutes a model of a stochastic population
and will be called a point process, ${ }^{1}$ ) or more precisely a single-variate point process. We shall often use the single letter x to symbolize a point process.

Let $X^{n}$ be the set of all states $x^{n}$ with $n$ fixed; $X^{n}$ is a subset of $\mathscr{X}$. If the individuals are distinguishable, then $X^{n}$ is the Cartesian product $X \times X \times \ldots \times X, n$ times. If $n \neq k$, then $X^{n}$ and $X^{k}$ are disjoint, and all subsets $A^{(n)}, A^{(k)}$ of respectively $X^{n}$ and $X^{k}$ are disjoint. It follows that every set $A$ in $\mathcal{X}$ can be expressed uniquely as a sum of disjoint sets $A=\sum_{n-0}^{\infty} A^{(n)}$, where $A^{(n)}=A \cap X^{n}$ (throughout this paper we shall use $\cap, \cup$ to denote respectively set intersections and unions, and,$+ \Sigma$ to denote unions of mutually disjoint sets). The folloving results are obvious: let $A, A_{1}, A_{2}, A_{t}(t \in T)$ be sets in $\mathscr{X},-A$ the complement of $A$, ø the empty set and $A^{(n)}=A \cap X^{n}$; then

$$
\begin{equation*}
-A=\sum_{n=0}^{\infty}\left(X^{n}-A^{(n)}\right) \tag{2.1}
\end{equation*}
$$

$$
\begin{gather*}
A_{1} \cap A_{2}=\varnothing \text { implies that } A_{1}^{(n)} \cap A_{2}^{(n)}=\varnothing \quad(n=0,1,2, \ldots),  \tag{2.2}\\
\bigcup_{t \in T} A_{t}=\sum_{n=0}^{\infty} \bigcup_{t \in T} A_{t}^{(n)} \quad \text { and } \bigcap_{t \in T} A_{t}=\sum_{n=0}^{\infty} \bigcap_{t \in T} A_{t}^{(n)} . \tag{2.3}
\end{gather*}
$$

If we wish to differentiate between the two cases of distinguishable and indistinguishable individuals, we shall denote the population state space in the latter case by $\mathfrak{X}_{s}$, points in $\boldsymbol{X}_{S}$ by $x^{\{n\}}$, the set of all points $x^{\{n\}}$ with $n$ fixed by $X^{\{n\}}$, subsets of $X^{\{n\}}$ by $A^{\{n\}}$, and so on. Let $\pi$ be the permutation $i_{1}, \ldots, i_{n}$ of $1, \ldots, n$, let $A_{\pi}^{(n)}$ be the subset of $X^{n}$ obtained from $A^{(n)}$ by the permutation ( $x_{i_{1}}, \ldots, x_{i_{n}}$ ) of the coordinates $x_{1}, \ldots, x_{n}$ of each $x^{n}$ in $A^{(n)} . A$ in $\mathcal{X}$ is symmetric if $A^{(n)}=A \cap X^{n}=A_{\pi}^{(n)}$ for all permutations $\pi$. The symmetrization of $A$ is the symmetric set $U_{\pi} A_{\pi}$. The relation between the two cases of distinguishable and indistinguishable individuals is that given $X$, we have the transformation $T$ from $\mathscr{X}$ onto $\mathscr{X}_{S}$ which maps every $x^{n}=\left(x_{1}, \ldots, x_{n}\right)$ into $x^{\{n\}}=\left\{x_{1}, \ldots, x_{n}\right\}$; clearly the inverse image $T^{-1}\left\{x^{\{n\}}\right\}=\sum_{\pi}\left\{x^{n}\right\}_{\pi}$, and hence there is a one-to-one correspondence between subsets of $\mathscr{X}_{S}$ and symmetric subsets of $\mathfrak{X}$ : thus we can identify sets of states in a population with indistinguishable individuals with symmetric subsets of the state space $\mathcal{X}$ of a population with distinguishable individuals.

Let $\mathbf{B}$ be a $\sigma$-field of sets in $X$; we call the pair $(X, \mathbf{B})$ the individual measure space. Let $\mathbf{B}^{n}$ be the minimal $\sigma$-field of sets in $X^{n}$ cotaining all product sets $A_{1} \times \ldots \times A_{n}$ such that $A_{i} \in \mathbf{B}, i=1, \ldots, n$, and let $\mathbf{B}$ be the class of all sets $A=\sum_{n=0}^{\infty} A^{(n)}$ in $\mathfrak{X}$ such that $A^{(n)} \in \mathbf{B}^{n}, n=0,1,2, \ldots$; by an abuse of standard notation we write $\boldsymbol{B}=\sum_{n=0}^{\infty} \mathbf{B}^{n}$; then

[^1]Lemma 2.1. $\mathbf{B}$ is the minimal $\sigma$-field of sets in $\mathcal{X}$ containing all sets $A^{(n)} \in \mathbf{B}^{n}$, $n=0,1,2, \ldots$

Proof. That B is a $\sigma$-field follows immediately from (2.1) and (2.3); if $B^{\prime}$ is a $\sigma$-field containing all $A^{(n)} \in \mathbf{B}^{n}$, it will contain all unions $\sum_{n=0}^{\infty} A^{(n)}$ of such $A^{(n)}$; hence $B^{\prime} \supset B$.

We call the pair ( $\mathcal{X}, \mathbf{B}$ ) the population measure space. In the case of a population with indistinguishable individuals, starting from $(X, \mathbf{B})$, we define ( $\mathcal{X}, \boldsymbol{B}$ ) as above, and then define the $\sigma$-field $\boldsymbol{B}_{S}$ to be the class of all sets $A$ in $\boldsymbol{X}_{S}$ such that $T^{-1} A \in B$; thus $B_{S}$ may be identified with the $\sigma$-subfield of all symmetric sets of $\boldsymbol{B}$. Sets of $\boldsymbol{B}$ or $B_{S}$ will be called measurable. In order to avoid trivial difficulties, we shall assume as a rule that $\mathbf{B}$ contains all singletons $\{x\}$; it then follows that $\mathbf{B}$ contains all singletons $\left\{x^{n}\right\}$ and $\mathbf{B}_{S}$ contains all singletons $\left\{x^{\{n\}}\right\}$.

We now turn to the definition of a probability distribution $P$ on $B$. The restriction $P^{(n)}$ of $P$ to sets in $X^{n}$ is a measure on $\mathbf{B}^{n}, p_{n}=P^{(n)}\left(X^{n}\right)$ is the probability that the size of the population is $n$, and $\sum_{n=0}^{\infty} p_{n}=1$. Conversely, we have:

Lemma 2.2. If $P^{(n)}$ is a measure on $\mathbf{B}^{n}, n=0,1, \ldots$ such that $\sum_{n=0}^{\infty} P^{(n)}\left(X^{n}\right)=1$, then the function $P$ on $\mathbf{B}$ whose value at $A=\sum_{n=0}^{\infty} A^{(n)}$ is

$$
\begin{equation*}
P(A)=\sum_{n=0}^{\infty} P^{(n)}\left(A^{(n)}\right) \tag{2.4}
\end{equation*}
$$

is the unique probability distribution on $\mathbf{B}$ whose restriction to $\mathbf{B}^{n}$ agrees with $P^{(n)}$ for all $n$.

Proof. Clearly $P \geqslant 0, P(X)=\sum_{n=0}^{\infty} P^{(n)}\left(X^{n}\right)=1$; if $\left\{A_{k}\right\}$ is a disjoint sequence of measurable sets, then by (2.3) and the definition of $P$

$$
P\left(\sum_{k=1}^{\infty} A_{k}\right)=P\left(\sum_{n=0}^{\infty} \sum_{k=1}^{\infty} A_{k}^{(n)}\right)=\sum_{n=0}^{\infty} \sum_{k=1}^{\infty} P^{(n)}\left(A_{k}^{(n)}\right)=\sum_{k=1}^{\infty} P\left(A_{k}\right)
$$

hence $P$ is $\sigma$-additive and therefore a probability distribution on $B$. Finally, if $P^{\prime}$ is a probability distribution on $\mathbf{B}$ which agrees with $P^{(n)}$ on $\mathbf{B}^{n}$ for all $n$, then clearly $P^{\prime}(A)=P(A)$ for every $A \in \mathbf{B}$.

Exactly the same considerations apply to a probability distribution $P_{S}$ on the $\sigma$-field $B_{S}$ in the case of indistinguishable individuals. A probability distribution $P$ on B determines a unique probability distribution $P_{S}$ on $\boldsymbol{B}_{S}$ such that for every $A \in \boldsymbol{B}_{S}$

$$
\begin{equation*}
P_{S}(A)=P\left(T^{-1} A\right) \tag{2.5}
\end{equation*}
$$

Conversely, it can be shown that a probability distribution $P_{S}$ on $B_{S}$ determines a unique symmetric probability distribution $P$ on $\mathbf{B}$ (by this we mean a distribution on $B$ which is invariant under coordinate permutations) to which it is related by (2.5). Thus we can identify a distribution on $\boldsymbol{B}_{S}$ with the corresponding symmetric distribution on $B$, and we shall use the same symbol $P_{S}$ for both. It follows from the foregoing discussion that a point process ( $\mathcal{X}, \mathbf{B}, P_{S}$ ) with distinguishable individuals and a symmetric distribution and the corresponding process ( $\boldsymbol{X}_{S}, \mathbf{B}_{S}, P_{S}$ ) with indistinguishable individuals are to all intents and purposes the same thing; we shall henceforth identify the two under the name of symmetric point process (symbolized by the single letter $\mathbf{x}_{S}$ ). With each point process ( $\mathcal{X}, \boldsymbol{B}, P$ ) is associated a unique symmetric point process ( $\mathcal{X}, \boldsymbol{B}, P_{S}$ ) obtained by symmetrization of $P$ : that is for each $A \in \boldsymbol{B}$,

$$
\begin{equation*}
P_{S}(A)=\sum_{n=0}^{\infty} \frac{1}{n!} \sum_{\pi} P^{(n)}\left(A_{\pi}^{(n)}\right) . \tag{2.6}
\end{equation*}
$$

Point processes and their distributions which are associated with the same symmetric point process will be called countably equivalent.

A particularly simple class of point processes is the class of compound processes (cf. Feller [6], p. 268) where given that the population is of size $n$, the states of the $n$ individuals are independently distributed with the same distribution $Q$ on $\mathbf{B}$; hence

$$
\begin{equation*}
P^{(n)}=p_{n} Q^{* n} \quad(n=0,1,2, \ldots), \tag{2.7}
\end{equation*}
$$

where $p_{n}$ is the probability that the population is of size $n, Q^{* n}$ is the $n$th product measure on $\mathbf{B}^{n}$ generated by $Q$; clearly $P^{(n)}$ is symmetric. Two examples are the Poisson process, where $p_{n}=m^{n} e^{-m} / n!(m>0)$ and the geometric process, where $p_{n}=(1-q) q^{n}$ ( $0<q<1$ ).

A real-valued function $y$ on $\mathscr{X}$ is a mapping of $\mathscr{X}$ into the real line; $y$ may be identified with the sequence $\left\{y_{n}\right\}$ where $y_{n}$ is the restriction of $y$ to $X^{n}$, and is therefore a real-valued function on $X^{n}$. We say that $y$ is measurable if $y^{-1}(S) \in \mathbf{B}$ for every Borel subset $S$ of the real line; similarly $y_{n}$ is measurable if $y_{n}^{-1}(S) \in \mathbf{B}^{n}$ for every Borel set $S$. The following lemma is evident:

Lemma 2.3. A function $y$ on $\mathcal{X}$ is measurable if and only if each of its restrictions $y_{n}$ is a measurable function on $X^{n}, n=0,1,2, \ldots$.

It follows that a sequence of measurable functions $y_{n}$ on $X^{n}, n=0, \mathbf{1}, 2, \ldots$, determines a unique measurable function $y$ on $\not \mathscr{X}$ whose restrictions to $X^{n}$ is $y_{n}$. Following the usual terminology, we say that a measurable function $y$ on $\mathscr{X}$ determines a random
variable on the point process ( $\mathcal{X}, \mathbf{B}, P$ ). The expectation value of $y$ with respect to $P$, defined in the usual way,

$$
\begin{equation*}
E y=\int_{x} y\left(x^{n}\right) P\left(d x^{n}\right)=\sum_{n=0}^{\infty} \int_{X^{n}} y_{n}\left(x^{n}\right) P^{(n)}\left(d x^{n}\right), \tag{2.8}
\end{equation*}
$$

clearly exists if and only if each integral $\int_{x^{n}} y_{n} P^{(n)}\left(d x^{n}\right)$ in the series above exists and their sum is absolutely convergent. If $y$ is symmetric (i.e., invariant under coordinate permutations) then $\int_{x} y P\left(d x^{n}\right)=\int_{x} y P_{S}\left(d x^{n}\right)$, where $P_{S}$ is the symmetrization of $P$; conversely, if $P$ is symmetric, then $\int_{x} y P\left(d x^{n}\right)=\int_{x} y^{(S)} P\left(d x^{n}\right)$, where $y^{(S)}$ is the symmetrization of $y$ :

$$
\begin{equation*}
y_{n}^{(S)}\left(x^{n}\right)=\frac{1}{n!} \sum_{\pi} y_{n}\left(x_{\pi}^{n}\right), \quad(n=0,1,2, \ldots) . \tag{2.9}
\end{equation*}
$$

It will be convenient to admit infinite expectations: i.e., $E y= \pm \infty$ if the right-hand side of (2.8) diverges definitely to $\pm \infty$.

## 3. Counting Processes

We shall now turn our attention to an alternative method of characterizing stochastic populations, namely, the method which assigns to sets $A$ in the individual state space $X$ the number of individuals $N(A)$ which are in states $x \in A$; we restrict ourselves in the present section to populations whose total size $N(X)$ is finite with probability unity. It is convenient to treat this approach by relating it to the previous one. It is intuitively obvious that if in a population of total size $n$ there are one individual each in the states $x_{1}, \ldots, x_{n}$, then the number of individuals with states in a given arbitrary subset $A$ of $X$ is given by the expression

$$
\begin{equation*}
N\left(A \mid x^{(n)}\right)=\sum_{i=1}^{n} \delta\left(A \mid x_{i}\right): \tag{3.1}
\end{equation*}
$$

where $\delta(A \mid x)$ is the characteristic function of the set $A$ :

$$
\delta(A \mid x)=\left\{\begin{array}{lll}
1 & \text { if } & x \in A  \tag{3.2}\\
0 & \text { if } & x \notin A .
\end{array}\right.
$$

For each fixed $A$ in $X, N(A \mid \cdot)$ is a function on the symmetric population state space $\mathscr{X}_{S}$, while for each fixed $x^{(n)} \in \mathfrak{X}_{S}, N\left(\cdot \mid x^{(n)}\right)$ is a function on the class $\mathbf{U}$ of all subsets of $X$. Clearly each such function on $\mathbf{U}$ will have the following properties: it is (1) nonnegative, (2) finite, (3) integral-valued and (4) completely additive, in the sense that if
$\left\{A_{t}, t \in T\right\}$ is an arbitrary indexed collection of mutually disjoint sets in $X$, then at most a finite number of sets, say $A_{t_{1}}, \ldots, A_{t_{n}}$, can be such that $N\left(A_{t}\right) \geqslant 1$ and $N\left(\sum_{t \in T} A_{t}\right)=\sum_{t \epsilon T}(N \mid A t)=\sum_{i=1}^{n} N\left(A_{t_{i}}\right)$. The converse is also true; call counting measure a function on $U$ which has the properties (1) to (4) above, and let $\boldsymbol{n}$ be the class of all counting measures on $\mathbf{U}$; then

## Theorem 3.1. Relation (3.1) defines a one-to-one correspondence between $\mathfrak{X}_{s}$ and $\boldsymbol{\eta}$.

Proof. It follows immediately from the additivity of $N$ that $N(\varnothing)=0$. Let $N(X)=n$, and let $k_{1}$ be the smallest integer such that there exists a set $A_{1}$ such that $N\left(A_{1}\right)=k_{1}$ : then $k_{1} \leqslant n$ and $N\left(X-A_{1}\right)=n-k_{1}$. If $k_{1}<n$, let $k_{2}$ be the smallest integer such that there exists a subset $A_{2}$ of $X-A_{1}$ such that $N\left(A_{2}\right)=k_{2}$ : then $k_{1}+k_{2} \leqslant n$ and $N\left(X-\left(A_{1}+A_{2}\right)\right)=n-k_{1}-k_{2}$. Repetition of this procedure must obviously terminate after $r \leqslant n$ step, yielding $r$ pairs $\left(k_{i}, A_{i}\right)$ such that $\sum_{i=1}^{r} k_{i}=n, A_{i} \cap A_{j}=\emptyset$ if $i \neq j$ and $\sum_{i=1}^{r} A_{i}=X$. It follows that if $B \subset A_{j}$, then either $N(B)=k_{j}$ and $N\left(A_{j}-B\right)=0$ or $N(B)=0$ and $N\left(A_{j}-B\right)=k_{j}$. Let $\boldsymbol{G}$ be the class of all subsets $B$ of $A_{j}$ such that $N(B)=0$. Let us index the elements of $\boldsymbol{G}$ with the indices $t \in T$; we may assume that $T$ is the class of all ordinals $t<\alpha$, where $\alpha$ is the least ordinal with the same power as $T$ : thus $\boldsymbol{G}=\left\{B_{t}, t<\alpha\right\}$. We now show that there exists a disjoint indexed class $\left\{C_{t}, t<\alpha\right\}$ of subsets of $A_{j}$ such that $B_{\alpha}=\bigcup_{t<\alpha} B_{t}=\sum_{t<\alpha} C_{t}$. Let $C_{0}=B_{0}$ and let $C_{t}=B_{t}-\bigcup_{s<t} B_{s}$; then clearly $C_{t} \cap C_{t}=\varnothing$ if $t \neq t^{\prime}$. Suppose that $\bigcup_{s<t} B_{s}=\sum_{s<t} C_{s}$ for some $t>0$ and $\leqslant \alpha$. Then clearly this equality holds for $t+1$. Furthermore if $t$ is a limit ordinal and the equality holds for all $s<t$, then $B_{s} \subset \sum_{r \leqslant s} C_{r}$ and hence $\mathrm{U}_{s<t} B_{s} \subset \sum_{s<t} C_{s}$. On the other hand from the definition $C_{t} \subset B_{t}$ for every $t<\alpha$ and hence $\sum_{s<t} C_{s} \subset \cup_{s<t} B_{s}$; hence $\mathrm{U}_{s<t} B_{s}=\sum_{s<t} C_{s}$. It follows by transfinite induction that $\sum_{t<\alpha} C_{t}=\mathrm{U}_{t<\alpha} B_{t}$. Therefore by the assumed complete additivity of $N$,

$$
N\left(B_{\alpha}\right)=N\left(\bigcup_{t<\alpha} B_{t}\right)=N\left(\sum_{t<\alpha} C_{t}\right)=\sum_{t<\alpha} N\left(C_{t}\right)=0,
$$

since $C_{t} \subset B_{t}$ and $N\left(B_{t}\right)=0$ for all $t<\alpha$. Hence if we let $D=A_{j}-B_{\alpha}$, then $N(D)=k_{j}$; therefore $D \neq \varnothing$. We assert that $D$ is a singleton, say $\left\{y_{j}\right\}$; for suppose not; then there exists a non-empty proper subset $E$ of $D$ such that $N(E)=0$; hence $E \in \boldsymbol{G}$ and therefore $D-E=\left(A_{j}-B_{\alpha}\right)-E=A_{j}-B_{\alpha}=D$; hence $E=\varnothing$, which is a contradiction; hence $D=\left\{y_{j}\right\}, N\left\{y_{j}\right\}=k_{j}$, and for every $B \subset A_{j}, N(B)=k_{j}$ if $y_{j} \in B$ and $N(B)=0$ if $y_{j} \ddagger B$. This result is true for $j=1,2, \ldots, r$. Hence if we set $x^{\{n\}}=\left\{x_{1}, \ldots, x_{n}\right\}$, where $x_{1}=x_{2}=\ldots=x_{k_{1}}=y_{1}, x_{k_{1}+1}=\ldots=x_{k_{1}+k_{2}}=y_{2}$ and so on, then for every $A \subset X, N(A)=$ $\sum_{i=1}^{n} \delta\left(A \mid x_{i}\right)$. This completes the proof that relation (3.1) defines a one-to-one correspondence between $\boldsymbol{X}_{S}$ and $\eta$; we shall denote this mapping by the letter $T_{S N}$.

If now we are given the symmetric point process ( $\mathfrak{X}_{S}, \boldsymbol{B}_{S}, P_{S}$ ), let $\mathbf{B}_{N}=T_{S N}^{-1} \mathbf{B}_{S}$, i.e., $\boldsymbol{B}_{N}$ is the $\sigma$-field of all sets of functions $N \in \mathbb{\eta}$ whose inverse image belongs to $\boldsymbol{B}_{s}$. Let $P_{N}$ be the probability distribution on $B_{N}$ such that $P_{N}(A)=P_{S}\left(T_{S N}^{-1} A\right)$ for every $A \in \boldsymbol{B}_{N}$; we write $P_{N}=T_{S N}^{*} P_{S}$. Then the triplet ( $\boldsymbol{\eta}, \boldsymbol{B}_{N}, P_{N}$ ) constitutes a probability space, which we shall call a counting process and denote briefly by $\mathbf{N}$. In other words, $T_{S N}$ defines a one-to-one measure-preserving transformation from $\mathbf{x}_{S}$ onto $\mathbf{N}$.

We now turn to a closer study of the $\sigma$-field $\boldsymbol{B}_{N}$. We note that for fixed $A$, the function $N(A \mid \cdot)$ on $\mathscr{X}_{S}$ defined by (3.1) is measurable if and only if $A$ is measurable. This leads to the following theorem:

Theorem 3.2. The $\sigma$-field $\mathbf{B}_{N}$ is the smallest $\sigma$-field containing all sets $\left\{N \mid N\left(A_{i}\right)=k_{i}\right.$; $i=1,2, \ldots, n\}$ in $n$, where $A_{i}$ is measurable and $k_{i}$ is a non-negative integer, $i=1, \ldots, n$.

Proof. Let $\left\{A_{1}, \ldots, A_{r}\right\}$ be a measurable finite partition of $X$ : i.e., a disjoint finite collection of sets in $X$ such that $\sum_{i=1}^{r} A_{i}=X$. Let $\mathbf{C}_{S}$ denote the class of all symmetrized product sets

$$
\begin{equation*}
\left(A_{1}^{k_{1}} \times \ldots \times A_{r}^{k_{r}}\right)_{S}=\sum_{\pi}\left(A_{1}^{k_{1}} \times \ldots \times A_{r}^{k_{r}}\right)_{\pi} \tag{3.3}
\end{equation*}
$$

formed from such partitions for all finite sets of non-negative integers $\left\{k_{1}, \ldots, k_{r}\right\}$ with $r=1,2, \ldots$, and let $\mathbf{C}_{N}$ be the class of all sets $\left\{N \mid N\left(A_{i}\right)=k_{i} ; i=1, \ldots, r\right\}$. The transformation $T_{S N}$ establishes a one-to-one correspondence between elements of $\mathbf{C}_{S}$ and $\mathbf{C}_{N}$ :

$$
\begin{equation*}
T_{S N}\left(A_{1}^{k_{1}} \times \ldots \times A_{r}^{k_{r}}\right)_{S}=\left\{N \mid N\left(A_{i}\right)=k_{i} ; i=1, \ldots, r\right\} \tag{3.4}
\end{equation*}
$$

since by Theorem 3.1 if $n=k_{1}+\ldots+k_{r}$, then each function $N$ satisfying the condition in the right-hand side of (3.4) determines a unique $x^{\{n\}}=\left\{x_{1}, \ldots, x_{n}\right\}$ such that $k_{i}$ of the coordinates belong to $A_{i}, i=1, \ldots, r$, and conversely. We now remark that if $\left\{B_{1}, \ldots, B_{n}\right\}$ is an arbitrary finite collection of non-empty measurable sets in $X$, then there exists a finite measurable partition $\left\{A_{1}, \ldots, A_{r}\right\}$ of $X$ for some $r \geqslant n$ such that each $B_{j}, j=1, \ldots, n$ is the union of one or more of the $A_{i}$. It follows that the symmetrized product set $\left(B_{1} \times \ldots \times B_{n}\right)_{S}$ is the union of a disjoint collection of sets of the form $\left(A_{i_{1}}^{k_{1}} \times \ldots \times A_{i_{h}}^{k_{h}}\right)$, where $h \geqslant 1$ and $k_{1}+\ldots+k_{h}=n$, i.e., of sets belonging to $\mathbf{C}_{S}$. Now by Lemma 2.1 $\boldsymbol{B}_{S}$ is the minimal $\sigma$-field containing all symmetrized product sets $\left(B_{1} \times \ldots \times B_{n}\right)_{S}$, and hence is the $\sigma$-field generated by $\mathbf{C}_{S}$. It then follows from (3.4) and Theorem 3.1 that $\boldsymbol{B}_{N}$ is the $\sigma$-field generated by $\mathbf{C}_{N}$. Because of the additivity of $N$, the random variables $N\left(B_{j}\right), j=1, \ldots, n$, can be expressed as sums of one or more of the random variables $N\left(A_{i}\right)$, and hence each set of the form $\left\{N \mid N\left(B_{j}\right)=k_{j}\right.$; $j=1, \ldots, n\}$ can be expressed as a union of sets belonging to $\mathbf{C}_{N}$. Hence the smallest
$\sigma$-field containing all such sets coincides with the $\sigma$-field generated by $\mathbf{C}_{N}$, i.e., with $\boldsymbol{B}_{N}$. This completes the proof of Theorem 3.2,

It follows from (3.4) that if $\left\{A_{1}, \ldots, A_{r}\right\}$ is a finite measurable partition of $X$ and $k_{1}+\ldots+k_{r}=n$ then

$$
\begin{align*}
P_{N}\left\{N\left(A_{i}\right)=k_{i} ; i=1, \ldots, r\right\} & =P_{S}^{(n)}\left(A_{1}^{k_{1}} \times \ldots \times A_{r}^{k_{r}}\right)_{S} \\
& =\frac{n!}{k_{i}!\ldots k_{r}!} P_{S}^{(n)}\left(A_{1}^{k_{1}} \times \ldots \times A_{r}^{k_{r}}\right), \tag{3.5}
\end{align*}
$$

where $P_{S}$ is a symmetric distribution on $B$. It will be seen from the proof of Theorem 3.2 that we can use (3.5) in order to express the joint distributions of $N(A)$ for any finite collection of measurable sets in $X$ in terms of the distribution $P_{S}$ on $\boldsymbol{B}$. Thus for example the distribution of $N(A)$ is

$$
\begin{align*}
P_{N}(N(A)=n) & =\sum_{k=0}^{\infty} P_{N}(N(A)=n, N(X-A)=k) \\
& =\sum_{k=0}^{\infty}\binom{n+k}{n} P_{S}^{(n+k)}\left(A^{n} \times(X-A)^{k}\right) . \tag{3.6}
\end{align*}
$$

In the case of a Poisson process, where $P_{S}^{(n)}=m^{n} e^{-m} Q^{* n} / n!$,

$$
\begin{align*}
P_{N}\left\{N\left(A_{i}\right)=k_{i} ; i=1, \ldots, r\right\} & =\frac{n!}{k_{1}!\ldots k_{r}!} \frac{m^{n}}{n!} e^{-m} Q^{k_{1}}\left(A_{1}\right) \ldots Q^{k_{r}}\left(A_{r}\right) \\
& =\prod_{i=1}^{r} \frac{m^{k_{i}} Q^{k_{i}}\left(A_{i}\right)}{k_{i}!} e^{-m Q\left(A_{i}\right)} ; \tag{3.7}
\end{align*}
$$

hence the $N\left(A_{i}\right)$ are mutually independent Poisson variates with means $m Q\left(A_{i}\right)$, $i=1, \ldots, r$.

Theorem 3.2 leads to the conjecture that in the definition of a counting process we could restrict the domain of the functions $N$ to the $\sigma$-field $\mathbf{B}$. This is in fact true if $\mathbf{B}$ includes all singletons, in the sense that this last condition together with conditions (1) to (4) in the definition of $n$ ensure the one-to-one correspondence between $\mathscr{X}_{s}$ and $\boldsymbol{n}$; the proof of Lemma 3.1 can be modified to show this. We take in the proof all the sets $A_{j}, j=1, \ldots, r$ and $B_{t}, t \in T$ to be measurable; then $B_{\alpha}=\mathrm{U}_{t<\alpha} B_{t}$ is measurable. For if it is not then $B_{\alpha} \neq A_{j}$; hence $A_{j}-B_{\alpha} \neq \varnothing$ and therefore contains at least one point $y$; but $\{y\} \in \mathbf{B}$ by hypothesis; therefore the smallest measurable set $B_{0}$ which contains $B_{\alpha}$ is a proper subset of $A_{j}$. Suppose $N\left(B_{0}\right) \neq 0$; then $N\left(A_{j}-B_{0}\right)=0$; hence $A_{j}-B_{0} \in \mathcal{G}$, which is a contradiction; hence $N\left(B_{0}\right)=0$ and therefore $B_{0}=B_{\alpha}$;
hence $B_{\alpha}$ is measurable. The rest of the proof follows as before. We see thus that the restriction is in fact trivial, since under these conditions each $N$ defined on $\mathbf{B}$ extends uniquely to the $\sigma$-field $\mathbf{U}$ of all subsets of $X$. It will be convenient nevertheless in what follows to make this restriction, since we shall always be dealing with measurable sets only. An open question is whether $\sigma$-additivity alone is sufficient to ensure the truth of Theorem 3.1: i.e., does $\sigma$-additivity imply complete additivity for finite integral-valued measures on $\mathbf{U}$ or $\mathbf{B}$ ? Ulam ${ }^{(1)}$ [16] has shown that a sufficient additional condition for such measures on $\mathbf{U}$ is that the cardinal of $X$ be accessible, and one may conjecture that the same is true for such measures on a $\sigma$-field $\mathbf{B}$ containing all singletons.

We shall now consider the measures generated by the moments of a counting process $\mathbf{N}$. Writing as before $p_{n}=P^{(n)}\left(X^{n}\right)$, let $m_{k}=\sum_{1}^{\infty} n^{k} p_{n}$ and $m_{(k)}=\sum_{k}^{\infty} n!p_{n} / k!$ be respectively the $k$ th moment and factorial moment of the distribution $\left\{p_{n}\right\}$, and write $m_{1}=m_{(1)}=m$.

Lemma 3.3. The mean

$$
\begin{equation*}
M(A)=E N(A)=\sum_{n=1}^{\infty} \int_{X^{n}} \sum_{i=1}^{n} \delta\left(A \mid x_{i}\right) P_{S}^{(n)}\left(d x^{n}\right)=\sum_{n=1}^{\infty} n P_{S}^{(n)}\left(A \times X^{n-1}\right) \tag{3.8}
\end{equation*}
$$

defines the value at $A$ of a measure $M$ on $\mathbf{B}$ which is finite if and only if $m<\infty$, and $\sigma$-finite if and only if $M\left(A_{i}\right)<\infty$ for each $A_{i}$ of some measurable countable partition $\left\{A_{i}\right\}$ of $X$.

Proof. The lemma follows at once by known results from the fact that $M$ is seen in the right-hand side of (3.8) to be the sum of a series of measures on $\mathbf{B}$. We shall say in what follows that $M$ exists only if it exists as a finite or $\sigma$-finite measure.

We shall call $M$ the mean distribution generated by $N$. It is instructive to rederive (3.8) using expression (3.6) for $P_{N}(N(A)=n)$ and the relation

$$
\begin{align*}
P_{S}^{(k)}\left(A \times X^{k-1}\right) & =\int_{X k} \delta\left(A \mid x_{i}\right) \prod_{i=2}^{k}\left[\delta\left(A \mid x_{i}\right)+\delta\left(X-A \mid x_{i}\right)\right] P_{S}^{(k)}\left(d x^{n}\right) \\
& =\sum_{j=0}^{k-1}\binom{k-1}{j} P_{S}^{(k)}\left(A^{j+1} \times(X-A)^{k-j-1}\right) . \tag{3.9}
\end{align*}
$$

From (3.6) and (3.9) we obtain

[^2]\[

$$
\begin{aligned}
M(A) & =\sum_{n=0}^{\infty} n P_{N}(N(A)=n)=\sum_{n=0}^{\infty} n \sum_{k=n}^{\infty}\binom{k}{n} P_{S}^{(k)}\left(A^{n} \times(X-A)^{k-n}\right) \\
& =\sum_{k=1}^{\infty} k \sum_{j=0}^{k-1}\binom{k-1}{j} P_{S}^{(k)}\left(A^{j+1} \times(X-A)^{k-j-1}\right)=\sum_{k=1}^{\infty} k P_{S}^{(k)}\left(A \times X^{k-1}\right) .
\end{aligned}
$$
\]

Consider now the $k$ th product measure $N_{k}$ generated by $N$ on $\mathbf{B}^{k}$. It follows from (3.1) that for each $A^{(k)} \in \mathbf{B}^{k}$

$$
\begin{equation*}
N_{k}\left(A^{(k)} \mid x^{i n\}}\right)=\sum_{i_{1}=1}^{n} \ldots \sum_{i_{k}-1}^{n} \delta\left(A^{(k)} \mid x_{i_{1}}, \ldots, x_{i_{k}}\right) \tag{3.10}
\end{equation*}
$$

where $\delta\left(\cdot \mid x_{1}, \ldots, x_{k}\right)$ is the product measure $\delta\left(\cdot \mid x_{1}\right) \times \ldots \times \delta\left(\cdot \mid x_{k}\right)$; in other words, the function $N_{k}\left(\cdot \mid x^{\{n\}}\right)$ assigns measure 1 to every singleton $\left\{\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)\right\}$ in $X^{k}$ such that $x_{i_{j}} \in\left\{x_{1}, \ldots, x_{n}\right\}, j=1, \ldots, k$ and measure 0 to the rest of $X^{k}$. Hence $N_{k}$ is itself a counting measure on $\mathbf{B}^{k}$ and the expectation $M_{k}=E N_{k}$ is the mean distribution of $N_{k}$; it therefore follows from Lemma 3.3 that $M_{k}$ is a measure on $\mathbf{B}^{k}$, finite if and only if $m_{k}<\infty, \sigma$-finite if and only if $M_{k}\left(A_{i}^{(k)}\right)<\infty$ for each set $A_{i}^{(k)}$ of some measurable countable partition of $X^{k}$. We call $M_{k}$ the $k$-th moment distribution generated by $N$.

The expression of $M_{k}$ in terms of $P_{S}$ is rather complicated in general. A much simpler expression obtains for the $k$-th factorial moment distribution $M_{(k)}=E N_{(k)}$, where $N_{(k)}$ is the counting measure on $\mathbf{B}^{k}$ defined by the relation

$$
\begin{equation*}
N_{(k)}\left(A^{(k)} \mid x^{\{n\}}\right)=\sum_{i_{1} \neq i_{2} \neq \ldots \neq i_{k}} \delta\left(A^{(k)} \mid x_{i_{1}}, \ldots, x_{i_{k}}\right) \quad(n \geqslant k) ; \tag{3.11}
\end{equation*}
$$

in other words $N_{(k)}\left(\cdot \mid x^{\{n\}}\right)$ assigns measure one to every singleton $\left\{\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)\right\}$ such that $x_{i_{1}} \neq x_{i_{2}} \neq \ldots \neq x_{i_{k}}$ and $x_{i_{j}} \in\left\{x_{1}, \ldots, x_{n}\right\}, j=1, \ldots, k$, and measure 0 to the rest of $X^{k}$. $M_{(k)}$ is the mean distribution of $N_{(k)}$ and hence a measure on $\mathbf{B}^{k}$, finite if and only if $m_{(k)}<\infty, \sigma$-finite if and only if $M_{(k)}\left(A_{i}^{(k)}\right)<\infty$ for each $A_{i}^{(k)}$ of some countable measurable partition of $X^{h}$. It is then easily seen that

$$
\begin{align*}
M_{(k)}\left(A^{(k)}\right) & =\sum_{n=k}^{\infty} \int_{X n} \sum_{i_{1} \mp \ldots \neq i_{k}} \delta\left(A^{(k)} \mid x_{i_{1}}, \ldots, x_{i_{k}}\right) P_{s}^{(n)}\left(d x^{n}\right) \\
& =\sum_{n=k}^{\infty} \frac{n!}{(n-k)!} P_{S}^{(n)}\left(A^{(k)} \times X^{n-k}\right) . \tag{3.12}
\end{align*}
$$

In particular $M_{(k)}\left(A^{k}\right)$ is the usual $k$ th factorial moment of the random variable $N(A)$. Moment distributions can be expressed in terms of factorial moment distributions; for example,

$$
\begin{equation*}
M_{2}\left(A^{(2)}\right)=M_{(2)}\left(A^{(2)}\right)+M\left(D A^{(2)}\right) \tag{3.13}
\end{equation*}
$$

where $D A^{(2)}$ is the set of all $x \in X$ such that $x=y$ and $(x, y) \in A^{(2)}$.

In the case of a compound process, where $P^{(n)}=p_{n} Q^{* n},(3.12)$ takes the simple form

$$
\begin{equation*}
M_{(k)}\left(A^{(k)}\right)=\sum_{n=k}^{\infty} \frac{n!}{(n-k)!} p_{n} Q^{* k}\left(A^{(k)}\right)=m_{(k)} Q^{* k}\left(A^{(k)}\right) \tag{3.14}
\end{equation*}
$$

hence $M_{(k)}$ exists if and only if $m_{(k)}<\infty$, in which case it is of course finite; the $\sigma$-finite case is thus excluded for compound processes. For the Poisson process $M_{(k)}=$ $m^{k} Q^{* k}$, and for the geometric process $M_{(k)}=k!m^{k} Q^{* k}$ with $m=q /(1-q)$. An example of a population process that has moment distributions of all order which are $\sigma$-finite rather than finite is the following: suppose $P^{(n)}=p_{n} Q_{n}^{* n}$, where $Q_{n}$ is a probability distribution on $\mathbf{B}, n=1,2, \ldots$; then the $k$ th factorial moment distribution

$$
M_{(k)}=\sum_{n=k}^{\infty} \frac{n!}{(n-k)!} p_{n} Q_{n}^{* k}
$$

may be defined as a $\sigma$-finite distribution even when $m_{(k)}$ is infinite: it is sufficient that there exist a non-decreasing sequence of measurable sets $\left\{X_{i}\right\}$ such that $X_{i} \uparrow X$, and a non-decreasing sequence of positive numbers $\left\{a_{i}\right\}$ such that $a_{i} \rightarrow 1$ and $Q_{n}\left(X_{i}\right) \leqslant a_{i}^{n}$ for $i=1,2, \ldots$, and $n=1,2, \ldots$. Thus let $X=[0,1], g(\lambda)=\sum_{n=0}^{\infty} p_{n} \lambda^{n}$, and let $Q_{n}$ be defined by the cumulative distribution $x^{n}$ on $[0,1]$; then

$$
\begin{aligned}
& \qquad M(x)=\int_{0}^{x} M(d y)=\sum_{n=1}^{\infty} n p_{n} x^{n}=x \frac{d g(x)}{d x}, \\
& M_{(k)}\left(x_{1}, \ldots, x_{k}\right)=\int_{0}^{x_{1}} \int_{0}^{x_{k}} M_{(k)}\left(d y^{k}\right)=\sum_{n=k}^{\infty} \frac{n!}{(n-k)!} p_{n} x_{1}^{n} \ldots x_{k}^{n}=x_{1}^{k} \ldots x_{k}^{k}\left[\frac{\tilde{\partial}_{k}^{k} g(\lambda)}{\partial \lambda^{k}}\right]_{\lambda=x_{1} \ldots x_{k}} \\
& \quad(k=2,3, \ldots) . \\
& \text { Take }
\end{aligned}
$$

where $0 \leqslant a<1$; then

$$
M(x)=a x-(1-a) x \log (1-x) \rightarrow \infty \text { as } x \rightarrow 1
$$

$M_{(k)}\left(x_{1}, \ldots, x_{k}\right)=(1-a)(k-2)!x_{1}^{k} \ldots x_{k}^{k}\left(1-x_{1} \ldots x_{k}\right)^{1-k} \rightarrow \infty$ as $x_{1} \ldots x_{k} \rightarrow 1,(k=2,3, \ldots)$.
We have thus constructed a process where $m_{(k)}$ is infinite and yet $M_{(k)}$ exists as a $\sigma$-finite distribution for all $k \geqslant 1$.

Let $\pi$ be a measure on $\mathbf{B}$, let $\pi_{n}$ be the $n$th product measure generated by $\pi$ on $\mathbf{B}^{n}$, and suppose that $P_{S}^{(n)}$ is absolutely continuous with respect to $\pi_{n}$ with density $f_{n}$; then $M_{(k)}$, if it exists, is absolutely continuous with respect to $\pi_{k}$ and its density is

$$
\begin{equation*}
\mu_{(k)}\left(x^{k}\right)=\sum_{n=k}^{\infty} \frac{n!}{(n-k)!} \int_{x^{n-k}} f_{n}\left(x_{1}, \ldots, x_{n}\right) \pi_{n-k}\left(d x_{k-1} \ldots d x_{n}\right) . \tag{3.15}
\end{equation*}
$$

The factorial moment density $\mu_{(k)}$ is also called in the literature the product moment density (cf. Bartlett [2], p. 79, Ramakrishnan [14]). Note that the moment distributions $M_{k}$ are not absolutely continuous for $k>1$, but exhibit "mass" concentrations on subsets of $X^{k}$ : thus it will be seen from (3.13) that $M_{2}$ has such a concentration on the "diagonal" of $X^{2}$.

## 4. Generating Functionals ( ${ }^{1}$ )

Let ( $\mathcal{X}, \boldsymbol{B}$ ) be the point process measure space generated by the measure space $(X, \mathbf{B})$; let $m$ be the space of all bounded measurable complex-valued functions $\xi$ on $X ; W$ is a linear vector space and becomes a Banach space under the norm

$$
\begin{equation*}
\|\xi\|=\sup _{x \in X}|\xi(x)| \tag{4.1}
\end{equation*}
$$

Consider now the symmetric measurable function $w\left(x^{n}\right)=\xi\left(x_{1}\right) \ldots \xi\left(x_{n}\right)$ on $\mathfrak{X}$. The probability generating functional (briefly, p.g.fl.) of a probability distribution $P$ on $\boldsymbol{B}$ is

$$
\begin{equation*}
G[\xi]=E w=\sum_{n=0}^{\infty} \int_{X n} \xi\left(x_{1}\right) \ldots \xi\left(x_{n}\right) P^{(n)}\left(d x^{n}\right)=\sum_{n=0}^{\infty} G^{(n)}[\xi]=\sum_{n=0}^{\infty} p_{n} Z^{(n)}[\xi] \tag{4.2}
\end{equation*}
$$

where $p_{n}=P^{(n)}\left(X^{n}\right), Z^{(n)}=G^{(n)} / p_{n}$ if $p_{n}>0$ and $Z^{(n)}=0$ if $p_{n}=0$. It is clear that:
(1) each $G^{(n)}$ or $Z^{(n)}$ is a functional defined on the whole of $m$;
(2) $G$ is a functional defined on a domain $D_{G} \subset \mathscr{M}$ which includes the sphere $S_{g}=\left\{\xi \mid\|\xi\| \leqslant r_{g}\right\}$, where $r_{g}$ is the radius of convergence of the associated probability generating function (briefly p.g.f.) $g(\lambda)=\sum_{n=0}^{\infty} p_{n} \lambda^{n}$, which is the value of $G$ at $\xi \equiv \lambda$, where $\lambda$ is an arbitrary complex variable; hence $r_{g} \geqslant 1$;
(3) since $w$ is symmetric, two countably equivalent distributions have the same $G$, and hence $G$ is not altered if we substitute for $P$ in (4.2) its symmetrization $P_{S}$. We see thus that to each symmetric probability distribution on $\mathbf{B}$ there corresponds a unique p.g.fl. defined on some domain in $m$ which includes the unit sphere $S_{0}=\{\xi \mid\|\xi\| \leqslant 1\}$. The functional $Z^{(n)}$ on $W^{\prime}$ is the analogue of the $n$th power of a complex variable in the sense that $Z^{(n)}[\lambda \xi]=$ $\lambda^{n} Z^{(n}[\xi]$; in the case of a simple compound process where $P^{(n)}=p_{n} Q^{* n}$, if

$$
Z[\xi]=\int_{X} \xi(x) Q(d x)
$$

${ }^{(1)}$ See Bartlett [1] and [2], Bartlett \& Kendall [3] and Kendall [9].
then $Z^{(n)}=Z^{n}$, and $G[\xi]=g(Z[\xi])$. Thus for a Poisson process $g(\lambda)=\exp m(\lambda-1)$ and hence

$$
G[\xi]=\exp m \int_{X}[\xi(x)-1] Q(d x)=\exp \int_{X}[\xi(x)-1] M(d x)
$$

for a geometric process $g(\lambda)=[1-m(\lambda-1)]^{-1}$ and hence

$$
G[\xi]=\left\{1-m \int_{X}[\xi(x)-1] Q(d x)\right\}^{-1}=\left\{1-\int_{X}[\xi(x)-1] M(d x)\right\}^{-1}
$$

We will now establish the connection between probability generating functionals and functions in the case of counting processes. We define the integral of a measurable function $\theta$ on $X$ with respect to $N$ to be the random variable

$$
\begin{equation*}
\int_{X} \theta(x) N\left(d x \mid x^{\{n\}}\right)=\sum_{i=1}^{n} \int_{X} \theta(x) \delta\left(d x \mid x_{i}\right)=\sum_{i=1}^{n} \theta\left(x_{i}\right) . \tag{4.3}
\end{equation*}
$$

Hence, taking $\log \xi$ to be the principal branch of the logarithm of $\xi$,

$$
\begin{equation*}
G[\xi]=E \xi\left(x_{1}\right) \ldots \xi\left(x_{n}\right)=E \exp \sum_{i=1}^{n} \log \xi\left(x_{i}\right)=E \exp \int_{X} \log \xi(x) N(d x) \tag{4.4}
\end{equation*}
$$

Let $\left\{A_{1}, \ldots, A_{k}\right\}$ be a finite measurable partition of $X$. We define the multivariate p.g.f.

$$
\begin{equation*}
g\left(\lambda_{1}, A_{1} ; \ldots ; \lambda_{k}, A_{k}\right)=E \prod_{i=1}^{k} \lambda_{i}^{N\left(A_{i}\right)}=\sum_{n_{1}=0}^{\infty} \ldots \sum_{n_{k}=0}^{\infty} P_{N}\left(N\left(A_{i}\right)=n_{i} ; i=1, \ldots, k\right) \lambda_{1}^{n_{1}} \ldots \lambda_{k}^{n_{k}} \tag{4.5}
\end{equation*}
$$

where $\lambda_{1}, \ldots \lambda_{k}$ are complex variables of modulus $\leqslant \mathbf{1}$. Now set

$$
\begin{equation*}
\xi(x)=\sum_{i=1}^{k} \lambda_{i} \delta\left(A_{i} \mid x\right) \tag{4.6}
\end{equation*}
$$

in (4.4) and (4.2) respectively, and we find

$$
\begin{align*}
G[\xi]= & E \exp \sum_{i=1}^{k} \int_{A_{i}} \log \sum_{j=1}^{k} \lambda_{j} \delta\left(A_{j} \mid x\right) N(d x)=E \prod_{i=1}^{k} \lambda^{N\left(A_{i}\right)}=g\left(\lambda_{1}, A_{1} ; \ldots ; \lambda_{k}, A_{k}\right)  \tag{4.7}\\
G[\xi] & =\sum_{n=0}^{\infty} \int_{X n} \prod_{i=1}^{n} \sum_{j=1}^{k} \lambda_{j} \delta\left(A_{j} \mid x_{i}\right) P_{S}^{(n)}\left(d x^{n}\right) \\
& =\sum_{n_{1}=0}^{\infty} \ldots \sum_{n_{k}=0}^{\infty} \frac{\left(n_{1}+\ldots+n_{k}\right)!}{n_{1}!\ldots n_{k}!} \lambda_{1}^{n_{1}} \ldots \lambda_{k}^{n_{k}} P_{S}^{\left(n_{1}+\ldots+n_{k}\right)}\left(A_{1}^{n_{1}} \times \ldots \times A_{k}^{\left.n_{k}\right)} .\right. \tag{4.8}
\end{align*}
$$

By identifying the coefficients of $\lambda_{1}^{n_{1}} \ldots \lambda_{k}^{n_{k}}$ in (4.7) and (4.8) we find again expression (3.5) for $P_{N}\left(N\left(A_{i}\right)=n_{i} ; i=1, \ldots, k\right)$.

The analogy between probability generating functional and function carries to the generation of probabilities by differentiation: thus for the multivariate p.g.fl. $g\left(\lambda_{1}, \ldots \lambda_{k}\right)=$ $\sum p_{n_{1}} \ldots n_{k} \lambda_{1}^{n_{1}} \ldots \lambda_{k}^{n_{k}}$, we have

$$
\begin{equation*}
n_{1}!\ldots n_{k}!p_{n_{1} \ldots n_{k}}=\left[\frac{\partial^{n_{1}+\ldots+n_{k}}}{\partial \lambda_{1}^{n_{1}} \ldots \partial \partial \lambda_{k}^{n_{k}}} g\left(\lambda_{1}, \ldots, \lambda_{k}\right)\right]_{\lambda_{1}-\ldots-\lambda_{k}=0^{*}} \tag{4.9}
\end{equation*}
$$

In the case of the p.g.fl. $G[\xi]$, let $\eta, \xi$ be fixed elements of $m$, assume that $\|\eta\|<1$, and let $r$ be the largest real number such that $\eta+\lambda \xi \in S_{g}$ for $|\lambda|<r$. Considered as a function on the complex plane $\Lambda$

$$
G[\eta+\lambda \xi]=\sum_{n-0}^{\infty} \sum_{k}^{n}\binom{n}{k} \hat{\lambda}^{k} \int_{X n} \xi\left(x_{1}\right) \ldots \xi\left(x_{k}\right) \eta\left(x_{k-1}\right) \ldots \eta\left(x_{n}\right) P_{S}^{(n)}\left(d x^{n}\right)
$$

is the limit of a uniformly convergent sequence of polynomials in $\lambda$ in any closed region interior to the circle $|\lambda|<r$, and hence an analytic function of $\lambda$ in this circle. We can therefore rearrange the series in the form

$$
\begin{equation*}
G[\eta+\lambda \xi]=\sum_{k=0}^{\infty} \lambda^{k} \sum_{n-k}^{\infty}\binom{n}{k} \int_{X n} \xi\left(x_{1}\right) \ldots \xi\left(x_{k}\right) \eta\left(x_{k+1}\right) \ldots \eta\left(x_{n}\right) P_{S}^{(n)}\left(d x^{n}\right) . \tag{4.10}
\end{equation*}
$$

It follows that $G\left[\eta+\sum_{i-1}^{k} \lambda_{i} \xi_{i}\right]$, where $\|\eta\|<1$ and $\xi_{t} \in M, i=1, \ldots k$, has first partial derivatives with respect to the $\lambda_{i}$ in some open region, say $D_{0}$, of $\Lambda^{k}$ containing the origin, and is therefore an analytic function of the $k$ complex variables $\lambda_{1}, \ldots, \lambda_{k}$ in $D_{0}$, with partial derivatives of all order which are independent of the order of differentiation. This enables us to define the $k$-th order variation of $G$ as follows (cf. Hille and Phillips [8], p. 109)

$$
\begin{align*}
\delta_{\xi_{1} \ldots \xi_{k}}^{k} G[\eta] & -\left\{\frac{\hat{o}^{k}}{\partial \lambda_{1} \ldots \partial \lambda_{k}} G\left[\eta+\sum_{i=1}^{k} \lambda_{i} \xi_{i}\right]\right\}_{\lambda_{1}-\lambda_{2}-\ldots \sim \lambda_{k-0}} \\
& =\sum_{n \neg k}^{\infty} \frac{n!}{(n-k)!} \int_{X n} \xi_{1}\left(x_{1}\right) \ldots \xi_{k}\left(x_{k}\right) \eta\left(x_{k+1}\right) \ldots \eta\left(x_{n}\right) P_{S}^{(n)}\left(d x^{n}\right) \tag{4.11}
\end{align*}
$$

The analogue of (4.9) is then

$$
\begin{equation*}
\delta_{\xi_{1} \ldots \xi_{k}}^{k} G[0]=k!\int_{X^{k}} \xi_{1}\left(x_{1}\right) \ldots \xi_{k}\left(x_{k}\right) P_{S}^{(k)}\left(d x^{k}\right) \tag{4.12}
\end{equation*}
$$

Set in (4.12)

$$
\begin{equation*}
\xi_{i}(x)=\delta\left(A_{i} \mid x\right) \quad(i=1, \ldots, k), \tag{4.13}
\end{equation*}
$$

where $A_{1}, \ldots, A_{k}$ are arbitrary measurable sets in $X$; then

$$
\begin{equation*}
P_{S}^{(k)}\left(A_{1} \times \ldots \times A_{k}\right)=\frac{1}{k!} \delta_{\xi_{1} \ldots \xi_{k}}^{k} G[0] . \tag{4.14}
\end{equation*}
$$

This last result shows that $G$ determines $P_{S}$ uniquely. For suppose $P_{S}^{\prime}$ has the same p.g.fl. $G$. Then by (4.14) $P_{s}^{\prime}$ agrees with $P_{S}$ for all measurable product sets $A_{1} \times \ldots \times A_{k}$, and hence on the smallest field containing all such sets. But $B$ is the minimal $\sigma$-field containing this field, and hence by the uniqueness of the extension of a measure, $P_{S}^{\prime}$ agrees with $P_{S}$ on $\boldsymbol{B}$. We have thus proved:

Theorem 4.1. Let ( $\boldsymbol{X}, \mathbf{B}$ ) be the point process measure space generated by the measure space $(X, B)$ and let $T$ be the space of all bounded measurable complex-valued functions on $X$. There is a one-to-one correspondence given by (4.2) between the class of all symmetric probability distributions on $\mathbf{B}$ and the class of all probability generating functionals on the unit sphere $S_{0}$ in $m$.

Carrying the analogy between probability generating functions and functionals still further, we can use the latter to generate factorial moment distributions when they exist. For suppose that $M_{(k)}$ exists as a $\sigma$-finite distribution on $\boldsymbol{B}^{k}$; if $\xi_{1}\left(x_{1}\right) \ldots \xi_{k}\left(x_{k}\right)$ is integrable with respect to $M_{(k)}$, then

$$
\begin{align*}
\int_{X^{k}} \xi_{1}\left(x_{1}\right) \ldots \xi_{k}\left(x_{k}\right) M_{(k)}\left(d x^{k}\right) & =\sum_{n \sim k}^{\infty} \frac{n!}{(n-k)!} \int_{X n} \xi_{1}\left(x_{1}\right) \ldots \xi_{k}\left(x_{k}\right) P_{S}^{(n)}\left(d x^{k}\right) \\
& =\lim _{\eta \rightarrow 1} \delta_{\xi_{1} \ldots \xi_{k}}^{k} G[\eta] . \tag{4.15}
\end{align*}
$$

The second expression in (4.15) follows from the first by (3.12); we can invert summation and integration here because $M_{(k)}$ is the sum of a convergent series of measures. The third expression follows from the second and (4.11) by dominated convergence. Set $\xi_{i}$ as in (4.13), with $A_{1}, \ldots, A_{k}$ such that $M_{(k)}\left(A_{1} \times \ldots \times A_{k}\right)<\infty$ and we find that

$$
\begin{equation*}
M_{(k)}\left(A_{1} \times \ldots \times A_{k}\right)=\lim _{\eta \rightarrow 1} \delta_{\xi_{1} \ldots \xi_{k}}^{k} G[\eta] . \tag{4.16}
\end{equation*}
$$

It then follows by the same arguments as where used in the proof of Theorem 4.1 that:

Lemma 4.2. The p.g.fl. of a point process uniquely generates all its existing finite or $\sigma$-finite factorial moment distributions.

If $r_{g}>1$ then all the $M_{(k)}$ are finite and we can set $\eta \equiv 1$ in (4.10) to obtain the expansion of $G$ in terms of factorial moment distributions:

$$
\begin{align*}
G[1+\lambda \xi] & =\sum_{k=0}^{\infty} \lambda^{k} \sum_{n-k}^{\infty}\binom{n}{k} \int_{X_{n}} \xi\left(x_{1}\right) \ldots \xi\left(x_{k}\right) P_{S}^{(n)}\left(d x^{n}\right) \\
& =1+\sum_{k=1}^{\infty} \frac{\lambda^{k}}{k!} \int_{X_{k}} \xi\left(x_{1}\right) \ldots \xi\left(x_{k}\right) M_{(k)}\left(d x^{k}\right) . \tag{4.17}
\end{align*}
$$

It is legitimate in this case to substitute $\lambda \xi-1$ for $\lambda \xi$ in the right-hand side of (4.17), and this leads to the relation

$$
\begin{align*}
G[\lambda \xi] & =\sum_{n-0}^{\infty} \lambda^{n} \sum_{k=n}^{\infty} \frac{(-1)^{k+n}}{n!(k-n)!} \int_{X^{k}} \xi\left(x_{1}\right) \ldots \xi\left(x_{n}\right) M_{k}\left(d x^{k}\right) \\
& =\sum_{n-0}^{\infty} \lambda^{n} \int_{X_{n}} \xi\left(x_{1}\right) \ldots \xi\left(x_{n}\right) P(n)\left(d x^{n}\right), \tag{4.18}
\end{align*}
$$

which yields an expression for $P_{S}^{(n)}$ in terms of $M_{(k)}$ that is the inverse of expression (3.12) for $M_{(k)}$ in terms of $P_{S}^{(n)}$, namely:

$$
\begin{equation*}
P_{S}^{(n)}\left(A^{(n)}\right)=\sum_{k-n}^{\infty} n!\left(\underline{(k-n)!} M_{(k)}^{k i n}\left(A^{(n)} \times X^{k-n}\right) .\right. \tag{4.19}
\end{equation*}
$$

The characteristic functional $\varphi[\theta]$ of a point process may be obtained from its p.g.fl. $G[\xi]$ by the substitution $\xi=e^{i \theta}$ where $\theta$ is real; thus

$$
\begin{equation*}
\varphi[\theta]=E \exp \left(i \int_{X} \theta(x) N(d x)\right)=\sum_{n-0}^{\infty} \int_{X^{n}} \exp \left(i\left[\theta\left(x_{1}\right)+\ldots+\theta\left(x_{n}\right)\right]\right) P_{S}^{(n)}\left(d x^{n}\right) \tag{4.20}
\end{equation*}
$$

is a functional on the whole of the space $m_{R}$ of all real-valued bounded measurable functions on $X$. We can use it to generate the moment distributions when they exist. Let $J[\theta]=\int_{X} \theta(x) N(d x)$. If $M$ exists as a $\sigma$-finite distribution on $\mathbf{B}$ and if $\theta$ is integrable with respect to $M$, then

$$
\begin{equation*}
E J[\theta]=\sum_{n=1}^{\infty} \int_{X^{n}} \sum_{i=1}^{n} \theta\left(x_{i}\right) P_{S}^{(n)}\left(d x^{n}\right)=\int_{X} \theta(x) M(d x) \tag{4.21}
\end{equation*}
$$

If $M_{k}$ exists as a $\sigma$-finite distribution on $\mathbf{B}^{k}$ and if $\theta_{1} \ldots \theta_{k}$ is integrable with respect to $M_{k}$, then it follows immediately from (4.21), since $M_{k}=E N_{k}$ just as $M=E N$, that

$$
\begin{align*}
E \prod_{i=1}^{k} J\left[\theta_{i}\right]=E \prod_{i-1}^{k} \int_{X} \theta_{i}(x) N(d x) & =E \int_{X^{k}} \theta_{1}\left(x_{1}\right) \ldots \theta_{k}\left(x_{k}\right) N_{k}\left(d x^{k}\right) \\
& =\int_{X k} \theta_{1}\left(x_{1}\right) \ldots \theta_{k}\left(x_{k}\right) M_{k}\left(d x^{k}\right) . \tag{4.22}
\end{align*}
$$

Hence, since for $\lambda_{1}, \ldots, \lambda_{k}$ real
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$$
\begin{equation*}
\varphi\left[\sum_{j=1}^{k} \lambda_{j} \theta_{j}\right]=E \exp i \sum_{j=1}^{k} \lambda_{j} J\left[\theta_{j}\right] \tag{4.23}
\end{equation*}
$$

is the characteristic function of the $k$ random variables $J\left[\theta_{1}\right], \ldots, J\left[\theta_{k}\right]$, we have

$$
\begin{align*}
\delta_{\theta_{1} \ldots \theta_{k}}^{k} \varphi[0] & =\left\{\frac{\partial^{k}}{\partial \lambda_{1} \ldots \partial \lambda_{k}} \varphi\left[\sum_{j=1}^{k} \lambda_{j} \theta_{j}\right]\right\}_{\lambda_{1}-\ldots=\lambda_{k} \div 0} \\
& =i^{k} \int_{X^{k}} \theta_{1}\left(x_{1}\right) \ldots \theta_{k}\left(x_{k}\right) M_{k}\left(d x^{k}\right) \tag{4.24}
\end{align*}
$$

It follows as before that $\varphi$ generates uniquely all existing moment distributions. If $m_{k}<\infty$ for all $k$ and $\sum_{k-0}^{\infty}(i \lambda)^{k} m_{k} / k$ ! converges, then it is easily seen that

$$
\begin{equation*}
\varphi[\theta]=1 \div \sum_{n=1}^{\infty} \frac{i^{n}}{n!} \int_{X^{n}} \theta\left(x_{1}\right) \ldots \theta\left(x_{n}\right) M_{n}\left(d x^{n}\right) . \tag{4.25}
\end{equation*}
$$

## 5. Stochastic Population Processes

We now turn our attention to stochastic processes where the "dependent variable" is a population variable of the kind defined in $\S \S 2$ and 3 . Let $\left(\Omega, \mathrm{B}_{\mathrm{\Omega}}, P_{\Omega}\right)$ be a given probability space, let ( $X_{t}, \mathbf{B}_{t} ; t \in T$ ) be an indexed family of individual measure spaces and ( $\boldsymbol{X}_{t}, \boldsymbol{B}_{t} ; t \in T$ ) the associated family of population measure spaces. Suppose that for each $t \in T$ there is defined a random variable $x^{n}(t, \omega)$ on $\Omega$ taking its values in $\boldsymbol{X}_{t}$. Let $\boldsymbol{X}_{T}=\prod_{t_{\epsilon} T} \mathscr{X}_{t}$ and let $\boldsymbol{B}_{T}=\prod_{t_{\epsilon} T} \quad \boldsymbol{B}_{t}$; i.e., $\boldsymbol{B}_{T}$ is the $\sigma$-field generated by the field of all measurable cylinders $A_{K} \times \boldsymbol{\mathcal { X }}_{\boldsymbol{T} \cdot K}$, where $K$ is a finite subset of $T$ and $A_{K} \in \boldsymbol{B}_{K}=\prod_{t \in K} \boldsymbol{B}_{t}$. Then the measurable transformation $\omega \rightarrow x^{n}(t, \omega)$ yields a probability distribution $P_{T}$ on $\boldsymbol{B}_{T}$, and we may call ( $\boldsymbol{\mathcal { X }}_{T}, \mathbf{B}_{T}, P_{T}$ ) a stochastic population process in the point process formulation of §2. For each $t \in T$ and $\omega \in \Omega$, the transformation (3.1) defines a counting measure $N(\cdot ; \omega)$ on $\mathbf{B}_{t}$. Let $\left(\boldsymbol{n}_{t} \mathbf{B}_{N_{t}} ; t \in T\right)$ be the family of counting process measure spaces generated in this way; then the transformation yields the stochastic population process ( $\boldsymbol{\eta}_{T}, \mathbf{B}_{N_{T}}, P_{N_{T}}$ ) in the counting process formulation of $\S 3$, where $\boldsymbol{n}_{\boldsymbol{r}}=\prod_{t \in T} \boldsymbol{n}_{t}$ and $\mathbf{B}_{N r}=\prod_{t_{\mathrm{E} T} \boldsymbol{B}_{N_{t}} \text {. The standard me- }}$ thods and results of the theory of stochastic processes apply to this case and will be discussed here only briefly (cf. Kolmogorov [10], Doob [5]).

If $T$ is finite, we have a multivariate population process and the results of the previous sections extend in an obvious way. Formally, if $T=(1, \ldots, k)$, this extension may be achieved by substituting the vector $n_{T}=\left\{n_{1}, \ldots, n_{k}\right\}$ for $n$ and letting $\sum_{n_{T}}$ stand for $\sum_{n_{1}-0}^{\infty} \ldots \sum_{n_{k}=0}^{\infty}$. Thus let $X^{n_{T}}=\prod_{i-1}^{k} X_{i}^{n_{i}}$; then $\mathcal{X}_{T}=\sum_{n_{T}} X^{n_{T}}$ and if $A$ is a
subset of $\mathfrak{X}_{T}$ then $A=\sum_{n_{T}} A^{\left(n_{r}\right)}$, where $A^{\left(n_{T}\right)}=A \cap X^{n_{T}}$. Similarly, let $\mathbf{B}^{n_{T}}=\prod_{i=1}^{k} \mathbf{B}_{i}^{n_{i}}$; then $B_{T}$ is the $\sigma$-field consisting of all $A=\sum_{n_{T}} A^{\left(n_{T}\right)}$ such that $A^{\left(n_{T}\right)} \in \mathbf{B}^{n_{T}}$. A sequence of measures $P^{\left(n_{T}\right)}$ on $\mathbf{B}^{n_{T}}$ such that $\sum_{n_{T}} P^{(n \pi)}\left(X^{n_{T}}\right)=1$ determines a unique probability distribution $P_{T}$ on $B_{T}$ such that $P_{T}(A)=\sum_{n_{T}} P^{\left(n_{T}\right)}\left(A^{\left(n_{T}\right)}\right)$ for every $A=\sum_{n_{T}} A^{(n T)}$ belonging to $\boldsymbol{B}_{r}$. Let $N_{i}$ be the associated counting measure on $\mathbf{B}_{i}$, let $N_{\left(n_{i}\right)}$ be defined in terms of $N_{i}$ by (3.11) and form the product measure $N_{\left(n_{r}\right)}=N_{\left(n_{1}\right)} \times \ldots \times N_{\left(n_{k}\right)}$; then the generalization of expression (3.12) for factorial moment distributions is

$$
\begin{equation*}
M_{\left(n_{T}\right)}\left(A^{\left(n_{T}\right)}\right)=E N_{\left(n_{T}\right)}\left(A^{\left(n_{T}\right)}\right)=\sum_{r_{T}} \prod_{i=1}^{k} \frac{\left(n_{i}+r_{t}\right)!}{n_{i}!} P^{\left(n_{T}+r_{T}\right)}\left(A^{\left(n_{T}\right)} \times X^{r_{T}}\right) . \tag{5.1}
\end{equation*}
$$

Let $\xi_{i}$ be a bounded measurable function on $X_{i}$, and let $\xi_{T}=\left\{\xi_{1}, \ldots, \xi_{k}\right\}$. Then the p.g.fl. of $P_{T}$ is by definition

$$
\begin{equation*}
G\left[\xi_{T}\right]=\sum_{n_{T}} \int_{X n_{r}} \prod_{i=1}^{k} \xi_{i}\left(x_{1}^{(i)}\right) \ldots \xi_{i}\left(x_{n_{i}}^{(i)}\right) P^{\left(n_{T}\right)}\left(d x^{n_{T}}\right) \tag{5.2}
\end{equation*}
$$

where $x^{n r}=\left\{x^{n_{1}}, \ldots, x^{n_{k}}\right\}$ stands for a point in $\mathfrak{X}_{r}, x^{n_{i}}=\left\{x_{1}^{(i)}, \ldots, x_{n_{i}}^{(i)}\right\}$ for a point in $X_{i}^{n_{t}}$ and $x^{(t)}$ for a point in $X_{i}$.

The concepts and properties of stochastic independence, conditional distributions and conditional expectations all carry over to population processes. Thus if $\mathbf{x}, \mathbf{y}$ are two population processes with individual measure spaces respectively $\left(X, \mathbf{B}_{x}\right),\left(Y, \mathbf{B}_{y}\right)$ and associated population measure space respectively ( $\boldsymbol{\mathcal { X }}, \boldsymbol{B}_{x}$ ), ( $\boldsymbol{\mathcal { X }}, \boldsymbol{B}_{y}$ ), then a probability distribution for the $\mathbf{y}$ population conditional on the state of the $\mathbf{x}$ population is a function $Q$ on $\mathbf{B}_{y} \times \mathcal{X}$ such that for every fixed $x^{k} \in \mathcal{X}, Q\left(\cdot \mid x^{k}\right)$ is a probability distribution on $\boldsymbol{B}_{y}$ and for every fixed $A \in \boldsymbol{B}_{y} Q(\boldsymbol{A} \mid \cdot)$ is a measurable function on $\mathcal{X}$. The corresponding conditional p.g.fl. is

$$
\begin{equation*}
G\left[\xi \mid x^{k}\right]=\sum_{n=0}^{\infty} \int_{Y^{n}} \xi\left(y_{1}\right) \ldots \xi\left(y_{n}\right) Q^{(n)}\left(d y^{n} \mid x^{k}\right) \tag{5.3}
\end{equation*}
$$

Of particular importance in the theory of cluster and multiplicative population processes (see $\S 7$ ) is the case where $Q$ has the multiplicative property; this may be expressed as follows: let $N\left(A \mid x^{k}\right)$ be the value at $A \in \mathbf{B}_{\nu}$ of the counting process associated to the point process with distribution $Q\left(\cdot \mid x^{k}\right)$; then for all $A \in \mathbf{B}_{y}$

$$
N\left(A \mid x^{k}\right)=\sum_{i=1}^{k} N\left(A \mid x_{i}\right)
$$

where $N\left(A \mid x_{1}\right), \ldots, N\left(A \mid x_{k}\right)$ are mutually independent random variables. If this is
the case, then it is easily seen that the conditional p.g.fl. (5.3) factorizes as follows:

$$
\begin{equation*}
G\left[\xi \mid x^{c}\right]=\prod_{i=1}^{k} G\left[\xi \mid x_{i}\right] . \tag{5.4}
\end{equation*}
$$

Returning to the case where $T$ is infinite, if $K$ is a finite subset of $T$, then we obtain by projection the multivariate process ( $\left.\boldsymbol{\mathscr { X }}_{R}, \mathbf{B}_{K}, P_{K}\right)$, where $P_{R}(A)=P_{T}\left(A \times \boldsymbol{X}_{T_{-K}}\right)$ for every $A \in \boldsymbol{B}_{K}$. The family of all such multivariate processes for all finite subsets of $T$ is consistent, in the sense that if $K^{\prime} \subset K$, then $P_{K^{\prime}}(A)=P_{K}\left(A \times \mathcal{X}_{K-K^{\prime}}\right)$ for all $A \in \boldsymbol{B}_{K^{\prime}}$. A stochastic population process is often specified by means of a consistent family of multivariate distributions $\left\{P_{K}\right\}$ defined for all finite subsets $K$ of $T$; hence we need an extension theorem which will guarantee that such a family has a unique extension to a probability distribution $P_{T}$ on $\mathbf{B}_{T}$. Kolmogorov's extension theorem is proved (Kolmogorov [10], p. 29) for stochastic processes which take their value in a Euclidean space. It is not difficult to see that this proof can be generalized to the present case if each $X_{t}$ is a Euclidean space with the usual topology, or even more generally a locally compact Hausdorff space, and each $\mathbf{B}_{t}$ is the $\sigma$-field generated by the Borel sets of $X_{t}$. We have in fact available a further generalization due to I. E. Segal [15] which as applied to the present case states that given a consistent family $\left\{P_{K}\right\}$, and without any restrictions on the $X_{t}$, there exists a probability space $\left(\Omega, \mathbf{B}_{\Omega}, P_{\Omega}\right)$ and an indexed family of "generalized" random variables on this space with index set $T$ whose joint probability distributions for finite sets of indices agree with the family $\left\{P_{K}\right\}$.

## 6. $\sigma$-finite Population Processes

So far we have only considered populations whose total size is finite with probability one; we will now extend the theory to the case of populations that can be infinite with positive probability. This is most conveniently done in terms of counting processes: for a given measure space ( $X, \mathbf{B}$ ), let $\eta_{\omega}$ be a space of uniformly $\sigma$-finite counting measures on $\mathbf{B}$ : by this we mean the set of all integral-valued completely additive measures $N_{\omega}$ on $\mathbf{B}$ such that $N_{\omega}\left(X_{k}\right)<\infty$ for each $X_{k}$ of a given fixed nondecreasing sequence of measurable sets $\left\{X_{i}\right\}$ such that $X_{i} \uparrow X$. A $\sigma$-finite counting process is by definition a probability space $\mathbf{N}_{\omega}=\left(\boldsymbol{\eta}_{\omega}, \boldsymbol{B}_{\omega}, \boldsymbol{P}_{\omega}\right)$, where $\boldsymbol{B}_{\omega}$ is a suitably defined $\sigma$-field of sets in $\boldsymbol{\eta}_{\omega}$ and $P_{\omega}$ is a probability distribution on $\mathbf{B}_{\omega}$. Given such a probability space, let $\boldsymbol{n}_{k}$ be the restriction of $\boldsymbol{\eta}_{\omega}$ to $\boldsymbol{X}_{k}$ : i.e., $\boldsymbol{n}_{k}$ is the set of all restrictions of elements of $\eta_{\omega}$ to $X_{k}$, and is therefore the space of all finite counting
measures on the $\sigma$-field $\mathbf{B}_{k}$ of all measurable subsets of $X_{k}$; let $\boldsymbol{B}_{k}$ be the restriction of $\boldsymbol{B}_{\omega}$ to $X_{k}$ : i.e., the class of all sets $S_{k}$ in $\eta_{k}$ whose continuation $S_{k}^{\omega}$ to $X$ belongs to $\boldsymbol{B}_{\omega}$; finally, let $Q_{k}$ be the function on $\boldsymbol{B}_{k}$ whose value at $S_{k}$ is $Q_{k}\left(S_{k}\right)=P_{\omega}\left(S_{k}^{\omega}\right)$. Clearly $\mathbf{B}_{k}$ is a $\sigma$-field of sets in $\boldsymbol{\eta}_{k}, Q_{k}$ is a probability distribution on $\boldsymbol{B}_{k}$ and $\mathbf{N}_{k}=\left(\boldsymbol{\eta}_{k}, \boldsymbol{B}_{k}, Q_{k}\right)$ is a finite counting process, which we may term the $X_{k}$-restriction of $\mathbf{N}_{\omega}$. The sequence $\left\{\mathbf{N}_{i}\right\}$ (or equivalently the sequence $\left\{Q_{i}\right\}$ ) is consistent under restrictions in the sense that if $j>k$ and $S_{k}^{j}$ is the continuation of the set $S_{k} \in B_{k}$ to $X_{j}$, then $S_{k}^{j} \in \mathbf{B}_{j}$ and $Q_{k}\left(S_{k}\right)=Q_{j}\left(S_{k}^{j}\right)$. Conversely, let $\left(\boldsymbol{n}_{k}, \mathbf{B}_{k}\right)$ be the finite counting process measure space generated as in $\S 3.1$ by $\left(X_{k}, \boldsymbol{B}_{k}\right)$ and let $Q_{k}$ be a probability distribution on $B_{k}$. If the sequence $\left\{Q_{i}\right\}$ is consistent under restrictions, then we can apply Kolmogorov's extension theorem. The measurable cylinders of $\S 5$ are here the measurable continuations $\boldsymbol{S}_{k}^{\omega}$, where $S_{k} \in \boldsymbol{B}_{k}$. The class $\boldsymbol{C}_{\omega}$ of all such measurable continuations is obviously a field of sets in $\boldsymbol{\eta}_{\omega}$; we define a function $Q_{\omega}$ on $\boldsymbol{C}_{\omega}$ as follows; if $S \in \boldsymbol{C}_{\omega}$, then there exists an integer $k$ such that $S=S_{k}^{\omega}$, where $S_{k} \in \boldsymbol{B}_{k}$; we set $Q_{\omega}(S)=Q_{k}\left(S_{k}\right)$. This definition is consistent: for if $S=S_{k}^{\omega}=S_{j}^{\omega}(j>k)$, then clearly $S_{j}=S_{k}^{\prime}$ and hence because of the consistency condition $Q_{k}\left(S_{k}\right)=Q_{j}\left(S_{j}\right)$. Clearly $Q_{\omega}$ is finitely additive and normalized to unity. If we now take $\mathbf{B}_{\omega}$ to be the $\sigma$-field generated by $\boldsymbol{C}_{\omega}$ : then by Kolmogorov's theorem $Q_{\omega}$ has a unique extension to a probability distribution $P_{\omega}$ on $\boldsymbol{B}_{\omega}$. We have thus proved:

Theorem 6.1. A sequence of finite counting processes $\left\{\mathbf{N}_{k}\right\}$ consistent under restrictions determines a unique $\sigma$-finite counting process $\mathbf{N}_{\omega}$ such that $\mathbf{N}_{k}$ is the $X_{k}$-restriction of $\mathbf{N}_{\omega}, k=1,2 \ldots$. Conversely if $\mathbf{N}_{\omega}$ is a $\sigma$-finite counting process with finite $X_{k}$-restriction $\mathbf{N}_{k}$, then the sequence $\left\{\mathbf{N}_{k}\right\}$ is consistent under restrictions.

Using the same notation as in the last paragraph, we define the p.g.fl. of the $\sigma$-finite counting process $\mathbf{N}_{\boldsymbol{\omega}}$ to be

$$
\begin{equation*}
G_{\omega}[\xi]=E \exp \int_{x} \log \xi(x) N_{\omega}(d x) \tag{6.1}
\end{equation*}
$$

This functional is defined on a certain domain $D_{\omega}$ in the space $m$ of all bounded measurable complex-valued functions $\xi$ on $X$. The p.g.fl.

$$
\begin{equation*}
G_{k}[\xi]=E \exp \int_{X_{k}} \log \xi(x) N_{k}(d x) \tag{6.2}
\end{equation*}
$$

of the $X_{k}$-restriction $\mathbf{N}_{k}$ of $\mathbf{N}_{\omega}$ is obtained from $G_{\omega}$ by setting $\xi(x)=1$ for all $x \in X-X_{k}$ in (6.1). The sequence $\left\{G_{i}\right\}$ defined in this way is consistent under restrictions in
the sense that whenever $j>k, G_{k}$ agrees with $G_{j}$ if $\xi(x)=1$ for all $x \in X_{j}-X_{k}$. It can now be seen to follow from Theorems 4.1 and 6.1 that:

Theorem 6.2. A sequence of finite counting processes $\left\{\mathbf{N}_{\mathbf{t}}\right\}$ is consistent under restrictions if and only if the corresponding sequence of p.g.fls. $\left\{G_{i}\right\}$ is so. A functional $G_{\omega}$ on a domain $D_{\omega}$ in $\mathbb{T}$ is the p.g.fl. of a $\sigma$-finite counting process $\mathbf{N}_{\omega}$ if and only if there exists a sequence of measurable sets $\left\{X_{i}\right\}$ with $X_{i} \uparrow X$ such that: (1) $D_{\omega}$ contains at least all $\xi$ such that $\|\xi\| \leqslant 1$ and, for some $k, \xi(x)=1$ for all $x \in X-X_{k}$; (2) each $X_{k^{-}}$ restriction $G_{k}$ of $G_{\omega}$ is the p.g.fl. of a finite counting process and the sequence $\left\{G_{i}\right\}$ is consistent under restrictions. If this is true then the corresponding sequence of finite counting processes $\left\{\mathbf{N}_{t}\right\}$ determines $\mathbf{N}_{\omega}$ uniquely.

Two examples which will serve to illustrate the theory are the Poisson and geometric $\sigma$-finite population processes, with p.g.fls. respectively

$$
\begin{align*}
& G_{\omega}[\xi]=\exp \int_{X}[\xi(x)-1] M(d x),  \tag{6.3}\\
& G_{\omega}\{\xi\}=\left\{1 \cdots \int_{X}[\xi(x)-1] M(d x)\right\}^{-1}, \tag{6.4}
\end{align*}
$$

where $M$ is a $\sigma$-finite measure on $\mathbf{B}$. It can be seen that both functionals satisfy the conditions of Theorem 6.2; in fact if $M\left(X_{k}\right)<\infty$ for $k=1,2, \ldots$ and $X_{k} \uparrow X$, then the $X_{k}$-restrictions form consistent sequences of finite respectively Poisson and geometric population processes.

The definition of moment and factorial moment distributions given in § 3 for finite counting processes extends immediately to the $\sigma$-finite case. Thus if the $X_{k}$ restrictions $\mathbf{N}_{k}$ of $\mathbf{N}_{\omega}$ have finite mean distributions $M^{(k)}=E N_{k}$, then the mean distribution $M=E N_{\omega}$ of $N_{\omega}$ is a $\sigma$-finite measure on B such that $M\left(X_{k}\right)=M^{(k)}\left(X_{k}\right)<\infty$, $k=1,2, \ldots$; in fact for every $A \in B$, we have

$$
M(A)=\lim _{k \rightarrow \infty} M^{(k)}\left(A \cap X_{k}\right)
$$

in the extended number system. Similar considerations apply to the higher orded moment distributions. If follows that the result of $\S 4$ on the generation of moment distributions by generating functionals also extend to the $\sigma$-finite case. Take for example the $\sigma$-finite Poisson and geometric processes. Their mean distributions are the $\sigma$-finite measures $M$ in respectively (6.3) and (6.4), and their $k$ th order factorial moment distributions are respectively $M_{(k)}=M^{* k}$ and $M_{(k)}=k!M^{* k}$.

We have so far considered $\sigma$-finite population processes as counting processes. Associated with each finite $X_{k}$-restriction $\mathbf{N}_{k}$ of the $\sigma$-finite counting process $\mathbf{N}_{\omega}$ will
be a finite symmetric point process, say $x_{k}$; we may therefore say that the sequence $\left\{x_{k}\right\}$ is consistent under restrictions, and that it determines a unique $\sigma$-finite symmetric point process $x_{\omega}$ associated with $\mathbf{N}_{\omega}$. The "sample space" of $x_{\omega}$ is the class $\mathfrak{X}_{\omega}$ of all countable sets of points $\left\{x_{i}\right\}$ in $X$ such that $\left\{x_{i}\right\} \cap X_{k}$ is finite for $k=1,2, \ldots$. The connection between $\mathbf{N}_{\omega}$ and $x_{\omega}$ is then expressed by:

Theorem 6.3. The relation

$$
\begin{equation*}
N_{w}\left(A \mid\left\{x_{i}\right\}\right)=\sum_{j=1}^{\infty} \delta\left(A \mid x_{j}\right) \tag{6.5}
\end{equation*}
$$

defines a one-to-one correspondence between $\boldsymbol{X}_{\omega}$ and $\boldsymbol{n}_{\omega}$.
Proof. Clearly if $N_{\omega}$ is defined by (6.5) then it is an element of $\boldsymbol{n}_{\omega}$; the converse part of the theorem is an easy extension of Theorem 3.1.

Let $P_{k}$ be the probability distribution of the associated point process $\mathrm{x}_{k}, k=$ $1,2, \ldots$; then

$$
\begin{equation*}
q=\lim _{r \rightarrow \infty} \lim _{k \rightarrow \infty}\left[1-\sum_{n=0}^{r} P_{k}^{(n)}\left(X_{k}^{n}\right)\right] \tag{6.6}
\end{equation*}
$$

can be interpreted as the probability that the total population is infinite. The Poisson and geometric processes for example have $q=0$ if $M$ is finite and $q=1$ if $M(X)=\infty$. A trivial example of a process with $q$ positive but less than one is a mixture with p.g.fl. $G=a G_{1}+(1-a) G_{2}(0<a<1)$, where $G_{1}$ is the p.g.fl. of a $\sigma$-finite process with $q=1$ and $G_{2}$ that of a finite process.

If $X_{\nu}$ is any measurable subset of $X$, we can define the $X_{\nu}$-restriction $\mathbf{N}_{v}$ of $\mathbf{N}_{\omega}$ exactly as before: we call $X_{v} \mathbf{N}$-finite if $N_{v}$ is a finite counting process. Clearly the joint probability distribution of any finite collection $\mathbf{N}_{1}, \ldots, \mathbf{N}_{k}$ of finite restrictions of $\mathbf{N}_{\omega}$ is uniquely determined by the distribution of $\mathbf{N}_{\omega}$. In terms of p.g.fls., we can generalize expression (6.2) as follows: let $\xi_{v}$ be a bounded measurable function on $X_{v}$ and let $\xi_{v}^{\prime}$ on $X$ be such that $\xi_{v}^{\prime}(x)=\xi_{v}(x)$ for all $x \in X_{v}$ and $\xi_{v}^{\prime}(x)=1$ for all $x \in X-X_{v}, \nu=1, \ldots, k$; then the p.g.fl. of the joint distribution of the $\mathbf{N}_{v}$ is

$$
\begin{equation*}
G\left[\xi_{1}, \ldots, \xi_{k}\right]=G_{\omega}\left[\sum_{\nu=1}^{k} \xi_{\nu}^{\prime}\right] . \tag{6.7}
\end{equation*}
$$

Suppose now that $X_{1}, \ldots, X_{k}$ are mutually disjoint. Let $X_{K}=\sum_{v=1}^{k} X_{v}$, let $\mathbf{N}_{K}$ be the $X_{K}$-restriction of $\mathbf{N}_{\omega}$ and let $P_{K}$ be the probability distribution of the associated symmetric point process $\mathbf{x}_{K}$. It is then easily seen that $G\left[\xi_{1}, \ldots, \xi_{k}\right]$ can be expressed in terms of $P_{K}$ as follows:

$$
\begin{align*}
& G\left[\xi_{1}, \ldots \xi_{k}\right]=\sum_{n_{1} \sim 0}^{\infty} \ldots \sum_{n_{k}=0}^{\infty} \frac{\left(n_{1} \div \ldots+n_{k}\right)!}{n_{1}!\ldots n_{k}!}-\int_{x_{1}^{n_{1}} \times \ldots \times x_{k}^{n_{k}} \prod_{j-1}^{k}} \\
& \times \xi_{j}\left(x_{1}^{(j)}\right) \ldots \xi_{j}\left(x_{n}^{(j)}\right) P^{\left(n_{1}+\ldots+n_{k}\right)}\left(d x^{\left(n_{1}+\ldots+n_{k}\right)} ;\right. \tag{6.8}
\end{align*}
$$

this is in fact a generalization of expression (4.8) and the proof is similar.

## 7. Examples

We shall now illustrate the general theory by means of examples of special types of population processes. The treatment will be very brief throughout and we shall omit the proofs. Details of most of the material in this section will be published elsewhere. (1)

1. Cluster processes. ${ }^{2}$ ) A cluster process is a population process where the individuals are grouped in independent clusters. Each cluster is itself a population whose state is characterized by the ordered pair $\left(x, y^{n}\right)$, where $x$ is characteristic of the cluster as a whole and $y^{n}$ means that the cluster contains $n$ individuals in states $y_{1}, \ldots, y_{n}$. Let $\left(X, \mathbf{B}_{x}\right)$ be the measure space of all cluster state variables $x,\left(\mathcal{U}, \boldsymbol{B}_{y}\right)$ that of the population state variables $y^{n}$, and let $Q(\cdot \mid x)$ be the probability distribution of the population contained in a cluster in state $x: Q$ is a conditional distribution on $\boldsymbol{B}_{y} \times X$. The independence of the clusters is expressed by the fact that the distribution of any $k$ clusters in states $x^{k}=\left(x_{1}, \ldots x_{k}\right)$ is the conditional probability

$$
\begin{array}{ll} 
& Q^{* k}\left(\cdot \mid x^{k}\right)=Q\left(\cdot \mid x_{1}\right) \times \ldots \times Q\left(\cdot \mid x_{k}\right) \\
\text { on } B_{y}^{k} \times X^{k} . \text { Let } \quad Z[\xi \mid x]=\sum_{n \sim 0}^{\infty} \int_{\mathrm{yn}} \xi\left(y^{n}, x\right) Q^{(n)}\left(d y^{n} \mid x\right) . \tag{7.2}
\end{array}
$$

and let $P$ be the cluster population distribution relative to the states $x$, with p.g.fl. $G_{p}$; then it is easily seen to follow from (7.1) that the p.g.fl. of the whole cluster process is

$$
\begin{equation*}
G[\xi]=\sum_{n=0}^{\infty} \int_{X^{n}} Z\left[\xi \mid x_{1}\right] \ldots Z\left[\xi \mid x_{n}\right] P^{(n)}\left(d x^{n}\right)=G_{D}\{Z[\xi \mid \cdot]\} . \tag{7.3}
\end{equation*}
$$

The theory is easily extended to higher order cluster processes, where the individuals

[^3]$\left(^{2}\right)$ See Neyman and Scott (13).
are members of lst order clusters, which are themselves members of 2 nd order clusters, and so on.

One sees from (7.3) that a cluster process is a generalization of a compound process: in fact, if $X$ reduces to a single state, $p_{n}$ is the probability of $n$ clusters, $g(\lambda)=\sum_{n=0}^{\infty} p_{n} \lambda^{n}$, then

$$
\begin{equation*}
G[\xi]=\sum_{n=0}^{\infty} p_{n}\left[\sum_{k=0}^{\infty} \int_{Y k} \xi\left(y^{k}\right) Q^{(k)}\left(d y^{k}\right)\right]^{n}=g(Z[\xi]) ; \tag{7.4}
\end{equation*}
$$

i.e., we have here a compound process whose "individuals" are independent populations with distribution $Q$ on $\boldsymbol{B}_{y}$. If $Y$ reduces to a single state, then $\xi\left(y^{n}, x\right)=\xi^{n}(x)$; let $q_{n}(x)$ be the probability of $n$ individuals in a cluster in state $x, g(\xi \mid x)=\sum_{n=0}^{\infty} q_{n}(x) \xi^{n}(x)$; then

$$
\begin{equation*}
G[\xi]=\sum_{n=0}^{\infty} \int_{X n} g\left(\xi \mid x_{1}\right) \ldots g\left(\xi \mid x_{n}\right) P^{(n)}\left(d x^{n}\right)=G_{p}[g(\xi \mid \cdot)] ; \tag{7.5}
\end{equation*}
$$

we call a process of this type a simple cluster process.
As illustrations we consider the Poisson and geometric cluster processes, with p.g.fls. respectively

$$
\begin{gather*}
\left.G[\xi]=\exp \int_{X}\{Z[\xi] \mid x]-1\right\} M(d x)=\exp \sum_{n=1}^{\infty} \int_{Y_{n \times X}}\left[\xi\left(y^{n}, x\right)-1\right] M^{(n)}\left(d y^{n} d x\right),  \tag{7.6}\\
G[\xi]=\left[1-\int_{X}\{Z[\xi \mid x]-1\} M(d x)\right]^{-1}=\left[1-\sum_{n=1}^{\infty} \int_{Y^{n} \times X}\left[\xi\left(y^{n}, x\right)-1\right] M^{(n)}\left(d y^{n} d x\right)\right]^{-1}, \tag{7.7}
\end{gather*}
$$

where $M^{(n)}$ is the measure defined for each $A \in B_{y}^{n} \times B_{x}$ by

$$
\begin{equation*}
M^{(n)}(A)=\int_{X} \int_{\mathrm{Y} n} \delta\left(A \mid y^{n}, x\right) Q^{(n)}\left(d y^{n} \mid x\right) M(d x), \quad(n=1,2, \ldots) . \tag{7.8}
\end{equation*}
$$

The factorization of $G$ in (7.6) shows that a Poisson cluster process may be regarded as the sum of an infinite series of independent Poisson processes with mean distributions $M^{(n)}$. If $Y$ reduces to a single state, we obtain the simple Poisson cluster process with p.g.fl.

$$
\begin{equation*}
G[\xi]=\exp \sum_{n=1}^{\infty} \int_{X}\left[\xi^{n}(x)-1\right] q_{n}(x) M(d x) \tag{7.9}
\end{equation*}
$$

2. Counting processes with independent elements. The simple Poisson cluster process has a feature which is immediately apparent from the form of its p.g.fl. (7.9), namely, that it constitutes a counting process $N$ with independent elements: by which
we mean that for any finite measurable partition $\left\{X_{1}, \ldots, X_{k}\right\}$ of $X$, the $X_{i}$-restrictions $\boldsymbol{N}_{i}$ of $\boldsymbol{N}$ are mutually independent; for clearly the p.g.fl. of the collection $\left\{\boldsymbol{N}_{1}, \ldots, \boldsymbol{N}_{k}\right\}$ is

$$
\begin{align*}
G\left[\xi_{1}, \ldots, \xi_{k}\right] & =\exp \sum_{n-0}^{\infty} \int_{X}\left[\sum_{t=1}^{k} \xi_{i}^{n}(x) \delta\left(X_{i} \mid x\right)-1\right] q_{n}(x) M(d x) \\
& =\exp \sum_{i=1}^{k} \sum_{n=0}^{\infty} \int_{X_{i}}\left[\xi_{i}^{n}(x)-1\right] q_{n}(x) M(d x)=G\left[\xi_{1}\right] \ldots G\left[\xi_{k}\right] \tag{7.10}
\end{align*}
$$

a result which is still true if $M$ is a $\sigma$-finite measure on $\mathbf{B}$. This is in a sense the most general distribution for a counting process with independent elements: that not all such processes conform to it is evident from the counter example of a counting process where $N(A)=\sum_{x_{k} \in A} n_{k}$, where the $n_{k}$ are a countable collection of mutually independent non-negative integral-valued random variables and each $n_{k}$ is attached to a point $x_{k} \in X$. Such trivial cases are excluded in the following lemma:

Let $N$ be a $\sigma$-finite counting process with independent elements such that $P_{N}\{N(A)=0\}>0$ for every measurable $N$-finite set $A$; then $M_{0}(A)=-\log P_{N}\{N(A)=0\}$ is a $\sigma$-finite measure on $\mathbf{B}$. If $M_{0}$ is nonatomic, then the p.g.fl. of $N$ is of the form (7.9) with $M_{0}:=M$.

Since every singleton $\{x\}$ is an atom of $M_{0}$, the condition that $M_{0}$ be nonatomic implies that $M_{0}\{x\}=0$ and hence that $P_{N}\{N\{x\}=0\}=1$, which excludes the counter example above. Note that if $X$ is the real line, then this theorem is a special case of the Lévy-Kolmogorov decomposition of infinitely divisible distributions (cf. Feller [6], p. 271).
3. Time-dependent Markov population processes. A time-dependent Markov population process is characterized by its transition probability $P\left(A, t \mid x^{k}, s\right)$ (the probability of a transition from state $x^{k}$ at time $s$ to some state $x^{n} \in A$ at time $t \geqslant s$ ) defined for all $t \geqslant s$ and satisfying the Chapman-Kolmogorov equation

$$
\begin{equation*}
P\left(A, t \mid x^{k}, s\right)=\sum_{j=0}^{\infty} \int_{x i} P\left(A, t \mid y^{j}, u\right) P^{(j)}\left(d y^{j}, u \mid x^{k}, s\right), \quad(t \geqslant u \geqslant s) . \tag{7.11}
\end{equation*}
$$

The "time-axis" $T$ may be the real line (continuous time processes) or the set of all integers (Markov chains). For continuous time processes, transitions which involve a change in the size of the population must be of the nature of sudden "jumps", so that the general theory of discontinuous Markov processes (Moyal [12]) is applicable. The transition probability $P$ satisfies the integral equation

$$
\begin{equation*}
P\left(A, t \mid x^{k}, s\right)=P_{0}\left(A, t \mid x^{k}, s\right)+\sum_{j=0}^{\infty} \int_{s}^{t} \int_{x i} P\left(A, t \mid y^{i}, u\right) Q^{(i)}\left(d y^{j}, d u \mid x^{k}, s\right) \tag{7.12}
\end{equation*}
$$

(symbolically, $P=P_{0}+P * Q$ ), where $P_{0}$ is the probability of a transition $x^{k} \rightarrow A$ in $(s, t)$ without jumps, and hence conserving the total number of individuals, $Q$ is the joint probability of the lst jump time and consequent state (i.e., the state of the population resulting from the jump) conditional on the "initial" state $x^{k}$ and time $s$. Given $P_{0}$ and $Q$ satisfying the consistency conditions given in Moyal (12), the problem is to solve (7.12) for $P$. The solution is of the form

$$
\begin{equation*}
P=\sum_{n=0}^{\infty} P_{n}=\sum_{n=0}^{\infty} P_{0} \star Q_{n} \tag{7.13}
\end{equation*}
$$

where $\left\{Q_{n}\right\}$ is the Markov chain obtained by iteration of $Q\left(Q_{n+1}=Q_{n} * Q\right) ; P_{n}$ is the transition probability involving exactly $n$ jumps; $Q_{n}$ is the probability of the $n$th jump time and consequent state conditional on some "initial" state and time; $\sigma_{n}\left(t \mid x^{k}, s\right)=Q_{n}\left(\mathcal{X}, t \mid x^{k}, s\right)$ is therefore the cumulative probability distribution of the $n$th jump time conditional on $\left(x^{k}, s\right)$ and hence the probability of $\leqslant n$ jumps in $(s, t)$ conditional on $x^{k}$ at $s ; \sigma_{\infty}=\lim _{n \rightarrow \infty} \sigma_{n}$ is interpreted as the probability of infinitely many jumps in ( $s, t$ ) conditional on $x^{k}$ at $s$. The solution (7.13) is "honest" (i.e., $P$ is normalized to unity) and unique if and only if $\sigma_{\infty} \equiv 0$.

If the process is purely discontinuous with finite "jump" rate $q\left(x^{k}, t\right)$ and probability $W\left(A \mid x^{k}, t\right)$ of a transition $x^{k} \rightarrow A$ given a "jump" at $t$, then under certain regularity conditions (cf. Moyal (12)) (7.12) is equivalent to the "backward" integrodifferential equation

$$
\begin{equation*}
\left(-\frac{\partial}{\partial s}+q\left(x^{k}, s\right)\right) P\left(A, t \mid x^{k}, s\right)=q\left(x^{k}, s\right) \sum_{j=0}^{\infty} \int_{X j} P\left(A, t \mid y^{j}, s\right) W^{(j)}\left(d y^{j} \mid x^{t}, s\right), \tag{7.14}
\end{equation*}
$$

or in terms of transition generating functionals

$$
\begin{equation*}
\left(-\frac{\partial}{\partial s}+q\left(x^{k}, s\right)\right) G\left[\xi, t \mid x^{k}, s\right]=q\left(x^{k}, s\right) \sum_{j=0}^{\infty} \int_{X j} G\left[\xi, t \mid y^{j}, s\right] W^{(j)}\left(d y^{j} \mid x^{k}, s\right) \tag{7.15}
\end{equation*}
$$

As an example, we consider the time dependent Poisson process with "birth-rate" $q(t)$ and probability $W(A, t)$ of the "created" population at each birth, both independent of the state of the population at $t$. Then clearly the p.g.fl. of the process must be of the form

$$
\begin{equation*}
G\left[\xi, t \mid x^{k}, s\right]=\xi\left(x_{1}\right) \ldots \xi\left(x_{k}\right) G_{(0)}[\xi, t, s], \tag{7.16}
\end{equation*}
$$

where $G_{(0)}$ is the transition p.g.fl. conditional on 0 individuals at $s$. The "backward equation" becomes

$$
\begin{equation*}
-\frac{\partial}{\partial s} G_{(0)}=q(s) G_{(0)} \sum_{j=1}^{\infty} \int_{X j}\left[\xi\left(x_{1}\right) \ldots \xi\left(x_{j}\right)-1\right] W^{(j)}\left(d y^{j}, s\right)=q(s) G_{(0)}\left[G_{W}-1\right] \tag{7.17}
\end{equation*}
$$

where $G_{w}$ is the p.g.fl. of $W$. The solution of (7.17) with the initial condition $G_{(0)}[\xi, s, s]=1$ is

$$
\begin{equation*}
G_{(0)}[\xi, t, s]=\exp \int_{s}^{t}\left\{G_{W}[\xi, u]-1\right\} q(u) d u \tag{7.18}
\end{equation*}
$$

which by comparison with (7.6) is seen to be the p.g.fl. of a cluster Poisson process with mean density of clusters $q$ on $(s, t)$.
4. Multiplicative population processes. A multiplicative population process ${ }^{1}$ ) is loosely speaking a Markov process where the individuals at a given time, say $s$, are the "ancestors" of mutually independent populations at times $t \geqslant s$. More precisely, a multiplicative process is characterized by the fact that its transition probability $P$ has for all $t \geqslant s$ the multiplicative property defined at the end of $\S 5$; hence by (5.4) the transition p.g.fl. $G$ conditional on $k$ "ancestors" in state $x_{1}, \ldots, x_{k}$ always factorizes as follows:

$$
\begin{equation*}
G\left[\xi, t \mid x^{k}, s\right]=\prod_{i=1}^{k} G\left[\xi, t \mid x_{i}, s\right], \quad(t \geqslant s) \tag{7.19}
\end{equation*}
$$

Such a process is therefore uniquely characterized by the transition probability $P(\cdot, t \mid x, s)$ or the p.g.fl. $G[\xi, t \mid x, s]$ conditional on the state of a single "ancestor". If follows from the Chapman-Kolmogorov equation (7.11) that $G$ satisfies the functional relation

$$
\begin{align*}
G[\xi, t \mid x, s] & =\sum_{n=0}^{\infty} \int_{X^{n}} \prod_{i=1}^{n} G\left[\xi, t \mid y_{i}, u\right] P\left(d y^{n}, u \mid x, s\right) \\
& =G[G[\xi, t \mid \cdot, u], u \mid x, s], \quad(t \geqslant u \geqslant \mathrm{~s}) \tag{7.20}
\end{align*}
$$

It can be shown that the mean distribution $M$ of $P$ satisfies an analogue of the Chapman-Kolmogorov equation:

$$
\begin{equation*}
M(A, t \mid x, s)=\int_{X} M(A, t \mid y, u) M(d y, u \mid x, s), \quad(t \geqslant u \geqslant \mathrm{~s}) . \tag{7.21}
\end{equation*}
$$

Similar relations may be found for higher order factorial moment distributions.

[^4]In the continuous time case, the integral equation (7.12), expressed in terms of p.g.fls., takes the form

$$
\begin{equation*}
G[\xi, t \mid x, s]=G_{0}[\xi, t \mid x, s]+H\{G[\xi, t \cdot, \cdot], t \mid x, s\} \tag{7.22}
\end{equation*}
$$

where $G_{0}$ is the p.g.fl. of $P_{0}$, and $H$ is the p.g.fl. of $Q$ :

$$
\begin{equation*}
H[\eta, t \mid x, s]=\sum_{n=0}^{\infty} \int_{s}^{t} \int_{X^{n}} \eta\left(y_{1}, u\right) \ldots \eta\left(y_{u}, u\right) Q^{(n)}\left(d y^{n} d u \mid x, s\right) \tag{7.23}
\end{equation*}
$$

The mean distribution $M$ of $P$ satisfies the integral equation (analogous to (7.22))

$$
\begin{equation*}
M(A, t \mid x, s)=M^{(0)}(A, t \mid x, s)+\int_{s}^{t} \int_{X} M(A, t \mid y, u) \Lambda(d y d u \mid x, s) \tag{7.24}
\end{equation*}
$$

(symbolically, $M=M^{(0)}+M * \Lambda$ ), where $\Lambda$ is the mean distribution of $Q$ and $M^{(0)}=P_{0}$. Let $\left\{\Lambda^{(n)}\right\}$ be the sequence defined recursively by $\Lambda^{(n+1}=\Lambda^{(n)} * \Lambda$; then the smallest non-negative solution of (7.24) is of the form (corresponding to (7.13))

$$
\begin{equation*}
M=\sum_{n=0}^{\infty} M^{(n)}=\sum_{n=0}^{\infty} M^{(0)} * \Lambda^{(n)} . \tag{7.25}
\end{equation*}
$$

Similar results hold for the higher-order factorial moment distributions $M_{(n)}$ of $P$. For example $M_{(2)}$ satisfies the equation $M_{(2)}=M_{(2)}^{(0)}+M_{(2)} * \Lambda$, where

$$
M_{(2)}^{(0)}(A, t \mid x, s)=\int_{s}^{t} \int_{X^{2}} M^{* 2}\left(A, t \mid y^{2}, u\right) \Lambda_{(2)}\left(d y^{2} d u \mid x, s\right)
$$

$\Lambda_{(2)}$ is the 2nd order factorial moment distribution of $Q$ and

$$
M^{* 2}\left(\cdot, t \mid x_{1}, x_{2}, s\right)=M\left(\cdot, t \mid x_{1}, s\right) \times M\left(\cdot, t \mid x_{2}, s\right)
$$

whose minimal non-negative solution is

$$
\begin{equation*}
M_{(2)}=\sum_{n=0}^{\infty} M_{(2)}^{(n)}=\sum_{n=0}^{\infty} M_{(2)}^{(0) *} \Lambda^{(n)} \tag{7.26}
\end{equation*}
$$

As an example, consider the "birth-and-death" purely discontinuous, time-homogeneous multiplicative population process with constant jump rate $q$ and probability $W(A \mid x)$ of a transition $x \rightarrow A$ given a jump. The "backward" equation (7.15) then takes the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+q\right) G[\xi \mid x ; t]=q K\{G[\xi \mid \cdot ; t] \mid x\} \tag{7.27}
\end{equation*}
$$

where $K$ is the p.g.fl. of $W$. Equations (7.25) and (7.26) then yield

$$
\begin{gather*}
M(A \mid x ; t)=\sum_{n=0}^{\infty} \frac{(q t)^{n}}{n!} e^{-\alpha t} \Gamma^{(n)}(A \mid x) ;  \tag{7.28}\\
M_{(2)}(A \mid x ; t)=\int_{0}^{t} q d u \int_{X} \int_{x^{2}} M^{* 2}\left(A \mid y^{2} ; t-u\right) \Gamma_{(2)}\left(d y^{2} \mid z\right) M(d z \mid x ; u), \tag{7.29}
\end{gather*}
$$

where $\Gamma$ is the mean, $\Gamma_{(2,}$ the 2 nd order factorial moment distribution of $W$, and $\left\{\Gamma^{(n)}\right\}$ is defined recursively by $\Gamma^{(n+1)}=\Gamma^{(n)} * \Gamma$.

Consider now the particularly simple case where at each "birth" the "parent" remains in the same state $x$, and only one "newborn" is produced in a state whose probability distribution $\Phi$ is independent of the "parent's" state $x$. Let $\lambda, \mu$ be the (constant) birth and death rates; then (7.27) becomes

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\lambda+\mu\right) G[\xi \mid x ; t]=\mu+\lambda G[\xi \mid x ; t] \int_{X} G[\xi \mid y ; t] \Phi(d y), \tag{7.30}
\end{equation*}
$$

whose solution can be expressed in a closed form:
$G[\xi \mid x ; t]= \begin{cases}1+e^{-\mu t}\left[\xi-Z+(Z-1) e^{\lambda t}\right]\left[1+\frac{\lambda}{\mu-\lambda}(Z-1)\left(e^{(\lambda-\mu) t}-1\right)\right]^{-1} & \text { if } \lambda \neq \mu, \\ 1+(\xi-Z) e^{-\lambda t}+(Z-1)[1-\lambda t(Z-1)]^{-1} & \text { if } \lambda=\mu,\end{cases}$
where $Z[\xi]=\int_{X} \xi(x) \Phi(d x)$. Let $\mu=0$ and we obtain the p.g.fl. of a geometric population process with mean distribution $M=\left(e^{\lambda t}-1\right) \Phi$ :

$$
\begin{equation*}
G[\xi \mid x ; t]=\xi(x)\left[1-\left(e^{2 t}-1\right) \int_{X}[\xi(x)-1] \Phi(d x)\right]^{-1} . \tag{7.32}
\end{equation*}
$$

We say that the process is time-homogeneous if $P(A, t \mid x, s)$ depends only on $t-s$; when this is the case we write $P(\cdot \mid \cdot ; t)$ for the transition probability, $G[\xi \mid x ; t]$ for its p.g.fl. and $p^{(n)}(x ; t)=P^{(n)}\left(X^{n} \mid x ; t\right)$. One is interested in the asymptotic properties of these distributions as $t \rightarrow \infty$. The following results can be proved: (1) For fixed $x$, the extinction probability $p^{(0)}(x, t)$ is a non-decreasing function of $t$ and converges as $t \rightarrow \infty$ to the asymototic extinction probability $p_{e}(x)$, which is the smallest non-negative solution of the functional equation

$$
\begin{equation*}
\xi(x)=G[\xi \mid x ; t] \tag{7.33}
\end{equation*}
$$

(2) In the case of multiplicative chains, let $p^{(n)}(x)=P^{(n)}\left(X^{(n)} \mid x ; 1\right), m(x)=\sum_{n=1}^{\infty} n p^{(n)}(x)$ and $m_{(2)}(x)=\sum_{n-2}^{\infty} n(n-1) p^{(n)}(x)$; then $p_{e}(x) \equiv 1$ if $\sup _{x \in X} m(x)<1$ and $\sup _{x \in X} p_{e}(x)<1$
if $\inf _{x \in X} m(x)>1$ and $m_{(2)}$ is bounded; (3) In the continuous time case, if the p.g.fl. of $P$ satisfies (7.22), time-homogeneity implies that $Q(A, t \mid x, s)$ depends only on $t-s$; hence we write it as $Q(A, t \mid x)$. Let $W(A \mid x)=\lim _{t \rightarrow \infty} Q(A, t \mid x)$ and let $K$ be the p.g.fl. of $W$. We define an associated multiplicative chain by the sequence of p.g.fls. $\left\{K_{n}\right\}$ defined recursively by $K_{n-1}[\xi \mid x]=K\left\{K_{n}[\xi \mid \cdot] \mid x\right\}$. The asymptotic extinction probabilities of the continuous time process and its associated chain are identical, so that (2) applies with $m$ and $m_{(2)}$ respectively the total mean and 2 nd order factorial moment of $W$.
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