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1. Introduction 

The purpose of the present paper is to lay down the foundations of a general 

theory of stochastic population processes (see Bartlett [2] for references to previous 

work on this subject). By population we mean here a collection of individuals, each 

of which may be found in any one state x of a fixed set of states X. The simplest 

type of population process is one where there is only one kind of individual and where 

the total size of the population is always finite with probability unity (finite uni- 

variate population process). The state of the whole population is characterized by the 

s~ates, say x 1, ..., xn, of its members, where each of the x~ ranges over X and n = 0,1, 2 . . . .  ; 

thus we may have for example a biological population whose individuals are charac- 

terized by their age, weight, location, etc. or a population of stars characterized by 

their brightness, mass, position, velocity and so on. Such a population is stochastic in 

the sense that there is defined a probability distribution P on some a-field S of sub- 

sets of the space ~ of all population states; in w 2 we develop the theory of such 

population probability spaces; the approach is similar to that  of Bhabha [4], who, however, 

restricts himself to the case where X is the real line and P is absolutely continuous. 

By  taking the individual state space X to be arbitrary (i.e., an abstract space), we 

are able to make the theory completely general, including for example the case of 

cluster processes, where the members of a given population are clusters, i.e., are them- 

selves populations, as in Neyman's  theory of populations of galaxy clusters (cf. Neyman 

(1) Th i s  work  was  s u p p o r t e d  in pa r t  b y  Office of N a v a l  R e s e a r c h  Cont rac t  Nonr-225(21)  a t  S t an -  

ford  U n i v e r s i t y .  R e p r o d u c t i o n  in whole  or in pa r t  is p e r m i t t e d  for a n y  purpose  of t he  U n i t e d  S ta t e s  

G o v e r n m e n t .  
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and Scott [13]). In w 3 we develop an alternative and largely equivalent approach 

where the state of the population is characterized by an integral-valued /unction N 

on a class of subsets of X ,  N(A) representing the number of individuals in the popula- 

tion with states in the subset A of X. w 4 is devoted to the study of generating/une- 

tionals, which play a role analogous to that  of probability and moment generating 

/unctions in standard probability theory; generating functionals were introduced in this 

connection in Kendall [9] and Bartlett and Kendall [3] (see also Bartlett [1]). In w 5 

we extend the theory to multivariate populations, where there is more than one kind 

of individual (e.g., biological populations comprising several species) and population 

processes, where the population state is a function of some independent variable such 

as time or space coordinates: an example is that  of cosmic ray cascades, which are~ 

populations of several kinds of elementary particles (electrons, photons, nucleons, 

mesons, etc.), characterized by their energy, momentum, position, etc., developing in 

time through the atmosphere. In w 6 we extend the theory still further to the case 

of populations whose total size can be infinite with positive probability. Finally, in 

w 7 we consider as examples special types of population processes: cluster processes; 

processes with independent elements; Markov population processes, where we treat the 

problem of obtaining the probability distribution of the process from given reproduc- 

tion and mortality rates; lastly, the important case of multiplicative population pro- 

cesses, where each "ancestor" generates a population independent of the "descendents'" 

of other "ancestors". 

2. Point Processes 

We start with the space X of all individual states x. If  the members of the popula- 

tion can be distinguished from each other, then a state o/ the population is defined as 

an ordered set x n= (x 1 . . . . .  x~) of individual states: i.e., it  is the state where the popu- 

lation has n members, the ith being in the individual state xt, i=  1, ..., n. The popula- 

tion state space ~ is the class of all such states x n with n - 0 ,  1, 2, ..., x ~ denoting con- 

ventionally the state where the population is empty. 

If  the members of the population are indistinguishable from each other, then a 

state of the population is defined as an unordered set x ~ = {x 1 .... x~} of individual states: 

i.e., a state where the population has n members with one each in the states xl, ...,xn. 

The population state space :~ is now the set of all such x n with n=O, 1,2, . . . ,x ~ de- 

noting again an empty population. 

A triplet (~, S, P), where :~ is a population state space, S a a-field of sets in :~ 

and P a probability distribution on S constitutes a model of a stochastic population 
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and  will be called a point process, (1) or more  precisely  a s ingle-var ia te  po in t  process.  

W e  shall  often use the  single l e t t e r  x to  symbol ize  a po in t  process. 

Le t  X n be the  set of all  s ta tes  x n wi th  n fixed; X n is a subset  of K. I f  the  

individuals  are dis t inguishable ,  then  X n is the  Car tes ian  p roduc t  X • X • ... z X,  n t imes.  

I f  n 4 k ,  then  X n and  X ~ are dis joint ,  and  all  subsets  A (n), A (k) of respec t ive ly  X"  

and  X k are dis joint .  I t  follows t h a t  every  set A in K can be expressed uniquely  as  

a sum of d is jo in t  sets A = ~ _ 0  A(n), where A ( n ) = A  N X n ( throughout  this  pape r  we 

shall  use ~ ,  U to denote  respec t ive ly  set in tersect ions  and  unions,  and  + ,  ~ to  denote  

unions of mut l j a l ly  d is jo in t  sets). The fol loving resul ts  are obvious:  le t  A,  A1, A2, At( t  E T) 

be sets in K,  - A  the  complement  of A,  o the  e m p t y  set and  A ( n ) = A  N xn; t hen  

- A  = ~ (X~-A(n) ) ,  (2.1) 
n=0 

A 1 (~ A s = o implies  t h a t  A(1 n) N A(2 n) = o (n = 0, l ,  2 . . . .  ), (2.2) 

(J A t =  ~ (J A~ n) and  N A t =  ~ r l  A~ n), (2.3) 
t ~ T  n = 0  t e T  t ~ T  n=0  t~T 

If  we wish to  d i f ferent ia te  be tween the  two cases of d is t inguishable  and  indis-  

t inguishable  individuals ,  we shall  denote  the  popu la t ion  s ta te  space in the  l a t t e r  case 

b y  Ks, poin ts  in Kz b y  x (n~, the  set of all  poin ts  x (n~ wi th  n f ixed b y  X ~n~, subsets  

of X ~n) b y  A ~n>, and  so on. Le t  ~ be the  p e r m u t a t i o n  i 1 . . . . .  in of 1 . . . . .  n, let  A(~ n) be 

the  subset  of X n ob ta ined  from A (n) b y  the  p e r m u t a t i o n  (x~ . . . . . .  x~) of the  coordinates 

xl . . . . .  xn of each x n in A (n). A in K is symmetric if A ( n ) = A n X n = A ( ~  n) for all  per-  

mu ta t ions  ~. The symmetrization of A is the  symmet r i c  set ( J ,A= .  The re la t ion be- 

tween the  two cases of d is t inguishable  and  indis t inguishable  ind iv idua ls  is t h a t  g iven 

X ,  we have  the  t r ans fo rma t ion  T from K onto Ks which maps  every  x n= (x 1 . . . . .  xn) 

into x{n)={Xl . . . . .  x~); c lear ly  the  inverse image  T - i ( x  {n)) =~={xn)=, and  hence the re  

is a one-to-one correspondence between subsets  of Ks and  symmetric subsets  of K:  

thus  we can identi/y sets of s ta tes  in a popu la t ion  wi th  indis t inguishable  ind iv idua ls  

wi th  symmet r i c  subsets  of the  s ta te  space K of a popu la t ion  with  d is t inguishable  

individuals .  

Le t  B be a a-f ield of sets in X; we call the  pa i r  (X, B) the  individual measure 

space. Le t  B ~ be the  min imal  a-f ield of sets in X n cota ining all p roduc t  sets  A 1 • ... • An 

such t h a t  A~ 6B,  i =  1 . . . .  , n, and  le t  S be the  class of all  sets A = ~n%0A (n) in K such 

~ B ~" then  t h a t  A (n) E B n, n = 0, 1, 2, . . . ;  b y  an abuse of s t anda rd  no ta t ion  we wri te  S = ~n=0 , 

(1) The term "point process" is due to Wold [17]: see also Bartlett [1] and [2]. 
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LEMMA 2.1. S is the minimal a-/ield o/ sets in :~ containing all sets A(n)EB n, 

n = 0 , 1 , 2  . . . .  

Proo/. That  S is a a-field follows immediately  from (2.1) and (2.3); if S '  is a 

a-field containing all A (n) E B n, it will contain all unions ~ = 0 A  (n) of such A(n); hence 

S ' ~ S .  

We call the pair (:~, S) the population measure space. In  the case of a popula-  

t ion with indistinguishable individuals, s tart ing from (X, B), we define (:~, S) as above, 

and then define the a-field Sz to be the class of all sets A in :~s such tha t  T-1A  EB; 

thus Ss m a y  be identified with the a-subfield of all symmetric sets of S. Sets of S 

or Ss will be called measurable. In  order to avoid trivial difficulties, we shall assume 

as a rule t ha t  B contains all singletons (x}; it then  follows tha t  S contains all sin- 

gletons (x ~} and Bs contains all singletons (x(~)}. 

We now tu rn  to the definition of a probabil i ty distr ibution P on B. The restric- 

t ion P(~) of P t o  sets in X n is a measure on B~,p~=P(~)(X~) is the probabil i ty t h a t  

r 
the size of the populat ion is n, and ~n=oP~-1 .  Conversely, we have: 

LEMMX 2.2. I /  P(~) is a measure on B ~, n=O, 1 . . . .  such that ~.~=op(n)(x~)=l, 

then the /unction P on S whose value at A = ~ = o  A(~) is 

P(A) = ~ P(~)(A (~)) (2.4) 
n - -O  

is the unique probability distribution on S whose restriction to B n agrees with P(~) /or 

all n. 

Proo/. Clearly P>~O, P ( ~ . ) = ~ _ o P ( ~ ) ( X ~ ) = I ;  if {Ak} is a disjoint sequence of 

measurable sets, then by  (2.3) and the definition of P 

p = p = p(n)(A(kn)) = P(Ak); 
n = 0  n = O  k ~ l  k = l  

hence P is a-addit ive and therefore a probabil i ty distribution on S. Finally, if P '  is 

a probabil i ty distribution on S which agrees with P(~) on B n for all n, then clearly 

P'(A) =P(A)  for every A E S. 

Exac t ly  the same Considerations apply to a probabil i ty distribution Ps  on the 

a-field Ss in the case of indistinguishable individuals. A probabil i ty distribution P on 

S determines a unique probabi l i ty  distribution Ps  on Sz such tha t  for every A E Ss 

Ps (A) = P(T-1A).  (2.5) 
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Conversely, it can be shown tha t  a probability distribution Pz on Bs determines a 

unique symmetric probability distribution P on B (by this we mean a distribution on 

B which is invariant under coordinate permutations) to which it is related by  (2.5). 

Thus we can identify a distribution on Ss with the corresponding symmetric distri- 

bution on B, and we shah use the same symbol Ps for both. I t  follows from the 

foregoing discussion tha t  a point process (~r S, Ps) with distinguishable individuals 

and a symmetric distribution and the corresponding process (Ks, Bs, P s ) w i t h  indis- 

tinguishable individuals a r e  to all intents and purposes the same thing; we shall hence- 

forth identify the two under the name of symmetric point process (symbolized by  the 

single letter Xs). With each point process (~, B, P) is associated a unique symmetric 

point process (~, B, Ps) obtained by  symmetrization of P: tha t  is for each A E S, 

1 ~ p(n)(A(nn)). (2.6) P s ( A ) =  ~ ~.v 

Point processes and their distributions which are associated with the same symmetric 

point process will be called countably equivalent. 

A particularly simple class of point processes is the class of compound processes 

(cf. Feller [6], p. 268) where given tha t  the population is of size n, the states of the 

n individuals are independently distributed with the same distribution Q on B; hence 

P(~) =pnQ*n (n = 0, 1, 2 . . . .  ), (2.7) 

where Pn is the probabili ty tha t  the population is of size n, Q*~ is the nth product 

measure on B ~ generated by  Q; clearly P<n) is symmetric. Two examples are the 

Poisson process, where p~ = mne-m/n ! (m > 0) and the geometric process, where Pn = (1 -q )q~  

( 0 < q <  1). 

A real-valued function y on ~ is a mapping of ~ into the real line; y may  be 

identified with the sequence {y~} where y~ is the restriction of y to X ~, and is there- 

fore a real-valued function on X ~. We say tha t  y is measurable if y - I ( S ) ~ B  for every 

Borel subset S of the real line; similarly Yn is measurable if y ; I (S)  EBn for every 

Borel set S. The following lemma is evident: 

LE~MA 2.3. A /unction y on ~ is measurable i~ and only i/ each o/ its restric- 

tions y~ is a measurable /unction on X n, n = O, 1, 2 . . . . .  

I t  follows tha t  a sequence of measurable functions Yn on X ~, n=O, 1,2 . . . . .  de- 

termines a unique measurable function y on ~ whose restrictions to X n is Yn. Following 

the usual terminology, we say tha t  a measurable function y on ~ determines a random 
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variable on the point  process (~, B, P).  The expectation value of y with respect to P, 

defined in the usual way, 

clearly exists if and only if each integral Sxn Yn P(~)(dxn) in the series above exists and 

their sum is absolutely convergent.  I f  y is symmetric (i.e., invariant  under  coordinate 

permutat ions)  then ~ y P(dx ~) = ~ y Ps (dx~'), where Ps is the symmetr izat ion of P;  con- 

versely, if P is symmetric,  then ~ y P(dx ~) = ~ y(S)p(dx~), where y(S) is the symmetri- 

zation of y:  

y~) ~ 1 x~ 
( X ) = n ~ ! ~ y ~  (~ ) ,  ( n = 0 ~ l ,  2 . . . .  ). (2.9) 

I t  will be convenient  to admit  infinite expectations: i.e., Ey = _+ c~ if the r ight-hand 

side of (2.8) diverges definitely to _+ ~ .  

3. Counting Processes 

We shall now turn  our a t tent ion to an alternative method of characterizing sto- 

chastic populations, namely, the method which assigns to sets A in the individual 

state space X the number  of individuals N(A) which are in states xEA;  we restrict 

ourselves in the present section to populations whose total size N(X) is finite with prob- 

ability unity. I t  is convenient to t reat  this approach by  relating it to  the previous 

one. I t  is intuit ively obvious tha t  if in a population of total  size n there are one 

individual each in the states x 1 . . . . .  xn, then the number  of individuals with states in 

a given arb i t rary  subset A of X is given by  the expression 

N(AIx ~) = ~ ~(A Ix,): (3.1) 
i = l  

where (~(A[x) is the characteristic function of the set A: 

~ ( A [ / ) = ~ I  if l E A  
(a.2) /0 if xCA.  

For  each fixed A in X, N(A I �9 ) is a function on the symmetr ic  populat ion state space 

:~s, while for each fixed x (~ E Ks, N( .  Ix (~) is a function on the class U of all subsets 

of X. Clearly each such function on U wiI1 have the following properties: it is (1) non- 

negative, (2) finite, (3) integral-valued and (4) completely additive, in the sense tha t  if 
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{ A t ,  t E T} is an a r b i t r a r y  indexed  collection of m u t u a l l y  d is jo in t  sets in X,  then  a t  

mos t  a f inite number  of sets, say  At . . . . . .  At,, can be such t h a t  N(At)>~I and  

N(~t~T At) = ~teT (NIAt) = ~ = I N ( A t , ) .  The converse is also t rue;  call counting measure 

a funct ion on U which has  the  proper t ies  (1) to  (4) above,  and  le t  H be the  class o/ 

all counting measures on U; then  

T n E O R E ~  3.1. Relation (3.1) de/ines a one-to-one correspondence between ~s  and ~ .  

Proo/. I t  follows immed ia t e ly  from the  a d d i t i v i t y  of N t h a t  N(o) = 0. Le t  N(X)  = n, 

.and let  k 1 be the  smal les t  in teger  such t h a t  there  exists  a set  A 1 such t h a t  N(A1)= kl :  

t hen  k l a n  and  N ( X - A 1 ) ~ n - k  v If  k i < n  , le t  k 2 be the  smal les t  in teger  such t h a t  

there  exists  a subset  A 2 of X - A  1 such t h a t  N(A2)--k2:  t hen  k l + k 2 < n  and  

N ( X  - (A 1 + A2) ) = n -  k 1 - k 2. Repe t i t ion  of this  procedure  m u s t  obvious ly  t e r m i n a t e  

a f t e r  r <  n step,  yielding r pai rs  (k,, A~) such t h a t  ~ = 1  k~=n,  A,  N At = o  if i : ~ "  a n d  

~[ -1  A~ = X.  I t  follows t h a t  if B c At, then  ei ther  N(B) = kj and  N(A~ - B) = 0 or N(B) = 0 

a n d  N ( A j - B ) = k j .  Le t  G be the  class of al l  subsets  B of At  such t h a t  N(B)=O.  

L e t  us index the  e lements  of G with  the  indices t E T; we m a y  assume t h a t  T is t he  

class of all  ordinals  t <  ~, where ~ is the  leas t  ordinal  wi th  the  same power  as T :  

t hus  G = {Bt, t < ~}. We now show t h a t  there  exis ts  a d is jo in t  indexed  class {C,, t < a} 

.of subsets  of Aj  such t h a t  B~ = [3 t<o~B t = ~t~o~ Ct. Le t  C O = B 0 and  let  Ct = B t -  [.J s<t B~; 

t h e n  clearly CtNCt ,=o  if t=~t'. Suppose t h a t  [.Js<tBs~-~<tCs for some t > 0  and  

~< z~. Then  clear ly  th is  equa l i t y  holds for t + 1. F u r t h e r m o r e  if t is a l imi t  ord ina l  and  

t h e  equa l i ty  holds for al l  s<t ,  then  B~=~r<<,~Cr and  hence [.J~<tBs=~s<tC~. On the  

o the r  hand  from the  defini t ion C t c B t  for every  t < ~  and  hence ~ < t C s  ~ [3s<tB~; 

hence [3 8<t B~ = ~s<t C~. I t  follows b y  t ransf in i te  induct ion  t h a t  ~t<~ Ct = [.J t<,, Bt. 

Therefore  b y  the  assumed complete  a d d i t i v i t y  of N,  

N(B~) = N( (J Bt) = N( ~ Ct) = ~ N(Ct) = O, 
t<~ t<~ t<c~ 

since Ct c B~ and  N ( B t ) = 0  for all  t < ~. Hence  if we le t  D = A j -  B~, then  N ( D ) =  ]cj; 

therefore  D 4 : o .  We asser t  t h a t  D is a singleton,  say  {yj}; for suppose  not;  t hen  

the re  exists  a n o n - e m p t y  proper  subset  E of D such t h a t  /Y(E)= 0; hence E E G and  

therefore  D - E = (Aj - B~) - E = A t - B~ = D; hence E = ~, which is a cont rad ic t ion ;  

hence D = {yj}, ~{yj} = kj, and  for every  B = Aj, N(B) =/cj if y~ E B and  N(B) = 0 if 

yj ~ B. This resul t  is t rue  for ?" = 1, 2 . . . .  , r. Hence  if we set x (~ = {x 1 . . . . .  x~}, where  

x l = x 2 =  . . . = x ~ , = y  v x~,+~=. . .  = x ~ + ~ = y ~  and  so on, t hen  for eve ry  A = X ,  N ( A ) =  

~_~(~(A[x,). This completes  the  proof t h a t  re la t ion  (3.1) defines a one-to-one corre- 

spondence  be tween  ~ s  and  T~; we shall  denote  th is  mapp ing  b y  the  le t te r  Ts~-. 
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If  now we are given the symmetric point process (:~s, Ss, P s ) ,  let BN= T s l S s ,  

i.e., SN is the a-field of all sets of functions yV E ~ whose inverse image belongs to Ss. 

Le t  PN be the probability distribution on SN such that  P N ( Y t ) = P s ( T ~ A )  for every 

A E BN; we write P N = T * N P s .  Then the triplet (7"1, BN, PN)constitutes a probability space, 

which we shall call a counting process and denote briefly by N. In other words, TSN 

defines a one-to-one measure-preserving transformation from xs onto N. 

We now turn to a closer study of the a-field SN. We note that for fixed A, the 

function N(A I �9 ) on ~s defined by (3.1) is measurable if and only if A is measurable. 

This leads to the following theorem: 

T H s 01r ~ M 3.2. The a-/ield SN is the smallest a-/ield containing all sets {N  ] YV(Ai) = k~ ; 

i =  1, 2 . . . . .  n} in 7~, where As is measurable and ks is a non-negative integer, i =  1 . . . . .  n. 

Proo/. Let {A 1 . . . . .  A~} be a measurable finite partition of X: i.e., a disjoint finite 

collection of sets in X such that  ~ [ _ I A s = X .  Let Cs denote the class of all symme- 

trized product sets 

(A~'• x A k ' ) s = ~ ( A ~ ' •  • Ak')~ (3.3) �9 . .  ? .  . .  / .  

formed from such partitions for all finite sets of non-negative integers {k~ . . . . .  k~} with 

r = l , 2  . . . . .  and let CN be the class of all sets {NIN(As)=ks;  i = l  . . . . .  r}. The trans- 

formation TSN establishes a one-to-one correspondence between elements of Cs and CN: 

TsN(A~ ~ • • A~')s = {N]N(A~) = k~; i = 1 . . . . .  r}, (3.4) 

since by Theorem 3.1 if n = k l +  ... §  then each function N satisfying the condition 

in the right-hand side of (3.4) determines a unique x ~n~= {x 1 . . . . .  xn} such that  ks of 

the coordinates belong to A~, i = l ,  ..., r, and conversely. We now remark that  if 

{B 1 . . . . .  Bn} is an arbitrary finite collection of non-empty measurable sets in X, then 

there exists a finite measurable partition {A 1 . . . . .  Ar} of X for some r>~ n such tha t  

each Bj, j = l  . . . . .  n is the union of one or more of the A~. I t  follows that  the sym- 

metrized product set (BI• ... • is the union of a disjoint collection of sets of the 

form (A~Ix. . . •  where h>~l and k l § 2 4 7  , i.e., of sets belonging to Cz. 

Now by Lemma 2.1 Sz is the minimal a-field containing all symmetrized product sets 

(B1 • ... • and hence is the a-field generated by Cs. I t  then follows from (3.4) 

and Theorem 3.1 that  SN is the a-field generated by CN. Because of the additivity 

of N, the random variables N(Bj), ] = 1 . . . . .  n, can be expressed as sums of one or 

more of the random variables N(A~), and hence each set of the form {NIN(Bj)=kj ;  

= l . . . . . .  n} can be expressed as a union of sets belonging to CN. Hence the smallest 
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a-field containing all such sets coincides with the a-field generated by  CN, i.e., with B N. 

This completes the proof of Theorem 3.2. 

I t  follows from (3.4) t ha t  if {A 1 . . . . .  Ar} is a finite measurable part i t ion of X 

and k 1 ~- . . .  -~ ]~r = n then 

PN{N(A ~) = k,; i = 1, r} -- ~(~) (A~' • • A k~ 
""~ --xS "'" r I S  

n! 
- -  ~ ' ( ~ ) ( A ~ ' •  . . .  •  ( 3 . 5 )  
k~! ... k~!~s 

where Ps is a symmetr ic  distribution on B. I t  will be seen from the proof of Theo- 

rem 3.2 tha t  we can use (3.5) in order to express the joint distributions of N(A) for 

any  finite collection of measurable sets in X in terms of the distribution Ps on B. 

Thus for example the distribution of N(A) is 

PN(N(A) = n ) =  ~ PN(N(A)=n,  N ( X -  A)=Ic) 
k=O 

k=O 

In  the ease of a Poisson process, where P(s~)=mne-mQ*n/nt, 

n !  m n 

PN{N(A~) = k,; i = 1, r} - e-m Q~I(A1) Qk'(Ar) 
.... I%! ... kr! n! "'" 

= ~ mk~ Qkl (A~)e_mQ(m) ; (3.7) 
5=1 k~! 

hence the N(A,) are mutua l ly  independent  Poisson variates with means mQ(A,), 

i=  1, ..., r. 

Theorem 3.2 leads to the conjecture tha t  in the definition of a counting process 

we could restrict the domain of the functions N to the a-field B. This is in fact  t rue 

if B includes all singletons, in the sense t h a t  this last condition together with condi- 

tions (1) to (4) in the definition of 7/ ensure the one-to-one correspondence between 

:~s and ~ ;  the proof of Lemma 3.1 can be modified to show this. We take in the 

proof all the sets Aj, j = l  . . . . .  r and Bt, t E T  to be measurable;  then B~= Ut<~Bt is 

measurable. For  if it is not  then B,~=Aj; hence A j - B ~ : ~ o  and therefore contains 

at  least one point  y; but  {y) E B by  hypothesis;  therefore the smallest measurable set 

B o which contains B~ is a proper subset of Aj. Suppose N(Bo)=~ 0; then N ( A j - B 0 ) =  0; 

hence A j -  B 0 E G, which is a contradiction; hence N(Bo) = 0 and therefore B 0 = B~; 
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hence B~ is measurable .  The  res t  of the  proof  follows as before. W e  see thus  t h a t  

t he  res t r ic t ion is in fact  t r ivial ,  since under  these condit ions each N def ined on B 

ex tends  uniquely  to  the  a-f ield U of all subsets  of X.  I t  will be convenient  never-  

theless  in wha t  follows to  make  this  restrict ion,  since we shall  a lways  be deal ing 

wi th  measurab le  sets only.  A n  open quest ion is whether  a - a d d i t i v i t y  alone is sufficient 

to  ensure the  t r u t h  of Theorem 3.1: i.e., does a - a d d i t i v i t y  imp ly  comple te  a dd i t i v i t y  

for f inite in tegra l -va lued  measures  on U or B ? Ulam (1) [16] has  shown t h a t  a sufficient 

add i t iona l  condi t ion for such measures  on U is t h a t  the cardinal o] X be accessible, 

a n d  one m a y  conjecture  t h a t  the  same is t rue  for such measures  on a a-f ield B con. 

t a in ing  all  singletons.  

W e  shall  now consider the  measures genera ted  b y  the  momen t s  of a count ing 

process N. Wr i t ing  as before p ,  = P(~)(X"), let  mk=  ~ r  nkpn and  m(~)= ~ n!p,/lc! be 

respect ive ly  the  /cth m o m e n t  and  factor ia l  momen t  of the  d i s t r ibu t ion  {p~), and  wri te  

m 1 ~ m(1) = m. 

,LEMMA 3.3. The mean 

M(A)=EN(A)= ~ I: ~(AIx~)P(zn)(dxn)= ~nP(sn)(A•  1) 
n ~ l  ~ ~n ~=1 nffil 

(3.8) 

de/ines the value at A o/ a measure M on B which is finite i/ and only i/ m < ~ ,  

and a-finite i/ and only i~ M(A~)< ~ /or each At o/ some measurable countable parti- 

tion {A~} o/ X.  

Proo/. The lemma follows a t  once b y  known resul ts  from the  fact  t h a t  M is 

seen in the  r igh t -hand  side of (3.8) to  be the  sum of a series of measures  on B. We 

shall  say  in wha t  follows t h a t  M exists only if i t  exists  as a f inite or  a-f ini te  measure.  

W e  shall  call M the  mean distribution genera ted  b y  N.  I t  is ins t ruct ive  to  re- 

der ive  (3.8) using expression (3.6) for PN(N(A)=n)  and  the  re la t ion  

f X  /c P(sk)(A• = kh(Alx~)l-[[(~(Alx~)+6(X-Alx~)]P(sk)(dx~) 
t=2 

= ~ l  ( k - 1 )  \ j (3.9) 

F r o m  (3.6) and  (3.9) we ob ta in  

(a) I am indebted to Drs. Erdhs and Le Cam for this reference. 
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k l k 

k=l ]=o ? / k=l 

Consider now the kth product  measure N k generated by  N on B k. I t  follows 

from (3.1) tha t  for each A(~)eB k 

. . .  . . . . . .  (3 0) 

i~=l i k = l  

where 5(" ]x 1 . . . . .  x~) is the product  measure 5(. Ix1)• ... •  a); in other words, the  

~unction Nk(" Ix (n)) assigns measure I to  every singleton {(x~ . . . . . .  x~k)} in X k such tha t  

x~jE{x 1 . . . . .  xn}, ] = 1  . . . .  ,Ic and measure 0 to the rest of X k. Hence N k is itsel/ a 

counting measure on B k and the expectation M k =  E N k  is the mean distribution o/ Na; 

it therefore follows from Lemma 3.3 tha t  Mk is a measure on B k, finite if and only 

if m k < ~ ,  a-finite if and only if Mk(A~ k)) < ~ for each set A~ ~) of some measurable 

countable  part i t ion of X k. We call Mk the ]c-th moment distribution generated by  N. 

The expression of Mk in terms of Pz is ra ther  complicated in general. A much 

simpler expression obtains for the ]c-th /actorial moment distribution M(k)= EN(~), where 

N(k) is the counting measure on B ~ defined by  the relation 

N(k)(A(k)[x~n~) = Z 5(A(~)lx ~ . . . . . .  x~) (n ~> ]c); (3.11) 

in other words N(k)(" Ix {n}) assigns measure one to every singleton {(x~ . . . . . .  x~)} such 

t h a t  x~ 4=- x~ �9 ... 4= x~k and xij C {x 1 . . . . .  x,}, ] = 1 . . . . .  /c, and measure 0 to the rest of X k. 

M(k) is the mean distribution of N(k) and hence a measure on B ~, finite if and only 

if re(k)< ~ ,  a-finite ff and only if M(~)(A~k))< oo for each A~ k) of some countable 

measurable part i t ion of X k. I t  is then easily seen tha t  

/(~)(A(~)) = n2 ~ ~ O(A~lx~,...,x~)P~n)(dxn) 
= n i 1 ~  . . .  : # i k  

n ! p(sn)(A(k) • Xn_k)" (3.12) 
( n  - k)~ n = k  

In  particular M(~)(A ~) is the usual /cth factorial momen t  of the random variable N(A) .  

Moment  distributions can be expressed in terms of factorial moment  distributions; 

for  example, 

M 2 (A (~) = M(~)(A (~)) + M(DA~)) ,  (3.13) 

where D A  (~) is the set of all x ~ X  such tha t  x = y  and ( x , y ) ~ A  (l). 
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In  the  case of a compound  process, where p(n )=pnQ,  n, (3.12) t akes  the  s imple form 

M(~)(A(k))= , " vpnQ*~(A(k))=~ ,n*kl~(k)~. 
,~=k (n -- Ic). 

(3.14) 

hence M(k) exists  if and  only  if m(k)< oc, in which case i t  is of course f ini te;  t h e  

a-f ini te  case is thus  excluded for compound  processes. F o r  the  Poisson process M(k)= 

mkQ *k, and  for the  geometr ic  process M ( k ) = k ! m k Q  *k with  m = q / ( 1 - q ) .  An example  

of a popu la t ion  process t h a t  has m o m e n t  d i s t r ibu t ions  of all order  which are a- f in i te  

r a the r  t han  f ini te  is the  following: suppose Pr *n, where Q~ is a p r o b a b i l i t y  

d i s t r ibu t ion  on B, n =  1,2, . . . ;  t hen  the  k th  fac tor ia l  m o m e n t  d i s t r ibu t ion  

oo n! 

m a y  be def ined as a a-f ini te  d i s t r ibu t ion  even when re(k) is infini te:  i t  is sufficient  

t h a t  there  exis t  a non-decreasing sequence of measurab le  sets {X~} such t h a t  X~ ~ X,  

and  a non-decreas ing sequence of posi t ive numbers  {ai} such t h a t  a t - + l  and  Qn(X~)<~ a~ 

for i = 1 , 2  . . . . .  and  n = 1 , 2  . . . . .  Thus le t  X = [ 0 , 1 ] , g ( ~ ) = ~ n ~ - 0 p n X ' ,  and  le t  Q. be  

defined b y  the  cumula t ive  d is t r ibu t ion  x = on [0, 1]; t hen  

ff ~ dg(x) M(x)  = M(dy) = npnx n= x , 
n = 1  dx 

f ~ '  fo :k n! [~g(~) l  M(~)(xl . . . . .  xk)= M(~)(dYk)= n=k ~ (n - l c )  ~p~x'~. ... x~ =x~ ... x~ l _ ~ . ] ~  . . . . . . .  

( k = 2 , 3  . . . .  ). 
2 n 

Take  g(~t) = a ~ +  (1 - a )  n=~ ~ n(n--  1)' 

where 0 ~< a < 1 ; then  

M(x)  =ax  - (1 - a )  x l o g  (1 - x)-+ o~ as x-+l ,  

M(k) (x 1 . . . .  , xk) = (1 - a) (k - 2) ! x~ ... x~ (1 - x 1 ... xk) 1 k +  oc as x 1 ... xk-->l, (]c = 2, 3 . . . .  ). 

We  have thus  cons t ruc ted  a process where re(k) is infini te  and  ye t  M(k) exists  as a 

a-f ini te  dis txibut ion for al l  /c ~> 1. 

Le t  ~z be a measure  on B, let  zr, be the  n th  p roduc t  measure  genera ted  b y  7e 

on B n, and  suppose t h a t  ~sD(~) is abso lu te ly  cont inuous with  respect  to ~n with  dens i ty  

/n; then  M(k), if i t  exists,  is abso lu te ly  continuous with  respect  to ~rk and its dens i ty  is 
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n,f  /A(k)(X~)= nffik ~ (n--k)T. n_k/n(Xl . . . . .  Xn)~n_k(dX~_l. . .dx~).  (3.15) 

The factorial moment  density /t(k) is also called in the li terature the product moment 

density (cf. Bar t le t t  [2], p. 79, Ramakr ishnan  [14]). Note  tha t  the moment  distribu- 

tions M k are not  absolutely continuous for /c > 1, bu t  exhibit "mass"  concentrat ions 

on subsets of Xk: thus it will be seen from (3.13) t ha t  M 2 has such a concentrat ion 

on the "diagonal"  of X 2. 

4. Generating Functionals(1) 

Let  (~, S) be the point  process measure space generated by  the measure space 

(X, B); let ~ be the space of all bounded measurable complex-valued functions 

on X ;  ~ is a linear vector  space and becomes a Banach space under  the norm 

II ll = s u ,  I (x/I. (4.11 
xeX 

Consider now the symmetric  measurable funct ion w(x n) = ~(xl)... ~(xn)on ~.  The prob- 

ability generating /unctional (briefly, p.g.fl.) of a probabi l i ty  distribution P on B is 

e~]=Ew=~0~ ~(xl) ... ~(x.)P~"~(dx")= .~-0 a(~[~]: n~P"Z'~)~]'-o (4.5) 

where p~=P(~)(Xn), Z(n)=G(~)/p~ if p ~ > 0  and Z(n)=O if p n = 0 .  I t  is clear t ha t :  

(1) each G (n) or Z (~) is a functional defined on the whole of ~F/; 

(2) G is a functional defined on a domain Da~7~/  which includes the sphere 

Sg = {~]H ~]l ~< r,}, where rg is the radius of convergence of the associated prob- 

ability generating /unction (briefly p.g.f.) g(2)= ~ - o P ~  ~ ,  which is the value of 

G at  ~ - ) , ,  where ~t is an arbi t rary complex variable; hence rg~>l; 

(3) since w is symmetric,  two countably  equivalent  distributions have the same G, 

and hence G is no t  altered if we substi tute for P in (4.2) its symmetr iza-  

t ion Ps. We see thus  tha t  to each symmetr ic  probabil i ty distribution on S 

there corresponds a unique p.g.fl, defined on some domain in ~ which in- 

cludes the unit  sphere S0~{~  [ H~H<I}.  The functional Z (~) on ~ is the ana- 

logue of the n th  power of a complex variable in the sense t h a t  Z(n)[2~] = 

~nZ(~([~]; in the case of a simple compound process where P(n)=2nQ*n , if 

[~] = ~ ( x )  Z Q(dx), 
j x  

(1) See Bartlett [1] and [2], Bartlett & Kendall [3] and Kendall [9]. 
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then  Z (~)= Z ~, and G [~] = g(Z[~]). Thus for a Poisson process g(~)= exp r e ( g - 1 )  

and hence 

G[~] = exp m f S~(x) - l ] Q(dx) = eXP f x[~(x) - l ] M(dx) ; 

for a geometric  process g(~)= [ 1 - m ( / t - 1 ) ]  -1 and  hence 

G[~ ]=l l _mf  [~(x)_ l]Q(dx)}-l={l_ fx[~(x)_ l]M(dx)} 1. 

We will now establish the connection between probabi l i ty  generating functionals  

and  functions in the  case of counting processes. We de/ine the  integral of a measur-  

able function 0 on X with respect  to N to be the r andom variable 

(4.3) 

Hence,  taking log ~ to be the  principal branch of the logar i thm of ~, 

G[~] = E ~ ( x ~ ) . . .  ~(x,~) = E exp f=1 ~ log ~(x~) = E exp f x l o g  ~(x) N(dx) .  (4.4) 

Let  {A 1 . . . . .  Ak} be a finite measurable  par t i t ion of X. We define the mul t ivar ia te  p.g.f. 

k 

iff i l  n l = 0  nk=O 
(4.5) 

where 41 . . . .  ~k are complex variables of modulus  ~< 1. Now set 

k 

~(x) = ~ ~ ~(A~ ix) (4.6) 
t=1  

in (4.4) and (4.2) respectively,  and  we find 

G [~] = E exp log ~ 2j d ( A j l x  ) N(dx )  = E 1-I ,~N(A,) = g(,~, A 1 ;  . . .  ; ~k, Ak) 
i=1  ~ ]=1 t - 1  

(4.7) 

Xn k 

n~ffiO "'n~ffi0 nl!  nai 21 . . . . .  k s "" 
(4.s) 

B y  identifying the coefficients of 2~1 ... 2~k in (4.7) and  (4.8) we find again expression 

(3.5) for PN(.N(A~) =n~; i =  1 . . . . .  k). 
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The analogy between probabil i ty generating functional and function carries to the 

generation of probabilities by differentiation: thus for the mult ivariate p.g.fl, g(Al . . . .  ),k) = 

~. p~, ... nk ~t~' ... A~ ~, we have 

nx ! ... n~ ! p . . . . . .  ~ = L~7 ~ : . :  02~ g()'~ . . . . .  )'~) x,-...-;.,-0" (4.9) 

In  the case of the p.g.fl. G[~], let ~/,~ be fixed elements of ~ ,  assume tha t  II~/l[<l ,  

and let r be the largest real number  such tha t  ~/+}t~ E Sg for ]),] < r. Considered as 

a function on the complex plane A 

G[~ + ).~] = ~ ~t k ~(x 1) ... ~(xk) ~/(X~-l) ... ~(xn) P(s'~)(dx n) 
n - O k  0 n 

is the limit of a uniformly convergent sequence of polynomials in ;t in any  closed 

region interior to the circle 12[< r, and hence an analytic function of ). in this circle. 

We can therefore rearrange the series in the form 

(4.1o) 

I t  follows tha t  G[~ + Z~:I ),,~,], where l] ~/II < 1 and ~ E ~ ,  i = 1 . . . .  k, has first partial 

derivatives with respect to the ;tt in some open region, say Do, of A k containing the 

origin, and is therefore an analyt ic  function of the k complex variables 21 . . . . .  ;tk in 

Do, with partial derivatives of all order which are independent  of the order of dif- 

ferentiation. This enables us to define the k,-th order varixtgion of G as follows (cf. 

Hille and Phillips [8], p. 109) 

k 

~ ( n - k ) t  . ~ l ( x t )  ... ~k(xk)~(x~ ,1)  ... ~ (x~)Pg ' ) (dx~) .  (4.11) 

The analogue of (4.9) is then 

G[0] = k! ( el (xl) ~k(x~) 5k p(sk) ( dx~ ) . (4.12) 

Set in (4.12) $~(x)=(~(A~]x)  ( i = 1  . . . . .  k), (4.13) 

where A1, ..., A k are arbi t rary  measurable sets in X; then 
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P(k) (A z •  • A~) = 1 s . . . .  O[0].  (4.14) 

This last result shows that G determines Ps uniquely. For suppose P~ has the same 

p.g.fl. G. Then by {4.14) P~ agrees with Ps for all measurable product sets AI•  ... • 

and hence on the smallest field containing all such sets. But B is the minimal a-field 

containing this field, and hence by the uniqueness of the extension of a measure, 

Ps  agrees with Ps on B. We have thus proved: 

THEOREM 4.1. Let (:~, B) be the point process measure space generated by the 

measure space (X, B) and let ~ be the space o/ all bounded measurable complex-valued 

/unctions on X .  There is a one-to-one correspondence given by (4.2) between the class o/ 

all symmetric probability distributions on B and the class o/ all probability generating 

/unctionals on the unit sphere S o in ~ .  

Carrying the analogy between probability generating functions and functionals 

still further, we can use the latter to generate factorial moment distributions when they 

exist. For suppose that M(k) exists as a a-finite distribution on Bk; if ~1(xl)... ~k(Xk) 

is integrable with respect to M(k), then 

fx  n!fx ~t(xl) ... ~k(Xk) M(k)(dx ~) =: ,~k~, ( n -  k)~. ~1(xl) ... ~(xk)  P(sn)(dx k) 

= lim (~ ( 4 . 1 5 )  

The second expression in (4.15) follows from the first by (3.12); we can invert sum- 

mation and integration here because M(k) is the sum of a convergent series of meas- 

ures. The third expression follows from the second and (4 .11)by dominated con- 

vergence. Set ~ as in (4.13), with A z . . . . .  Ak such that M(~) (Az •215  oo and we 

find that  

M(k)(A1 • x A~) ~ lim 5~, ...~ G[~]. (4.16) 

I t  then follows by the same arguments as where used in the proof of Theorem 4.1 

that : 

LEM~A 4.2. The p.g.fl, o~ a point process uniquely generates all its existing /inite 

or a-/inite /actorial moment distributions. 

If r g > l  then all the M(k) are finite and we can set ~/--1 in (4.10) to obtain 

the expansion of G in terms of factorial moment distributions: 
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G[1 +) .~]=  ~ ~t ~ (~) ~(xi) ...~(x~)P~n)(dx n) 
k - O  n - k  n 

2t~ f x  = 1 -~-Y2~lk~ k ~(xl) "'" ~(xk)M(k)(dx~)" (4.17) 

I t  is legitimate in this ease to substi tute ~ .~-1  for ~.~: in the r ight-hand side of 

(4.1'/), and this leads to the relation 

~-0 ~_nn.V(k-n)  i . ~(xl) '~(x~)-n/k(dx~) 

- f = 7_ ,~ ~(xl) ... ~(x~)P~s~)(dxn), (4.18) 
n ~ 0 J x , ,  

which yields an expression for ~sD(~) in terms of M(k) t ha t  is the inverse of expression 

(3.12) for M(k) in terms of ~sL)(~), namely:  

P(sn)(A(n)) = a-n ~ ~ : ' ( i ~ n )  ' M ( k ) ( A ( ' ) •  . (4.19) 

The characteristic /unctional ~[0] of a point  process may  be obtained from its 

p.g.fl. G[~] by the substi tut ion ~ = e t~ where 0 is real; thus 

r (i[O(xl)+ + ~ 0 [ 0 ] = E e x p  (iJxO(X)N(dx))= o J x e x  p ... O(x~)])P(s~)(dx ~) (4.20) 

is a functional on the whole of the space ~ R  of all real-valued bounded measurable 

functions on X. We can use it to  generate the moment  distributions when they  exist. 

Let  J[O]=~xO(x)N(dx). If  M exists as a a-finite distr ibution on B and if 0 is inte- 

grable with respect to M, then 

EJ[O]= . ,.~ f~.,~i~ O(x,)P(~)(dx')= fxO(X)M(dx). (4.21) 

If  M~ exists as a a-finite distribution on B k and if 01 ... 0k is integrable with respect 

to Mk, then it follows immediately from (4.21), since M k = E N k  just as M = E N ,  t ha t  

E J[O~] = El-[ Ot ( x )N(dx ) - -E  01(xl) ... Ok(xk)Nk(dx ~) 
i - 1  i -  1 , ] X k  

= f z01  (xl) ... ~ (x~) Mg (dx~). (4.22) 

Hence, since for ~1 . . . . .  ~ real 

2 --  6 2 2 9 0 6 .  A c t a  m a t h e m a t i c a .  1 0 8 .  I m p r i m ~  le  1 9  d ~ c e m b r e  1 9 6 2 .  
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~ ;tj 0j = E exp i ~, ~s J[0j] (4.23) 
j - 1  

is the characteristic function of the k random variables J[01] . . . . .  J[Ok], we have 

---~-~ ~o ~j0j ~,- .... ~ 0  

fx* 01 (xl) ... 0k (xk) Mk i k (dx~). (4.24) 

I t  follows as before tha t  ~0 generates uniquely all existing moment  distributions. I f  

ink< oo for all k and ~_o(i2)em~/k! converges, then it is easily seen tha t  

q~[0] = 1 -i- ~ ni O(xx) ... O(x,~)Mn(dx"). (4.25) 
n ~ l  

5. Stochastic Population Processes 

We now turn our attention to stochastic processes where the "dependent var iable"  

is a population variable of the kind defined in w167 2 and 3. Let (~, So, Po) be a given 

probabili ty space, let (Xt, Bt; t E T) be an indexed family of individual measure spaces 

and (:~t, Bt; t E T) the associated family of population measure spaces. Suppose tha t  

for each t E T there is defined a random variable x" (t, co) on ~ taking its values in 

:~t. Let :Kr=YItGr ~t  and let B r = Y I t e r  Bt; i.e., Br is the a-field generated by  the 

field of all measurable cylinders AK• K, where K is a finite subset of T and 

AKEBK=I-lteK Bt. Then the measurable transformation o~--->x"(t, w) yields a prob- 

ability distribution P r  on Br, and we may call (:~r, Br, Pr) a stochastic popula- 

tion process in the point process formulation of w 2. For each t E T and co E ~ ,  the 

transformation (3.1) defines a counting measure N ( . ;  co) on Bt. Let  (T/t Bg,; t E T) be 

the family of counting process measure spaces generated in this way; then the trans- 

formation yields the stochastic population process (~/r, BNr, PNr) in the counting pro- 

cess formulation of w where ~r=l-[t~T~t and BNr=I~t~TBN,. The standard me- 

thods and results of the theory of stochastic processes apply to this case and will 

be discussed here only briefly (cf. Kolmogorov [10], Doob [5]). 

If  T is finite, we have a multivariate population process and the results of the 

previous sections extend in an obvious way. Formally, if T= (1 . . . . .  /c), this extension 

may  be achieved by  substituting the vector n T :  (n  1 . . . . .  nk} for n and letting ~ T  

stand for ~ , - 0  ... ~.~=0- Thus let X"r-~I~-IXT'; then ~ r = ~ r X  ~r and if A is a 
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subset of :Kr then A = ~ , T A  ("T), where A(~r)=A N X "r. Similarly, let B " r = l - I ~ l  B~'; 

then BT is the a-field consisting of all A = ~ r  A(nT) such tha t  A (=r) E B "r. A sequence 

of measures p(,T) on B nz such tha t  ~=r P(nr) (X~r) = 1 determines a unique probability 

distribution PT on B~ such that  P r ( A ) = ~ r P  ("r) (A ("r)) for every A = ~ n r A  (nr) be- 

longing to Br. Let  Nl be the associated counting measure on ]ii, let N(~t)be defined 

in terms of N~ by (3.11) and form the product mcasure N(~r)=N(=,)• ... • then 

the generalization of expression (3.12) for factorial moment  distributions is 

k (n, + r t )  
M(,T) (A(--)) = EN(nr) (A (~r)) = ~ l~ p(,r+,r) (A(,r) • X,T). 

r r  t - 1 7~i ! 

(5.1) 

Let $1 be a bounded measurable function on X~, and let Cr= {r . . . . .  Ck)" 

p.g.fl, of P r  is by definition 

n T  i - 1  

Then the 

(5.2) 

where x "r ={x  n', .... x nk) stands for a point in ~ r ,  x'~={x(1 ~ _(,,1 �9 " ,  ~-tf for a point in 

X~' and x (~ for a point in Xi. 

The concepts and properties of stochastic independence, conditional distributions 

and conditional expectations all carry over to population processes. Thus if x, y are 

two population processes with individual measure spaces respectively (X, B~), (Y, By) 

and associated population measure space respectively (:~, B~), (~, By), then a proba- 

bility distribution for the y population conditional on the state of the x population 

is a function Q on B~• such that  for every fixed x~E ~,  Q ( . I x  k) is a probabili ty 

distribution on By and for every fixed A E By Q(A[.) is a measurable function on ~ .  

The corresponding conditional p.g.fl, is 

(5�9 

Of particular importance in the thcory of cluster and multiplicative population pro- 

cesses (see w 7) is the case where Q has the multiplicative property; this may be ex- 

pressed as follows: let N(A Ix ~) be the value at  A E By of the counting process asso- 

ciated to the point process with distribution Q(-]x~); then for all A E By 

k 

N(AI~)= E 1V(A Ix,), 

where N(A Ix1) ..... N(A ]xk) are mutually independent random variables�9 If  this is 
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the case, then it is easily seen that  the conditional p.g.fl. (5.3) factorizes as follows: 

k 

a[~ lx  ~1 = FI G[~ I x,]. (5.4) 
i - 1  

Returning to the case where T is infinite, if K is a finite subset of T, then 

we obtain by  projection the multivariate process (~K, BK, PK), where PK(A) = PT(A • :~T-K) 

for every A E BK. The family of all such multivariate processes for all finite subsets 

of T is consistent, in the sense tha t  if K ' c K ,  then PK.(A)=PK(A• for all 

A E BK,. A stochastic population process is often specified by  means of a consistent 

family of multivariate distributions (PK) defined for all finite subsets K of T; hence 

we need an extension theorem which will guarantee tha t  such a family has a unique 

extension to a probabili ty distribution PT on BT. Kolmogorov's  extension theorem 

is proved (Kolmogorov [10], p. 29) for stochastic processes which take their value in 

a Euclidean space. I t  is not difficult to see that  this proof can be generalized to 

the present case if each Xt is a Euchdean space with the usual topology, or even 

more generally a locally compact Hausdorff space, and each Bt is the a-field generated 

by the Borel sets of Xt. We have in fact available a further generalization due to 

I. E. Segal [15] which as applied to the present case states tha t  given a consistent 

family (PK), and without any restrictions on the Xt, there exists a probability space 

(~, Ba, P~) and an indexed family of "generalized" random variables on this space 

with index set T whose joint probabili ty distributions for finite sets of indices agree 

with the family (PK). 

6. a-finite Population Processes 

So far we have only considered populations whose total  size is finite with prob- 

ability one; we will now extend the theory to the case of populations that  can be 

infinite with positive probability. This is most conveniently done in terms of counting 

processes: for a given measure space (X, B), let H~ be a space of uniformly a-finite 

counting measures on B: by  this we mean the set of all integral-valued completely 

additive measures N~ on B such tha t  N~(Xk)< oo for each Xk of a given fixed non- 

decreasing sequence of measurable sets (X~) such that  X~ 1' X. A a-finite counting 

process is by definition a probabili ty space N~= ( ~ ,  B~, P~), where B~ is a suitably 

defined a-field of sets in ~ and P~ is a probability distribution on B~. Given such 

a probabili ty space, let ~ be the restriction of ~ to Xk: i.e., ~k is the set of all 

restrictions of elements of Tl~ to Xk, and is therefore the space of all finite counting 
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measures on the a-field Be of all measurable subsets of Xk; let Be be the restriction 

of B~ to Xk: i.e., the class of all sets Sk in ~/k whose continuation S ~ k to X belongs 

to B~; finally, let Qk be the function on Be whose value at  S~ is Qk(Sk)= Po(S~). 

Clearly Be is a a-field of sets in ~/k, Q~ is a probability distribution on Bk and 

Nk= (~/k, Be, Qk) is a finite counting process, which we may  term the Xk-restriction of 

No. The sequence {N~} (or equivalently the sequence {Q,}) is consistent under restric- 

tions in the sense tha t  if j > k  and S~ is the contiauation of the set Sk C Bk to Xj,  

( i then S~ E Bj and Q~(Sk) = Qj,Sk). Conversely, let (~/e, B~) be the finite counting process 

measure space generated as in w 3.1 by (Xk, Bk) and let Qk be a probability distribu- 

tion on Bk. If  the sequence {Q,} is consistent under restrictions, then we can apply 

Kolmogorov's extension theorem. The measurable cylinders of w 5 are here the meas- 

urable continuations S ~ where S~ E B~. The class Co of all such measurable continua- 

tions is obviously a field of sets in ~/~; we define a function Qo on C~ as follows; 

if SE(:~,  then there exists an in teger  k such that  S = S ~ ,  where SkEBe; we set 

Qo(S)=Qk(Sk). This definition is consistent: for if S = S ~  =S~'(j>lc), then clearly 

Sj = S~ and hence because of the consistency condition Qk(Sk)= Qj(Sj). Clearly Q~ is 

finitely additive and normalized to unity. If  we now take B~ to be the a-field gen- 

erated by C~, then by Kolmogorov's theorem Qo has a unique extension to a prob- 

ability distribution Po on Bo. We have thus proved: 

T~EOREM 6.1. A sequence o/ finite counting processes {Nk} consistent under re- 

strictions determines a unique a-finite counting process N~o such that Nk is the Xk-re- 

striction o/ N~, k = 1, 2 . . . .  Conversely if No is a a-finite counting process with finite 

Xe-restriction Nk, then the sequence {Nk} is consistent under restrictions. 

Using the same notation as in the last paragraph, we define the p.g.fl, of the 

a-finite counting process N~ to be 

Go [~] = E exp fx  log ~(x)No (dx). (6.1) 

This functional is defined on a certain domain D~ in the space ~ of all bounded 

measurable complex-valued functions ~ on X. The p.g.fl. 

Gk[~] = E exp f x ,  log ~(x)Nk(dx) (6.2) 

of the Xk-restriction Nk of N~ is obtained from G~ by  setting ~(x)= 1 for all x E X - - X k  

in (6.1). The sequence {G,} defined in this way is consistent under restrictions in 
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the sense tha t  whenever ] >  k, Gk agrees with G s if ~(x)= 1 for all x E X j - X k .  I t  can 

now be seen to follow from Theorems 4.1 and 6.1 that :  

THEOREM 6.2. A sequence o/ finite counting processes {N~} is consistent under 

restrictions if and only if the corresponding sequence of p.g.fls. {Gt} is so. A functional 

G,~ on a domain D,o in ~l  is the p.g.fl, of a a-finite counting process N,, if and only 

i/ there exists a sequence o/ measurable sets {X~} with X~ ~ X snch that: (1) D~ contains 

at least all ~ such that I1~11<~1 and,/or some k, ~ ( x ) = l  /or all x e X - X k ;  (2) each Zk- 

restriction G~ o/ G,o is the p.g./1, o/ a finite counting process and the sequence {G~} is 

consistent under restrictions. I /  this is true then the corresponding sequence o/ finite 

counting processes {N~} determines N~ uniquely. 

Two examples which will serve to illustrate the theory  are the Poisson and geo- 

metric a-finite population processes, with p.g.fls, respectively 

G~[~] = e x p f  x [~(x) - l]M(dx), (6.3) 

fx[ (x) - l]M(dx)} (6.4) 

where M is a a-finite measure on B. I t  can be seen tha t  both functionals satisfy 

the conditions of Theorem 6.2; in fact if M(Xk) < co for ]c = 1, 2 . . . .  and Xk ~ X, then 

the Xk-restrictions form consistent sequences of finite respectively Poisson and geometric 

population processes. 

The definition of moment  and factorial moment  distributions given in w 3 for 

finite counting processes extends immediately to the a-finite case. Thus if the Xk- 

restrictions Nk of 1~'~ have finite mean distributions M (k)= ENk, then the mean distribu- 

t ion M = E N~ of /V~ is a a-finite measure on B such tha t  M(Xk):-: M (k) (Xk)< or 

k= 1, 2 . . . .  ; in fact  for every A E B, we have 

M(A) : lim M (k) (A N Xk) 
k--*or 

in the extended number  system. Similar considerations apply  to the higher ordez 

moment  distributions. If  follows tha t  the result of w 4 on the generation of moment  

distributions by  generating functionals also extend to the a-finite case. Take for 

example the a-finite Poisson and geometric processes. Their mean distributions are 

the a-finite measures M in respectively (6.3) and (6.4), and their ]cth order factorial 

moment  distributions are respectively M ( ~ ) M  *~ and M(~)= ] c ! M  *k. 

We have so far considered a-finite populat ion processes as counting processes. 

Associated with each finite Xk-restriction N~ of the a-finite counting process N~ will 
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be a finite symmetric point process, say xk; we may therefore say that  the sequence 

{x~} is consistent under restrictions, and that  it determines a unique a-finite sym- 

metric point process x~ associated with N~. The "sample space" of x~ is the class 

: ~  of all countable sets of points {x~} in X such that  {x,} N Xk is finite for k = 1, 2 . . . . .  

The connection between N~ and x~ is then expressed by: 

T H E O ] ~  6.3. The relation 

 Vo(A = Ix,) 
i = 1  

(6.5) 

de/ines a one-to-one correspondence between : ~  and 7~,. 

Proof. Clearly if N~ is defined by (6.5) then it is an element of 7~; the con- 

verse part  of the theorem is an easy extension of Theorem 3.1. 

Let Pk be the probability distribution of the associated point process xk, k =  

1, 2, ...; then 

r - - ~  k-->or n = 0  

can be interpreted as the probability that  the total population is infinite. The Pois- 

son and geometric processes for example have q = 0  if M is finite and q = l  if 

M(X)  = ~ .  A trivial example of a process with q positive but less than one is a 

mixture with p.g.fl. G = a G l + ( 1 - a  ) G 2 ( 0 < a < l ) ,  where G i is the p.g.fl, of a a-finite 

process with q = 1 and G e that of a finite process. 

If X~ is any measurable subset of X, we can define the X~-restriction N~ of N~ 

exactly as before: we call X~ ~-/inite if N~ is a finite counting process. Clearly the 

joint probability distribution of any finite collection N i . . . .  , Nk of finite restrictions of 

N~ is uniquely determined by the distribution of N~. In terms of p.g.fls., we can 

generalize expression (6.2)as follows: let ~ be a bounded measurable function on X~ 

and let ~ on X be such that  ~ ( x ) = ~ ( x )  for all x eX~ and ~ ( x ) = l  for all 

x E X - X ,  ~ = 1 . . . . .  k; then the p.g.fl, of the joint distribution of the N~ is 

. . . . .  

~'=I J 

Suppose now that  X 1 . . . . .  Xk are mutually disjoint. Let XK k = ~ i  X~, let NK be the 

XK-restriction of N~ and let PK be the probability distribution of the associated sym- 

metric point process x~. I t  is then easily seen that  G[~ i . . . . .  ~k] can be expressed in 

terms of PK as follows: 
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n~0'' 'Rk~-0 ni l  n 1-- Ixn:x ,,xnk [1 . . . .  k -  J ' l  . . . .  k j - 1  

• j)) ... ~j(x~))P ( ... . . . .  § (dx("'+'"+"); (6.8) 

this is in fact a generalization of expression (4.8) and the proof is similar. 

7. Examples 

We shall now illustrate the general theory by means of examples of special types  

of populat ion processes. The t rea tment  will be very brief th roughout  and we shall 

omit the proofs. Details of most  of the material  in this section will be published 

elsewhere. (1) 

1. C l u s t e r  p r o c e s s e s .  (2) A cluster process is a populat ion process where the 

individuals are grouped in independent  clusters. Each  cluster is itself a populat ion 

whose state is characterized by the ordered pair (x, yn), where x is characteristic of 

the  cluster as a whole and y~ means tha t  the cluster contains n individuals in states 

Yl . . . . .  Y~- Let  (X, B~) be the measure space of all cluster state variables x, (~, B~) 

tha t  of the populat ion state variables yn, and let Q( . [x)  be the probabili ty distribu- 

t ion of the populat ion contained in a cluster in state x: Q is a conditional distribu- 

tion on B~ •  The independence of the clusters is expressed by  the fact  tha t  the 

distribution of any  k clusters in states x k = (x 1 . . . . .  xk) is the conditional probabil i ty 

Q*.(. ix . ) :  Q(. Ix1) •  • Q(. I xk) (7.1) 

on B ~ x X  k. Let  Z[$1x]=n, ,0  ~" ~ f~ ".~(y~'x)Q(' '(dynlx)" (7.2) 

and let P be the cluster populat ion distribution relative to the states x, with p.g.fl. 

Gp; then it is easily seen to follow from (7.1) t ha t  tile p.g.fl, of the whole cluster 

process is 

G[~]:= ~ Z[~lxj] ... Z[~lx~]P(~)(dxn):G,{Z[~[  .]}. (7.3) 
n 0 n 

The theory is easily extended to higher order cluster processes, where the individuals 

(1) Note (~dded in proo]. Seo J. E. Moyal, Proc. Roy. Soc. A, 266 (1962), 518-526. 

(2) See Neyman and Scott (13). 
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are members of 1st order clusters, which are themselves members of 2nd order clus- 

ters, and so on. 

One sees f rom (7.3) t ha t  a cluster process is a generalization of a compound 

process: in fact, if X reduces to a single state, p~ is the probabil i ty of n clusters, 

o~ An g(~)~2_,n=oPn , then 

G[$]= ~ p,~ [~o f , ~(y~)Q('~) (dy~)]~= g(Z[S]); (7.4) 

i.e., we have here a compound process whose "individuals" are independent  popula- 

t ions with distribution Q on Sy. If  Y reduces to a single state, then ~(y~, x) = ~ (x ) ;  let 

q~ (x) be the probabil i ty of n individuals in a cluster in state x, g ( S i x ) =  ~ - 0  qn (X)~n (X); 

then 

we call a process of this type  a simple cluster process. 

As illustrations we consider the Poisson ancl geometric cluster processes, with p.g.fls. 

respectively 

where M (~) is the measure defined for each A e B~ • by  

The factorization of G in (7.6) shows tha t  a Poisson cluster process may  be regarded 

as the sum of an infinite series of independent  Poisson processes with mean distribu- 

tions M (~). I f  Y reduces to a single state, we obtain the simple Poisson cluster pro- 

cess with p.g.fl. 

e[~]  = exp ~ / E $ ~ ( x ) -  1]q,~(x)M(dx). (7.0) 
n = l  j x  

2. Count ing  p r o c e s s e s  w i th  independent  e l ements .  The simple Poisson cluster 

process has a feature which is immediately  apparent  from the form of its p.g.fl. (7.9), 

namely,  t ha t  it constitutes a counting process N with in~lepen~lent elements: by  which 
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we mean tha t  for any finite measurable part i t ion {X 1 . . . . .  Xk} of X, the Xrrestr ic-  

tions N, of N are mutual ly  independent;  for clearly the p.g.fl, of the collection 

(N~ . . . . .  Nk} is 

.... ~ k x) -- (x)M (dx) 

= exp [ ~ ( x )  - 1]q~(x)M(dx) = G[~I] ... O[~k], (7.10) 
I ~ I  n ~ o  J x~ 

a result which is still t rue if M is a a-finite measure on B. This is in a sense the 

most  general distribution for a counting process with independent  elements:  tha t  not  

all such processes conform to it is evident from the counter example of a counting 

process where N ( A ) = ~ x ,  EA nk, where the nk are a countable collection of mutual ly  

independent  non-negative integral-valued random variables and each nk is a t tached to 

a point  xk E X. Such trivial cases are excluded in the following lemma:  

Let N be a a-finite counting process with independent elements such that PN { N (A ) = 0} > 0 

/or every ~neasurable N-finite set A; then Mo(A ) ~ - log  PN{N(A)= O} is a a-/inite meas- 

ure on B. I/  M o is nonatomic, then the p.g./l, o/ N is o/ the /orm (7.9) with M o:=M. 

Since every singleton {x} is an a tom of M0, the condition t h a t  M 0 be non- 

atomic implies tha t  M 0 { x } = 0  and hence tha t  PN(N{x}=O}--1 ,  which excludes the 

counter example above. Note  tha t  if X is the real line, then this theorem is a special 

case of the I~vy-Kolmogorov  decomposition of infinitely divisible distributions (cf. 

Feller [6], p. 271). 

3. T i m e - d e p e n d e n t  Markov populat ion  processes .  A time-dependent  Markov 

population process is characterized by its transition probability P(A, t Ix ~, s) (the prob- 

ability of a transition from state x ~ at  time s to some state x ~ E A  at time t>~s) 

defined for all t ~> s and satisfying the Chapman-Kolmogorov equation 

t]yt, u)P (j) [ xk, s), (t>~u>~ P(A, t lx ~, s) = j-o fx~ P(A,  (dy j, u s). (7.11) 

The "t ime-axis"  T m a y  bc the real line (continuous t ime processes) or the set of all 

integers (Markov chains). For  continuous time processes, transitions which involve a 

change in the size of the population must  be of the nature  of sudden " jumps" ,  so 

tha t  the general theory of discontinuous Markov processes (Moyal [12]) is applicable. 

The transit ion probabil i ty P satisfies the integral equation 
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du[x k, s) (7.12) 

(symbolically, P=Po+P~Q),  where P0 is the probability of a transition xk-+A in 

(s, t) without jumps, and hence conserving the total number of individuals, Q is the 

joint probability of the 1st jump time and consequent state (i.e., the state of the 

population resulting from the jump) conditional on the "initial" state x ~ and time s. 

Given P0 and Q satisfying the consistency conditions given in Moyal (12), the problem 

is to solve (7.12) for P. The solution is of the form 

p . :  P0*Q., (7.13) 
n = 0  n = 0  

where {Qn} is the Markov chain obtained by iteration of Q(Qn+I=Qn-~Q); P~ is the 

transition probability involving exactly n jumps; Qn is the probability of the nth 

jump time and consequent state conditional on some "initial" state and time; 

an (t I xk, s) = Q~ (~, t I xk, s) is therefore the cumulative probability distribution of the nth 

jump time conditional on (x ~, s) and hence the probability of ,.<n jumps in (s, t) 

conditional on x k at s; ~r~=lim~_~ ~ is interpreted as the probability of infinitely 

many jumps in (s, t) conditional on x ~ at s. The solution (7.13) is "honest" (i.e., P 

is normalized to unity) and unique if and only if a~r =0 .  

If the process is purely discontinuous with finite " jump" rate q(x k, t) and prob- 

ability W(A Ix k, t) of a transition x~--~A given a " jump" at t, then under certain 

regularity conditions (cf. Moyal (12)) (7.12) is equivalent to the "backward" integro- 

differential equation 

( -  ~s+ q(x~,s)) P(A, tlxe, s)=q(x~,s)s~o fx  P(A, tlyJ, s)Wr (7.14) 

or in terms of transition generating functionals 

(7.15) 

As an example, we consider the time dependent Poisson process with "birth-rate" 

q(t) and probability W(A, t) of the "created" population at each birth, both independent 

of the state of the population at t. Then clearly the p.g.fl, of the process must be 

of the form 

G[~, t ] xki s] = ~ (x~) ... ~ (x~) G(o ) [~, t, s], (7.16) 
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where G(0) is the transit ion p.g.fl, conditional on 0 individuals at  8. The "backward  

equat ion"  becomes 

~8 ~ G(~176 ~ fxI 

where Gw is the p.g.fl, of W. 

G(o) [~, s, s] = 1 is 

G(o)[~, t, s] = e x p l '  
J s  

[~(xl) ... ~(xj) - 1]W(J)(dy j, 8)= q(s)G(o)[Gw- 1], (7.17) 

The solution of (7.17) with the initial condition 

(7.1s) {Gw[~, u] - 1} q (u)du, 

which by  comparison with (7.6) is seen to be the p.g.fl, of a cluster Poisson process 

with mean densi ty of clusters q on (s, t). 

4. M u l t i p l i c a t i v e  p o p u l a t i o n  p r o c e s s e s .  A multiplicative populat ion process (1) 

is loosely speaking a Markov process where the individuals at  a given time, say s, 

are the "ancestors"  of mutual ly  independent  populations at  times t>~s. More pre- 

cisely, a multiplicative process is characterized by  the fact t ha t  its t ransi t ion prob- 

ability P has for all t>~s the multiplicative proper ty  defined at the end of w 5; hence 

by  (5.4) the t ransi t ion p.g.fl. G conditional on k "ancestors" in state x 1 . . . . .  x~ always 

factorizes as follows: 

k 
G[$, t]x~,8]=l-[ G[~,t]x~,s], (t>~8). (7.19) 

1 

Such a process is therefore uniquely characterized by  the t r ans i t ion  probabi l i ty  

P ( ' ,  t lx, s) or the p.g.fl. G[~,tlx, 8 ] conditional on the state of a single "ancestor" .  

I f  follows from the Chapman-Kolmogorov equat ion (7.11) t h a t  G satisfies the rune- 

=G[G[~, t l . ,u] ,u lx ,  8], (t~>u~>s). (7.20) 

tional relation 

I t  can be shown tha t  the mean distribution M of P satisfies an analogue of the  

Chapman-Kolmogorov  equation: 

M(A, tlx, s)= fxM(A, tly, u)M(dy, ulx, s ), ( t ) u ) s ) .  (7.21) 

Similar relations m a y  be found for higher order factorial moment  distributions. 

(1) See Bartlett [2] and Harris [7], where further references will be found. 
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In the continuous time case, the integral equation (7.12), expressed in terms of 

p.g.fls., takes the form 

G[@, t I x, s] = G0[~, t I x, s] + H {G[$, t . , .  ], t I x, s}, (7.22) 

where G o is the p.g.fl, of P0, and H is the p.g.fl, of Q: 

H [~l' t l x' s] = n-o ~ f l f xn ~l (Yl' U) "" ~l (Y~' u) Q(n) (dy~ du l x' s)" (7.23) 

The mean distribution M of P satisfies the integral equation (analogous to (7.22)) 

M(A,  tlx, s)=M(~ ttx, s)+ M(A,  t ly,  u)A(dydulx ,  s ), (7.24) 

(symbolically, M = M(~ M~A) ,  where A is the mean distribution of Q and M (~ P0. 

Let {A (")} be the sequence defined recursively by A(~+I=A(")~-A; then the smallest 

non-negative solution of (7.24) is of the form (corresponding to (7.13)) 

M= ~ ~'~'= ~ M(~ (7.25) 
n - O  n - O  

Similar results hold for the higher-order factorial moment distributions M(n)of P. 

For example M(2) satisfies the equation M(2)= M~~ + M(2)-x-A, where 

M~2~(~ (A, t l x, 8) = ~ M *~ (A, t l y~, u) i(~) (dy ~ du I x, 8), 

A(2) is the 2nd order factorial moment distribution of Q and 

~r*~(-, tlx~, x~, 8)= M ( . ,  tl x~, s ) •  ", t I ~2, 8), 

whose minimal non-negative solution is 

n =0 n = 0  

As an example, consider the "birth-and-death" purely discontinuous, time-homoge- 

neous multiplicative population process with constant jump rate q and probability 

W(A[x) of a transition x--->A given a jump. The "backward" equation (7.15) then 

takes the ~orm 

(~ + q] ae~ I ~; tl = qK {G e~l.; t] I x}, (7.27) 
\ w  / 
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where K is the p.g.fl, of W. Equat ions  (7.25) and (7.26) then yield 

:r ( q t )  ~ . - q t  
i ( A I x ; t ) =  ~ - - ~  F(~)(AIx);  

n-0 n !  
(7.28) 

M(2)(A Ix;t)= f :  qdu f.~ f~ M*2(A ly2; t - u )  F(2)(dY~[z)M (dzlx;u), (7.29) 

where F is the mean, F(2~ the 2nd order factorial moment  distribution of W, and 

{F ~)} is defined recursively by  F(~+I)=F(~)~F. 

Consider now the part icularly simple case where at  each "b i r th"  the "pa r en t "  

remains in the same state x, and only one "newborn"  is produced in a state whose 

probabil i ty distribution (I) is independent  of the "paren t ' s "  state x. Le t  2 , #  be the 

(constant) bir th and death  rates; then (7.27) becomes 

(7.30) 

whose solution can be expressed in a closed form: 

+ ~ ( Z _ l ) ( e ( X _ ~ ) t _ l )  ] 1 if ~@/~, l + e - ~ t [ ~ - Z + ( Z - 1 ) e  ~] 1 # - 4  

l+(~ -Z )e -~ t+(Z  - 1)[1 - ~ t t ( Z - 1 ) ]  -1 if ~t=/~, 

(7.31) 

where Z[~]=Sx~(X)~p(dx ). Let  /~=0  and we obtain the p.g.fl, of a geometric popu- 

lation process with mean distribution M =  (e At- 1)(I): 

G [~ [ x; t] = ~ (x) [1 - (e at - 1 ) f z  [~ (x) - 1] (I) (dx)]-l. (7.32) 

We say tha t  the process is time-homogeneous if P(A, t lx , s)depends only on t - s ;  

when this is the case we write P ( .  I "; t) for the transit ion probability,  G[~lx; t] for its 

p.g.fi, and p(n)(x; t )=P(n)(X~[x;  t). One is interested in the asymptot ic  properties of 

these distributions as t - ->~.  The following results can be proved: (1) For  fixed x, 

the extinction probability p(~ t) is a non-decreasing function of t and converges as 

t - ->~ to the asymtotic extinction probability pe(X), which is the smallest non-negative 

solution of the functional equation 

~ (x) = G[~ l x; t]; (7.33) 

(2) In  the case of multiplicative chains, let p(~)(x)= P(~)(X(~)lx; 1), m (x)=  ~ = 1  nP (~)(x) 

and m(2)(x) = ~ 2  n ( n -  1)p(')(x); then pe(x) -= 1 if s u p ~ x  re(x) < 1 and s u p ~ x  pe(x) < l 
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if i n f ~ x m ( x ) > l  and  m(~) is bounded;  (3) In  the  cont inuous  t ime  case, if the  p.g.fl. 

of P satisfies (7.22), t ime-homogene i ty  implies  t h a t  Q(A,  t lx, s ) depends  only  on t - s ;  

hence we wri te  i t  as Q(A,  t l x  ). Le t  W ( A I x ) = l i m ~ _ , ~  Q(A,  t l x  ) and  let  K be the  p.g.fl. 

of W. We define an associated multiplicative chain b y  the sequence of p.g.fls. (K~} 

defined recurs ively  by  K ~ I [ ~ I x ]  = g ( g ~ [ ~ l .  ]1 x}. The a sympto t i c  ex t inc t ion  proba-  

bi l i t ies of the  cont inuous  t ime process and  i ts  associa ted  chain are  ident ical ,  so t h a t  

(2) appl ies  wi th  m and  m(~) respec t ive ly  the  t o t a l  mean and  2nd order  factor ia l  mo- 

m e n t  of W. 
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