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The general theory of superoscillations and

supershifts in several variables

F. Colombo ∗, S. Pinton∗, I. Sabadini∗, D.C. Struppa†

Abstract

In this paper we describe a general method to generate superoscillatory functions of sev-
eral variables starting from a superoscillating sequence of one variable. Our results are based
on the study of suitable infinite order differential operators on holomorphic functions with
growth conditions of exponential type, where additional constraints are required when deal-
ing with infinite order differential operators whose symbol is a function that is holomorphic
in some open set, but not necessarily entire. The results proved for the superoscillating
sequence in several variables are extended to sequences of supershifts in several variables.

AMS Classification: 26A09, 41A60.
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1 Introduction

Superoscillating functions are band-limited functions that can oscillate faster than their fastest
Fourier component. Physical phenomena associated with superoscillatory functions have been
known for a long time for example in antennas theory see [31], and in the context of weak
values in quantum mechanics, see [1]. In more recent years there has been a wide interest in
the theory of superoscillating functions and of supershifts, a notion that generalizes the one of
superoscillations, and that was introduced in the literature in order to study the evolution of
superoscillations as initial data of the Schrödinger equation of other field equations, like Dirac
or Klein-Gordon equations.

An introduction to superoscillatory functions in one variable and some applications to
Schrödinger evolution of superoscillatory initial data can be found in [7]. Superoscillatory func-
tions in several variables have been rigorously defined and studied in [6] and in [9] where we
have initiated also the theory of supershifts in more then one variable. The aim of this paper is
to remove the restrictions in [6, 9] and to obtain a very general theory of superoscillations and
supershifts.

Our results are directed to a general audience of physicists, mathematicians, and engineers,
and our main tool is the theory of infinite order differential operators acting on spaces of holo-
morphic functions. The literature on superoscillations is quite large, and without claiming
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completeness we have tried to mention some of the most relevant (and recent) results. Papers
[2]-[7], [12], [15], [25], [28] and [29] deal with the issue of permanence of superoscillatory behav-
ior when evolved under a suitable Schrödinger equation; papers [18]-[20], [26]-[27] and [30] are
mostly concerned with the physical nature of superoscillations, while papers [10], [11], [13]-[14],
[21]-[24] develop in depth the mathematical theory of superoscillations. Finally we have cited [7]
as a good reference for the state of the art on the mathematics of superoscillations until 2017,
and the Roadmap on Superoscillations [17], where the most recent advances in superoscillations
and their applications to technology are well explained by the leading experts in this field.

In this paper we extend the results in [9] considering analytic functions in one variable
G1, . . . , Gd, d ≥ 2, whose Taylor series at zero have radius of convergence grater than or equal
to 1. Thus we define general superoscillating functions of several variables as expressions of the
form

Fn(x1, x2, . . . , xd) :=

n
∑

j=0

Zj(n, a)e
ix1G1(hj(n))eix2G2(hj(n)) . . . eixdGd(hj(n))

where Zj(n, a), j = 0, ..., n, for n ∈ N0 are suitable coefficients of a superoscillating function in
one variable as we will see in the sequel. We will give conditions on the functions G1, . . . , Gd in
order that

lim
n→∞

Fn(x1, x2, . . . , xd) = eix1G1(a)eix2G2(a) . . . eixdGd(a),

so that, when |a| > 1, Fn(x1, x2, . . . , xd) is superoscillating. Moreover, we shall also treat the
case of sequences that admit a supershift in d ≥ 2 variables.

The paper is organized in four sections including the introduction. Section 2 contains the
preliminary material on superoscillations, the relevant function spaces and their topology, and
the study of the continuity of some infinite order differential operators acting on such spaces.
Section 3 is the main part of the paper and contains the definition of superoscillating functions
in d ≥ 2 variables as well as some results. Section 4 discusses the notion of supershift in this
framework.

2 Preliminary results on infinite order differential operators

We begin this section with some preliminary material on superoscillations and supershifts in one
variable. Then we introduce and study some infinite order differential operators that will be of
crucial importance to define and study superoscillations and supershifts in several variables.

Definition 2.1. We call generalized Fourier sequence a sequence of the form

fn(x) :=

n
∑

j=0

Zj(n, a)e
ihj(n)x, n ∈ N, x ∈ R, (1)

where a ∈ R, Zj(n, a) and hj(n) are complex and real valued functions of the variables n, a and
n, respectively. The sequence (1) is said to be a superoscillating sequence if supj,n |hj(n)| ≤ 1
and there exists a compact subset of R, which will be called a superoscillation set, on which fn(x)
converges uniformly to eig(a)x, where g is a continuous real valued function such that |g(a)| > 1.

The classical Fourier expansion is obviously not a superoscillating sequence since its frequen-
cies are not, in general, bounded.

In the recent paper [8] we enlarged the class of superoscillating functions, with respect to
the existing literature, and we solved the following problem.
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Problem 2.2. Let hj(n) be a given set of points in [−1, 1], j = 0, 1, ..., n, for n ∈ N and let
a ∈ R be such that |a| > 1. Determine the coefficients Xj(n) of the sequence

fn(x) =

n
∑

j=0

Xj(n)e
ihj(n)x, x ∈ R

in such a way that
f (p)n (0) = (ia)p, for p = 0, 1, ..., n.

Remark 2.3. The conditions f
(p)
n (0) = (ia)p mean that the functions x 7→ eiax and x 7→

fn(x) have the same derivatives at the origin, for p = 0, 1, ..., n, and therefore the same Taylor
polynomial of order n.

Theorem 2.4 (Solution of Problem 2.2). Let hj(n) be a given set of points in [−1, 1], j =
0, 1, ..., n for n ∈ N and let a ∈ R be such that |a| > 1. If hj(n) 6= hi(n), for every i 6= j, then
the coefficients Xj(n, a) are uniquely determined and given by

Xj(n, a) =
n
∏

k=0, k 6=j

( hk(n)− a

hk(n)− hj(n)

)

. (2)

As a consequence, the sequence

fn(x) =
n
∑

j=0

n
∏

k=0, k 6=j

( hk(n)− a

hk(n)− hj(n)

)

eixhj(n), x ∈ R

solves Problem 2.2. Moreover, when the holomorphic extensions of the functions fn converge in
A1, we have

lim
n→∞

fn(x) = eiax, for all x ∈ R.

Our approach to the study of superoscillatory functions in one or several variables makes use
of infinite order differential operators. Such operators naturally act on spaces of holomorphic
functions. This is the reason for which we consider the holomorphic extension to entire functions
of the sequence fn(x) defined in (2.1) by replacing the real variable x with the complex variable
ξ. For the sequences of entire functions we shall consider, a natural notion of convergence is
the convergence in the space A1 or in the space A1,B for some real positive constant B (see the
following definition and considerations).

Definition 2.5. The space A1 is the complex algebra of entire functions such that there exists
B > 0 such that

sup
ξ∈C

(

|f(ξ)| exp(−B|ξ|)
)

< +∞. (3)

The space A1 has a rather complicated topology, see e.g. [16], since it is a linear space
obtained via an inductive limit. For our purposes, it is enough to consider, for any fixed B > 0,
the set A1,B of functions f satisfying (3), and to observe that

‖f‖B := sup
ξ∈C

(

|f(ξ)| exp(−B|ξ|)
)

defines a norm on A1,B , called the B-norm. One can prove that A1,B is a Banach space with
respect to this norm.
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Moreover, let f and a sequence (fn)n belong to A1; fn converges to f in A1 if and only if
there exists B such that f, fn ∈ A1,B and

lim
n→∞

sup
ξ∈C

∣

∣fn(ξ)− f(ξ)
∣

∣e−B|ξ| = 0.

With these notations and definitions we can make the notion of continuity explicit (see [14]):
A linear operator U : A1 → A1 is continuous if and only if for any B > 0 there exists B′ > 0

and C > 0 such that

U(A1,B) ⊂ A1,B′ and ‖U(f)‖B′ ≤ C‖f‖B, for any f ∈ A1,B . (4)

The following result, see Lemma 2.6 in [13], gives a characterization of the functions in A1

in terms of the coefficients appearing in their Taylor series expansion.

Lemma 2.6. The entire function

f(ξ) =

∞
∑

j=0

ajξ
j

belongs to A1 if and only if there exists Cf > 0 and b > 0 such that

|aj | ≤ Cf
bj

Γ(j + 1)
.

Remark 2.7. To say that f ∈ A1 means that f ∈ A1,B for some B > 0. The computations in
the proof of Lemma 2.6 in [13], show that b = 2eB, and that we can choose Cf = ‖f‖B.

We now define two infinite order differential operators that will be used to study superoscil-
latory functions and supershifts in several variables. We shall denote by x the vector (x1, . . . , xd)
in R

d.

Proposition 2.8. Let d be a positive integer and let Rℓ ∈ R+ ∪ {∞} for any ℓ = 1, . . . , d. Let
(g1,m), . . . , (gd,m) be d sequences of complex numbers such that

lim sup
m→∞

|gℓ,m|1/m =
1

Rℓ
, for ℓ = 1, . . . , d. (5)

Let x1, . . . , xd ∈ R. Denote by Dξ := ∂
∂ξ the derivative operator with respect to the auxiliary

complex variable ξ. We define the formal operator:

U(x1, x2, . . . , xd,Dξ) :=

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2





Dk1
ξ

ik1
(6)

where we have set

yp := ix1g1,p + . . . + ixdgd,p, for p = 1, . . . r with r ∈ N.

Then, setting
R := min

ℓ=1,...,d
Rℓ,

for any real value 0 < B < R
4e , the operator U(x1, . . . , xd,Dξ) : A1,B → A1,4eB is continuous for

all x ∈ R
d.

4



Proof. Let us consider f ∈ A1,B ; then we have

U(x1, . . . , xd,Dξ)f(ξ) =
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2





Dk1
ξ

ik1
f(ξ)

=

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2





∞
∑

j=k1

aj
j!

(j − k1)!
ξj−k1

=
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2





∞
∑

j=0

aj+k1

(j + k1)!

j!
ξj.

Taking the modulus we get

|U(x1, . . . , xd,Dξ)f(ξ)|

≤
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm ||ykm−1−km| . . . |yk1−k2 |





∞
∑

j=0

|aj+k1 |
(j + k1)!

j!
ξj .

and Lemma 2.6 gives the estimate on the coefficients aj+k1

|aj+k1 | ≤ Cf
bj+k1

Γ(j + k1 + 1)
.

where b = 2eB. Using the well known inequality (a+ b)! ≤ 2a+ba!b! we also have

(j + k1)! ≤ 2j+k1j!k1!

so we get

|U(x1, . . . , xd,Dξ)f(ξ)| ≤
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm ||ykm−1−km | . . . |yk1−k2 |



×

×Cf

∞
∑

j=0

bj+k1

Γ(j + k1 + 1)

2j+k1k1!j!

j!
|ξ|j .

Now we use the Gamma function estimate

1

Γ(a+ b+ 2)
≤ 1

Γ(a+ 1)

1

Γ(b+ 1)
(7)

to separate the series, and we have

1

Γ(j − 1
2 + k1 − 1

2 + 2)
≤ 1

Γ(j + 1
2 )

1

Γ(k1 +
1
2)

and so

|U(x1, . . . , xd,Dξ)f(ξ)| ≤ Cf

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm ||ykm−1−km | . . . |yk1−k2 |



×
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×(k1)!(2b)
k1

Γ(k1 +
1
2)

∞
∑

j=0

1

Γ(j + 1
2)
(2b|ξ|)j .

Now observe that the latter series satisfies the estimate

∞
∑

j=0

1

Γ(k + 1
2)
(2b|ξ|)j ≤ Ce4b|ξ|

where C is a positive constant, because of the properties of the Mittag-Leffler function; moreover,
the series

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm ||ykm−1−km | . . . |yk1−k2 |





(k1)!(2b)
k1

Γ(k1 +
1
2)

(8)

is convergent and is bounded by a positive real constant Cx,G1,...,Gd
. In fact, using Stirling

formula for the Gamma function, we have

m! ∼
√
2πme−mmm, for m→ ∞

and then we deduce

Γ(m+ 1)

Γ(m+ 1/2)
∼

√
2πme−mmm

√

2π(m− 1/2) e−(m−1/2) (m− 1/2)(m−1/2)
∼

√

m− 1/2, for m→ ∞ (9)

so that
k1!

Γ(k1 +
1
2)

∼
√

k1 − 1/2, for k1 → ∞.

Now observe that the series (8) has positive coefficients and so it converges if and only if the
series

∞
∑

m=1

1

m!

∞
∑

k1=1





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm ||ykm−1−km | . . . |yk1−k2 |



 (2b)k1
√

k1 − 1/2

converges. Given an absolutely convergent series
∑∞

p=0 ap, then its m-th power can be computed
by means of the Cauchy product as follows:





∞
∑

p=0

ap





m

=
∞
∑

k1=0

k1
∑

k2=0

. . .

km−1
∑

km=0

akmakm−1−km . . . ak1−k2 . (10)

Using the inequality:

√

k1 −
1

2
≤ k1 ≤ km+(km−1−km)+ . . .+(k1−k2) ≤ (km+2) ·(km−1−km+2) · · · · ·(k1−k2+2),

where k1 ≥ k2 ≥ · · · ≥ km, we deduce that there exists a positive constant Cx,G1,...,Gd
such that
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the following chain of inequalities hold:

∞
∑

m=1

1

m!

∞
∑

k1=1





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm ||ykm−1−km| . . . |yk1−k2 |



 (2b)k1
√

k1 − 1/2

≤
∞
∑

m=1

1

m!

∞
∑

k1=1





k1
∑

k2=0

. . .

km−1
∑

km=0

|ykm(km + 2)(2b)km ||ykm−1−km(km−1 − km + 2)(2b)km−1−km |×

. . . × |yk1−k2(k2 − k1 + 2)(2b)k1−k2 |
)

=

∞
∑

m=1

1

(m)!





∞
∑

p=0

|yp|(p + 2)(2b)p





m

≤
∞
∑

m=1

1

(m)!





∞
∑

p=1

|x1|(p+ 2)(2b)p|g1,p| +

. . . + |xd|(p + 2)(2b)p|gd,p|
]m

≤ Cx,G1,...,Gd

where for the equality we used (10), while the last inequality follows by the assumption

B <
R

4e

which implies 2b < R. From the previous estimate we have that the series (8) converges for all
x1, . . . , xd ∈ R. So we finally have

|U(x1, . . . , xd,Dξ)f(ξ)| ≤ Cf Cx,G1,...,Gd
C e4b|ξ|, x ∈ R

d, ξ ∈ C. (11)

Recalling that b = 2eB, the estimate (11) implies that U(x1, . . . , xd, )f ∈ A1,8eB, in fact

|U(x1, . . . , xd,Dξ)f(ξ)| e−8eB|ξ| ≤ Cf Cx,G1,...,Gd
C x ∈ R

d, ξ ∈ C.

Moreover, we deduce that the 8eB-norm satisfies the estimate

‖U(x1, . . . , xd,Dξ)f‖8eB ≤ Cf Cx,G1,...,Gd
C = Cx,G1,...,Gd

C‖f‖B .
Thus U(x1, . . . , xd,Dξ) : A1,B → A1,8eB is continuous for all x ∈ R

d.

Remark 2.9. Whenever we fix a compact subset K ⊂ R
d, we have that, for any x ∈ K, the

constants Cx,G1,...,Gd
appearing in the proof of the previous theorem are bounded by a constant

which depends only on K and G1, . . . , Gd. Moreover, if Rℓ = ∞ for any ℓ = 1, . . . , d, the
continuity of the operator U(x1, . . . , xd,Dξ) holds for any B > 0 and the proof of the previous
theorem shows that U(x1, . . . , xd,Dξ) is a continuous operator in A1.

Proposition 2.10. Let d be a positive integer and let Rℓ ∈ R+ ∪{∞} for any ℓ = 1, . . . , d. Let
(g1,m), . . . , (gd,m) be d sequences of complex numbers such that

lim sup
m→∞

|gℓ,m|1/m =
1

Rℓ
, for ℓ = 1, . . . , d. (12)

We define the formal operator

V(x1, . . . , xd,Dξ) :=

∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
xm1

1 . . . xmd

d

1

im1+···+md
Dm1+···+md

ξ , (13)

where x1, . . . , xd ∈ R, ξ ∈ C. Then, for any real value B > 0, the operator V(x1, . . . , xd,Dξ) :
A1,B → A1,8eB is continuous whenever |xℓ| < R

4eB for any ℓ = 1, . . . , d where R := minℓ=1,...,dRℓ.

7



Proof. We apply the operator V(x1, . . . , xd,Dξ) to a function f in A1,B for |x| < R
4eB . We have

V(x1, . . . , xd,Dξ)f(ξ) =
∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
xm1

1 . . . xmd

d

1

im1+···+md
Dm1+···+m2

ξ f(ξ)

=

∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
xm1

1 . . . xmd

d

1

im1+···+md
Dm1+···+md

ξ

∞
∑

j=0

ajξ
j

=
∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
xm1

1 . . . xmd

d

1

im1+···+md
×

×
∞
∑

j=m1+···+md

aj
j!

(j − (m1 + · · ·+md))!
ξj−(m1+···+md)

=
∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
xm1

1 . . . xmd

d

1

im1+···+md

∞
∑

k=0

am1+···+md+k
(m1 + · · ·+md + k)!

k!
ξk.

We then have

|V(x1, . . . , xd,Dξ)f(ξ)| ≤
∞
∑

m1=0

|g1,m1
| . . .

∞
∑

md=0

|gd,md
||x1|m1 . . . |xd|md×

×
∞
∑

k=0

|am1+···+md+k|
(m1 + · · ·+md + k)!

k!
|ξ|k

and using the estimate in Lemma 2.6

|am1+...md+k| ≤ Cf
bm1+...md+k

Γ(m1 + · · ·+md + k + 1)
,

where b = 2eB, we get

|V(x1, . . . , xd,Dξ)f(ξ)| ≤
∞
∑

m1=0

|g1,m1
| · · ·

∞
∑

md=0

|gd,md
||x1|m1 . . . |xd|md×

×Cf

∞
∑

k=0

bm1+···+md+k

Γ(m1 + · · · +md + k + 1)

(m1 + · · ·+md + k)!

k!
|ξ|k.

With the estimates

(m1 + · · ·+md + k)! ≤ 2m1+···+md+k(m1 + · · ·+md)!k!

and
1

Γ(m1 + · · ·+md − 1
2 + k − 1

2 + 2)
≤ 1

Γ(m1 + · · ·+md +
1
2)

1

Γ(k + 1
2 )

we separate the series

|V(x1, . . . , xd,Dξ)f(ξ)| ≤
∞
∑

m1=0

|g1,m1
| · · ·

∞
∑

md=0

|gd,md
||x1|m1 . . . |xd|md×

×
∞
∑

k=0

Cf b
m1+···+md+k 1

Γ(m1 + · · ·+md +
1
2 )

1

Γ(k + 1
2 )

2m1+···+md+k(m1 + · · ·+md)!k!

k!
|ξ|k.
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Finally we get

|V(x1, . . . , xd,Dξ)f(ξ)| ≤ Cf

∞
∑

m1=0

|g1,m1
| · · ·

∞
∑

md=0

|gd,md
|(2b|x1|)m1 · · · (2b|xd|)md×

× (m1 + · · · +md)!

Γ(m1 + · · · +md +
1
2)

∞
∑

k=0

1

Γ(k + 1
2 )

(2b|ξ|)k.

Using (9) we have

(m1 + · · ·+md)!

Γ(m1 + · · ·+md +
1
2)

∼
√

m1 + · · · +md − 1/2, for m1 + · · · +md → ∞,

and, moreover,
√

m1 + · · ·+md − 1/2 ≤ m1 · · ·md if mℓ ≥ 2 for any ℓ = 1, . . . , d. Since
|xℓ| < R

4eB for any ℓ = 1, . . . , d and b = 2eB, the series

∞
∑

mℓ=1

mℓ|gℓ,mℓ
|(2b|xℓ|)mℓ

converges to a constant which depends on xℓ ∈ R. Thus there exist constants Cxℓ
such that

|V(x1, . . . , xd,Dξ)f(ξ)| ≤ CfCx1
. . . Cxd

(2b|ξ|)e2b|ξ| ≤ CfCx1,...,xd
e4b|ξ|

from which, recalling that Cf = ‖f‖B , we deduce

‖V(x1, . . . , xd,Dξ)f‖8eB ≤ Cx1,...,xd
‖f‖B .

We conclude that the operator V(x1, . . . , xd,Dξ) : A1,B → A1,8eB is continuous.

Remark 2.11. Whenever we fix a compact subset

K ⊂ {x ∈ R
d : |xℓ| <

R

4eB
for any ℓ = 1, . . . , d},

we have that, for any x ∈ K, the constants Cxℓ
’s, appearing in the proof of the previous theorem

are bounded by a constant which depends only on K. Moreover, if Rℓ = ∞ for any ℓ = 1, . . . , d,
the continuity of the operator V(x1, . . . , xd,Dξ) holds to be true for any x ∈ R

d and the proof
of the previous theorem shows that V(x1, . . . , xd,Dξ) satisfies the conditions in (4). Thus we
conclude that V(x1, . . . , xd,Dξ) is a continuous operator in A1.

3 Superoscillating functions in several variables

We recall some preliminary definitions related to superoscillating functions in several variables.

Definition 3.1 (Generalized Fourier sequence in several variables). For d ∈ N such that d ≥ 2,
we assume that (x1, ..., xd) ∈ R

d. Let (hj,ℓ(n)), j = 0, ..., n for n ∈ N0, be real-valued sequences
for ℓ = 1, ..., d. We call generalized Fourier sequence in several variables a sequence of the form

Fn(x1, . . . , xd) =
n
∑

j=0

cj(n)e
ix1hj,1(n)eix2hj,2(n) . . . eixdhj,d(n), (14)

where (cj(n))j,n, j = 0, . . . , n, for n ∈ N0 is a complex-valued sequence.
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Definition 3.2 (Superoscillating sequence). A generalized Fourier sequence in several variables
Fn(x1, . . . , xd), with d ∈ N such that d ≥ 2, is said to be a superoscillating sequence if

sup
j=0,...,n, n∈N0

|hj,ℓ(n)| ≤ 1, for ℓ = 1, ..., d,

and there exists a compact subset of Rd, which will be called a superoscillation set, on which
Fn(x1, . . . , xd) converges uniformly to eix1g1eix2g2 . . . eixdgd, where |gℓ| > 1 for ℓ = 1, . . . , d.

In the paper [6] we studied the function theory of superoscillating functions in several vari-
ables under the additional hypothesis that there exist rℓ ∈ N, such that

p = r1q1 + . . .+ rdqd. (15)

In that case, we proved that for p, qℓ ∈ N, ℓ = 1, . . . , d the function

Fn(x, y1, . . . , yd) =
n
∑

j=0

Cj(n, a)e
ix(1−2j/n)peiy1(1−2j/n)q1 . . . eiyd(1−2j/n)qd

is superoscillating when |a| > 1, where Cj(n, a) are suitable coefficients. In the paper [9], we
were able to remove the condition (15), while here we will show that it is possible to replace
the functions (1− 2j/n)p in the terms eix(1−2j/n)p with more general holomorphic functions. As
we shall see, different function spaces are involved in the proofs according to the fact that the
holomorphic functions are entire or not.

Theorem 3.3 (The general case of d ≥ 2 variables). Let d be a positive integer and let Rℓ ∈
R+ ∪ {∞} be such that Rℓ ≥ 1 for any ℓ = 1, . . . , d. Let G1, . . . , Gd be holomorphic functions
whose series expansion at zero is given by

Gℓ(λ) =

∞
∑

mℓ=0

gℓ,mλ
mℓ , ∀ℓ = 1, . . . , d (16)

and, moreover, the sequences (gℓ,m) satisfy the condition

lim sup
m→∞

|gℓ,m|1/m =
1

Rℓ
, ∀ℓ = 1, . . . , d.

Let

fn(x) :=
n
∑

j=0

Zj(n, a)e
ihj(n)x, n ∈ N, x ∈ R, (17)

be superoscillating functions as in Definition 2.1 and assume that their entire extensions to
the functions fn(ξ) converge to eiaξ in A1,B for some positive real value 0 < B < R

4e where
R := minℓ=1,...,dRℓ. We define

Fn(x1, . . . , xd) :=
n
∑

j=0

Zj(n, a)e
ix1G1(hj(n))eix2G2(hj(n)) . . . eixdGd(hj(n)).

Then, whenever |a| < R we have

lim
n→∞

Fn(x1, x2, . . . , xd) = eix1G1(a)eix2G2(a) . . . eixdGd(a),

uniformly on compact subsets of Rd. In particular, Fn(x1, x2, . . . , xd) is superoscillating when
|a| > 1.
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Proof. Since Rℓ ≥ 1 for any ℓ = 1, . . . , d and |hj(n)| < 1, using (10) we have the chain of
equalities

Fn(x1, x1, . . . , xd) =

n
∑

j=0

Zj(n, a)e
ix1G1(hj(n))+ix2G2(hj(n))+...+ixdGd(hj(n))

=
n
∑

j=0

Zj(n, a)
∞
∑

m=0

1

m!

[

ix1G1(hj(n)) + ix2G2(hj(n)) + . . .+ ixdGd(hj(n))
]m

=

n
∑

j=0

Zj(n, a)

∞
∑

m=0

1

m!

[

ix1

∞
∑

p=1

g1,p(hj(n))
p + . . . + ixd

∞
∑

p=1

gd,p(hj(n))
p
]m

=

n
∑

j=0

Zj(n, a)

∞
∑

m=0

1

m!

[

∞
∑

p=1

(ix1g1,p + . . .+ ixdgd,p)(hj(n))
p
]m

=
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2



 (hj(n))
k1 ,

where we have set

yp := ix1g1,p + . . . + ixdgd,p, for p = 1, . . . r with r ∈ N.

We define the infinite order differential operator

U(x1, x2, . . . , xd,Dξ) :=

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2





Dk1
ξ

ik1
. (18)

Since 0 < B < R
4e , Proposition 2.8 implies that the operator

U(x1, x2, . . . , xd,Dξ) : A1,B 7→ A1,8eB

is continuous. We observe that

Fn(x1, x2, . . . , xd) = U(x1, x2, . . . , xd,Dξ)
n
∑

j=0

Zj(n, a)e
iξhj(n)

∣

∣

∣

ξ=0

The explicit computation of the term U(x1, . . . , xd,Dξ)e
iξa gives

U(x1, . . . , xd,Dξ)e
iξa =

=
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2





Dk1
ξ

ik1
eiξa

=

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2



 ak1eiξa,
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so we finally get

lim
n→∞

Fn(x1, . . . , xd) =

=

∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

ykmykm−1−km . . . yk1−k2



 ak1eiξa
∣

∣

∣

ξ=0

=
∞
∑

m=0

1

m!

∞
∑

k1=0





k1
∑

k2=0

. . .

km−1
∑

km=0

(ykma
km)(ykm−1−kma

km−1−km) . . . (yk1−k2a
k1−k2)





=

∞
∑

m=0

1

m!





∞
∑

p=1

ypa
p





m

=

∞
∑

m=0

1

m!
(ix1G1(a) + . . .+ ixdGd(a))

m = eix1G1(a)+...+ixdGd(a)

where the third equality is due to the formula (10) and the fourth equality holds because we
are assuming |a| < R. The previous limit is uniform over the compact subset of Rd because of
Remark 2.9.

Remark 3.4. From the inspection of the proof we observe that:
(I) The space of the entire functions on which the infinite order differential operator U(x1, . . . , xd,Dξ)
acts is the space A1,B in one complex variable, for some positive real value 0 < B < R

4e .
(III) The variables (x1, x1, . . . , xd) become the coefficients of the infinite order differential oper-
ator U(x1, x2, . . . , xd,Dξ), defined in (18), that still acts on the space A1,B.

4 Supershifts in several variables

The procedure to define superoscillating functions can be extended to the case of supershift.
Recall that the supershift property of a function extends the notion of superoscillation and that
this concept, that we recall below, turned out to be a crucial ingredient for the study of the
evolution of superoscillatory functions as initial conditions of the Schrödinger equation.

Definition 4.1 (Supershift). Let I ⊆ R be an interval with [−1, 1] ⊂ I and let ϕ : I ×R → R,
be a continuous function on I. We set

ϕh(x) := ϕ(h, x), h ∈ I, x ∈ R

and we consider a sequence of points (hj(n)) such that

hj(n) ∈ [−1, 1] for j = 0, ..., n and n ∈ N0.

We define the functions

ψn(x) =

n
∑

j=0

cj(n)ϕhj(n)(x), (19)

where (cj(n)) is a sequence of complex numbers for j = 0, ..., n and n ∈ N0. If

lim
n→∞

ψn(x) = ϕa(x)

for some a ∈ I with |a| > 1, we say that the function ψn(x), for x ∈ R, admits a supershift.

12



Remark 4.2. The term supershift comes from the fact that the interval I can be arbitrarily
large (it can also be R) and that the constant a can be arbitrarily far away from the interval
[−1, 1] where the functions ϕhj,n

(·) are indexed, see (19).

Problem 2.2, for the supershift case, is formulated as follows.

Problem 4.3. Let hj(n) be a given set of points in [−1, 1], j = 0, 1, ..., n, for n ∈ N and let
a ∈ R be such that |a| > 1. Suppose that for every x ∈ R the function h 7→ G(hx) extends to a
holomorphic and entire function in h. Consider the functions

fn(x) =
n
∑

j=0

Yj(n, a)G(hj(n)x), x ∈ R

where h 7→ G(hx) depends on the parameter x ∈ R. Determine the coefficients Yj(n) in such a
way that

f (p)n (0) = (a)pG(p)(0) for p = 0, 1, ..., n. (20)

The solution of Problem 4.3, obtained in [8], is summarized in the following theorem.

Theorem 4.4. Let hj(n) be a given set of points in [−1, 1], j = 0, 1, ..., n for n ∈ N and let
a ∈ R be such that |a| > 1. If hj(n) 6= hi(n) for every i 6= j and G(p)(0) 6= 0 for all p = 0, 1, ..., n,
then there exists a unique solution Yj(n, a) of the linear system (20) and it is given by

Yj(n, a) =
n
∏

k=0, k 6=j

( hk(n)− a

hk(n)− hj(n)

)

,

so that

fn(x) =
n
∑

j=0

n
∏

k=0, k 6=j

( hk(n)− a

hk(n)− hj(n)

)

G(hj(n)x), x ∈ R.

Remark 4.5. In the sequel, we shall move from the real to the complex setting and we will
consider those functions G and sequences hj(n) for which the holomorphic extension fn(z) of
fn(x) converges in A1 to G(az).

We can now extend the notion of supershift of a function in several variables.

Definition 4.6 (Supershifts in several variables). Let |a| > 1. For d ∈ N with d ≥ 2, we
assume that (x1, ..., xd) ∈ R

d. Let (hj,ℓ(n)), j = 0, ..., n for n ∈ N0, be real-valued sequences for
ℓ = 1, ..., d such that for

sup
j=0,...,n, n∈N0

|hj,ℓ(n)| ≤ 1, for ℓ = 1, ..., d

and let Gℓ(λ), for ℓ = 1, ..., d, be entire holomorphic functions. We say that the sequence

Fn(x1, . . . , xd) =

n
∑

j=0

cj(n)G1(x1hj,1(n))G2(x2hj,2(n)) . . . Gd(xdhj,d(n)), (21)

where (cj(n))j,n, j = 0, . . . , n, for n ∈ N0 is a complex-valued sequence, admits the supershift
property if

lim
n→∞

Fn(x1, . . . , xd) = G1(x1a)G2(x2a) . . . Gd(xda).
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Theorem 4.7 (The case of d ≥ 1 variables). Let |a| > 1 and let

fn(x) :=

n
∑

j=0

Zj(n, a)e
ihj(n)x, n ∈ N, x ∈ R, (22)

be a superoscillating function as in Definition 2.1 and assume that its holomorphic extension
to the entire functions fn(z) converges to eiaz in the space A1,B for some positive real value B.
Let d be a positive integer and let Rℓ ∈ R+ ∪ {∞} for any ℓ = 1, . . . , d. Let G1, . . . , Gd be
holomorphic functions whose series expansion at zero is given by

Gℓ(λ) =

∞
∑

mℓ=0

gℓ,mλ
mℓ , ∀ℓ = 1, . . . , d. (23)

Moreover, we suppose the sequences (gl,m)’s satisfy the condition

lim sup
m→∞

|gℓ,m|1/m =
1

Rℓ
, ∀ℓ = 1, . . . , d.

We define

Fn(x1, . . . , xd) =
n
∑

j=0

Zj(n, a)G1(x1hj(n)) · · ·Gd(xdhj(n)),

where Zj(n, a) are given as in (22). Then, Fn(x1, . . . , xd) admits the supershift property that is

lim
n→∞

Fn(x1, . . . , xd) = G1(x1a) · · ·Gd(xda)

uniformly on compact subsets of {x ∈ R
d : |xℓ| < R′ for any ℓ = 1, . . . , d} where

R′ := min

(

R

|a| ,
R

4eB
, R

)

where R := min
ℓ=1,...,d

Rℓ.

Proof. Since |xℓ| < R for any ℓ = 1, . . . , d, we have

Fn(x1, . . . , xd) =

n
∑

j=0

Zj(n, a)G1(x1hj(n)) . . . Gd(xdhj(n))

=
n
∑

j=0

Zj(n, a)
∞
∑

m1=0

gm1
· · ·

∞
∑

md=0

gmd
xm1

1 · · · xmd

d (hj(n))
m1+···+md .

We now consider the auxiliary complex variable ξ and we note that

λℓ =
1

iℓ
Dℓ

ξe
iξλ

∣

∣

∣

ξ=0
for λ ∈ C, ℓ ∈ N, (24)

where Dξ is the derivative with respect to ξ and |ξ=0 denotes the restriction to ξ = 0. We have

Fn(x1, . . . , xd) =
n
∑

j=0

Zj(n, a)
∞
∑

m1=0

gm1
· · ·

∞
∑

md=0

gmd
xm1

1 · · · xmd

d [hj(n)]
m1+···+md

=

n
∑

j=0

Zj(n, a)

∞
∑

m1=0

gm1
· · ·

∞
∑

md=0

gmd
xm1

1 · · · xmd

d

1

im1+···+md
Dm1+···+md

ξ eiξhj(n)
∣

∣

∣

ξ=0

=

∞
∑

m1=0

gm1
· · ·

∞
∑

md=0

gmd
xm1

1 · · · xmd

d

1

im1+···+md
Dm1+···+md

ξ

n
∑

j=0

Zj(n, a)e
iξhj(n)

∣

∣

∣

ξ=0
.
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We define the operator

V(x1, . . . , xd,Dξ) :=

∞
∑

m1=0

gm1
· · ·

∞
∑

md=0

gmd
xm1

1 · · · xmd

d

1

im1+···+md
Dm1+···+md

ξ

so that we can write

Fn(x1, . . . , xd) = V(x1, . . . , xd,Dξ)

n
∑

j=0

Zj(n, a)e
iξhj(n)

∣

∣

∣

ξ=0
.

Since |xℓ| < R
4eB for any ℓ = 1, . . . , d, we can use Proposition 2.10 in order to compute the

following limit

lim
n→∞

Fn(x1, . . . , xd) = V(x1, . . . , xd,Dξ) lim
n→∞

n
∑

j=0

Zj(n, a)e
iξhj(n)

∣

∣

∣

ξ=0

= V(x1, . . . , xd,Dξ)e
iξa

∣

∣

∣

ξ=0

=
∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
xm1

1 . . . xm2

d

1

im1+···+md
Dm1+···+m2

ξ eiξa
∣

∣

∣

ξ=0

=
∞
∑

m1=0

g1,m1
· · ·

∞
∑

md=0

gd,md
(ax1)

m1 . . . (axd)
m2 = G1(ax1) · · ·Gd(axd)

where the last equality holds because we are assuming |xℓ| < R
|a| for any ℓ = 1, . . . , d. The

previous limit is uniform over the compact subset of {x ∈ R
d : |xℓ| < R′ for any ℓ = 1, . . . , d}

because of Remark 2.11.

Remark 4.8. A special case of the previous theorem occurs when the holomorphic functions Gℓ’s
are entire functions. Moreover, differently from Theorem 3.3, in Theorem 4.7 the parameters xℓ
appear in the arguments of the functions Gℓ’s. This implies that the hypothesis of Theorem 4.7
imposes more constraints on the parameters xℓ’s, namely |xℓ| < R′ for any ℓ = 1, . . . , d.
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